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Abstract
As large language models such as BERT are becoming increasingly popular in Digital Humanities (DH),
the question has arisen as to how such models can be made suitable for application to specific textual
domains, including that of ‘historical text’. Large language models like BERT can be pre-trained from
scratch on a specific textual domain and achieve strong performance on a series of downstream tasks.
However, this is a costly endeavour, both in terms of the computational resources as well as the substantial
amounts of training data it requires. An appealing alternative, then, is to employ existing ‘general purpose’
models (pre-trained on present-day language) and subsequently adapt them to a specific domain by further
pre-training. Focusing on the domain of historical text in English, this paper demonstrates that pre-training
on domain-specific (i.e. historical) data from scratch yields a generally stronger background model than
adapting a present-day language model. We show this on the basis of a variety of downstream tasks,
ranging from established tasks such as Part-of-Speech Tagging, Named Entity Recognition and Word
Sense Disambiguation, to ad-hoc tasks like Sentence Periodization, which are specifically designed to test
historically relevant text processing.
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I INTRODUCTION

In recent years, there has been a great interest within the Digital Humanities research community
to utilize semantic vector representation algorithms for the computer-aided retrieval, annotation,
and analysis of textual data. By means of such algorithms, the contextual distribution of linguistic
items – which could be words, but also phrases, sentences, or even longer chunks of text – can
be represented as (compressed) numeric vectors that serve as a proxy of their meaning [e.g.
Turney and Pantel, 2010, Erk, 2012, Lenci, 2018]. As these semantic vector algorithms grew in
popularity, it soon became clear that they could be of service to the Digital Humanist in various
ways. By training a computational model to generate a vector representation – or ‘embedding’ –
for a given word, the Digital Humanist can for instance use these embeddings to automatically
retrieve documents that discuss the concept the word refers to without naming it explicitly
[Wevers and Koolen, 2020], or to extract all semantically related words (e.g. friendship: near-
synonyms, amity; antonyms, hostility) from a target text collection [e.g. van Eijnatten and Ros,
2019, Ehrmanntraut et al., 2021]. Moreover, it has been shown that such word embeddings may
also be used as a data-driven means of revealing gender bias in textual material [e.g. Wevers,
2019], mapping character relations in novels [e.g. Grayson et al., 2016], and, when applied to
diachronic text collections, detecting changes in word meaning over time [Sagi et al., 2011,
Tahmasebi et al., 2018, Kutuzov et al., 2018, Sommerauer and Fokkens, 2019, Marjanen et al.,
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2019, Martinez-Ortiz et al., 2019]. Furthermore, for research questions where word polysemy
(when a word has multiple related senses, e.g. foot ‘body part’ and ‘base/lowermost part’) and
homonymy (when a character string has multiple, unrelated meanings, e.g. bark ‘outer layer
of tree trunk’, ‘sound made by dog’) could create methodological issues, researchers have also
been catered to by models equipped to create contextualized vector representations for individual
word tokens. Such token-based models have proven helpful in word-level tasks, such as sense
disambiguation [Fonteyn, 2020, Beelen et al., 2021], Named-Entity Recognition Labusch et al.
[2019], Konle and Jannidis [2020], Schweter and Baiter [2019], Schweter and März [2020],
Ehrmann et al. [2020a], Boros et al. [2020], Brandsen et al. [2021], Ehrmann et al. [2021], and
the automated detection of semantic narrowing (i.e. when a word loses one or more senses
and becomes more restricted in it usage) or broadening (i.e. when a word gains one or more
new senses and becomes more varied in its usage) [Sagi et al., 2011, Giulianelli et al., 2020].
Moreover, these models can easily be adapted to perform a plethora of higher-level downstream
tasks with great accuracy, including automated text classification [Adhikari et al., 2019, Jiang
et al., 2021], text segmentation [Pagel et al., 2021] or event detection [Sims et al., 2019], to name
a few.

In part, the appeal of semantic vector representation algorithms lies in their potential to automate
semantic (rather than formal) data retrieval and annotation, which helps increase the amount of
data that can be processed by researchers. At the same time, the application of large language
models in humanities research – and in particular, humanities research that focuses on the inter-
pretation and analysis of historical text – may also offer a more objective means to analyse textual
data [e.g. Sagi et al., 2011]. Researchers who interpret and analyse historical textual material
are well-aware that the interpretation of historical textual material must not be approached with
present-day intuitions [Tahmasebi and Risse, 2017]: because there are substantial differences
between the way in which concepts and discourses of class, gender, norms and prestige are
linguistically represented in different time periods, present-day intuitive judgments of historical
language are likely to lead to inaccurate, ‘anachronistic’ interpretations of the data. A method-
ological set-up where a computational language model ‘substitutes’ the manual involvement of
the present-day analyst, then, is an attractive approach, as it helps minimize (or even eliminate)
such potentially biased, intuitive judgments in the process of data annotation and analysis.

Of course, processing historical text poses a series of challenges for vector representation
algorithms, but these may be overcome by large token-based language models. Historical text
involves, for instance, high degrees of orthographic variation. This is especially true in the case
of Western European languages, which only acquired their modern spelling standards roughly
around the 18th or 19th centuries. This introduces a ‘layer of variation’ that type-based model
will struggle with: an algorithm that produces word vectors for each unique string of letters will
not conflate the contextual distribution of remembring and remembering, despite the fact that
these are spelling variants of the same word type. Secondly, historical text requires digitization
before it can be processed by computational means, but current OCR and HTR technology is
error-prone, and manual correction is costly. As a result, digitized historical text often involves
an additional layer of variation, which, in contrast to orthographic variation, is characterized by
near-random distributions (and hence difficult to reduce). Yet, due to the enhanced capacity to
leverage context of large, token-based language models, they should be able to abstract over the
mentioned layers of variation and produce more accurate semantic representations than their
type-based counterparts.

Furthermore, the incipient paradigm-shift associated with the dawn of large language models
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has also proven appealing because it can bring infrastructural advantages to less tech-savvy
communities. The new paradigm – known as the ‘pre-train-then-fine-tune’ paradigm – involves
first preparing a language model by means of ‘pre-training’ on a large background collection of
text, and then ‘fine-tuning’ this language model in order to perform a particular task. Pre-training
typically involves very large collections but no annotation, and once pre-trained, fine-tuning
necessitates a manually labeled dataset exemplifying the target task. Importantly, thanks to their
high “sample efficiency” [Kaplan et al., 2020], large language models can achieve significant
performance on the basis of comparatively smaller training datasets than those required by other
Machine Learning architectures. This allows for an advantageous collaboration model, in which
tool developers focus on producing high quality language models, and humanities researchers
focus on creating annotations for the desired task, on which these language models can be
fine-tuned following standard procedures.

Still, despite these positive notes, researchers who want to call upon these language models to
target historical text will face practical hurdles. In particular, the training of large models such as
BERT is a costly endeavour, both in terms of computational resources, as well as the substantial
amounts of training data it requires. For historical data, digitized corpora are often exhaustive, but
still small. As a result, past work with historical data has resorted to employing pre-fab, present-
day language models [Giulianelli et al., 2020, Hosseini et al., 2021a], which are occasionally
adapted for historical usage by further pre-training on historical datasets. Unfortunately, such a
set-up may be problematic for several reasons.

First, current large language model implementations rely on tokenization procedures – like
Byte-Pair-Encoding (BPE) [Gage, 1994, Sennrich et al., 2016] or WordPiece [Schuster and
Nakajima, 2012] – that break down character sequences into so-called sub-word tokens, optimiz-
ing a particular information-theoretic measure. Originally, the motivation for this tokenization
approach was tackling the out-of-vocabulary word problem. For any given character sequence
that was not included in the training set, traditional approaches would struggle to generate a
vector representation, given that no vector was assigned to it in the original vector space. With
the current tokenization approach, a vector representation is computed through composition of
the vector representation of the sub-word tokens into which the original string is decomposed.
However, since the adaptation of a pre-existing model implies a tokenizer that has been optimized
on present-day language data, the application of such a model on historical data may result in
uninformative sub-word tokenizations and ultimately in out-of-domain sequences of sub-word
tokens for which the model can only generate low quality vector representations.

Second, it could be problematic to employ a model trained on data that may import the prob-
lematic, anachronistic biases towards grammar and semantics that researchers are trying to
avoid. In fact, some classification error analyses of historical sense disambiguation tasks indicate
that present-day language models indeed erroneously impose a present-day interpretation onto
the historical material [e.g. Fonteyn, 2020]. Intuitively, one would expect that pre-training on
present-day data (for which there is no issue of sparsity) would provide an advantageous starting
point, assuming that large parts of the core grammar and lexical semantics of a language have
stayed constant over time. However, the reservations on imported biases and the aforementioned
fixed tokenization schemes may run counter to any observations that present the adaptation of
pre-existing models as the more data-efficient alternative.

In this paper, we investigate which of the two strategies is bound to produce higher quality vector
representations: (i) pre-training from scratch or (ii) adapting a pre-existing model. To this end,
we extend the experiments of previous work on pre-training MacBERTh – a large historical
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language model for English [Manjavacas and Fonteyn, 2021]. More specifically, we compare the
performance of a number of models representative of both methods (pre-training vs. adaptation)
on a number of downstream tasks. Our experiments are consistent with previous results, which
highlight that pre-training from scratch may be a better strategy. The results also suggest that
the fixed tokenization models that are currently in vogue may be a bottleneck in the process of
successfully adapting large language models.

II MODEL OVERVIEW

While there is a variety of model architectures that could be used for historical NLP, the present
study relies on BERT, a stack of transformer layers with a self-attention mechanism [Vaswani
et al., 2017] that optimize a Masked Language Model (MLM) objective [Devlin et al., 2019].
Despite the existence of several MLM alternatives, our choice to work with BERT is motivated by
the fact that (i) it is well-established and thoroughly studied, and that (ii) the on-going evaluation
of alternative choices—mostly focused on Natural Language Understanding (NLU) tasks—has
not yielded a clearly superior architecture and (iii) experimenting with alternative architectures
involves a multiplicative cost factor on the pre-training and fine-tuning part of the experiments
presented in the current study, which would, unfortunately, surpass the available budget.

In order to quantify the relative advantage of the alternative pre-training methods for historical
language, we compare the following instantiations of BERT.

The first BERT model we consider is trained on present-day English data only, corresponding
to “BERT-Base Uncased” in the original repository. This model, to which we will henceforth
refer as BERT, is trained on ca. 3.3B tokens—i.e. the BookCorpus [Zhu et al., 2015] and the
English Wikipedia—using a WordPiece [Schuster and Nakajima, 2012] vocabulary of 30,000.

Second, we consider two variants of BERT—i.e. “BERT-Base Uncased”—which are subse-
quently adapted by further pre-training on historical English data. The first ‘historically
adapted’ model we consider has been fine-tuned at the Alan Turing Institute on 5.1B tokens of
historical English text published between 1760 and 1900 [Hosseini et al., 2021a] .1 We will refer
to this model as TuringBERT.

Considering the relatively limited time span covered by TuringBERT, we also created a second
adapted model, which we will refer to as BERT-Adapted. This model also corresponds to
an instantiation of “BERT-Base Uncased”, but, in this case, it is further pre-trained on the
same historical collection that served as the basis for developing MacBERTh [Manjavacas
and Fonteyn, 2021]. This collection contains a large sample of English text covering a time
span from 1473 to 1950, and includes the Early English Books Online (EEBO) corpus (1473-
1700), the Evans Early American Imprints Collection (EVANS; 1639-1800), Eighteenth Century
Collections Online (ECCO; 1701-1800), the Corpus of Late Modern English Texts (CLMET3.1;
1710-1920), the Hansard corpus (Hansard; 1803-1950), and the Corpus of Historical American
English (COHA; 1810-1950). The resulting corpus has a total size of ca. 3.9B (tokenized)
words, covering a varied range of text types, including literary works, religious and legal text,
parliamentary debate transcriptions, as well as news reports and magazine articles. The pre-
processing procedure involved the removal of foreign text, for which we used an ensemble
of the Google’s Compact Language Identifier (v3) and the FastText Language Identification
system [Grave, 2017], operating over chunks of 500 characters, which were flagged as foreign
whenever both systems indicated a language other than English as the highest probability

1The model is available through the accompanying online repository [Hosseini et al., 2021b].
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language. Subsequently, the text was split into sentences using the NLTK built-in sentence
tokenizer [Bird, 2006].

Finally, we consider the performance of the Present-day and historically adapted models in light
of the historically pre-trained model MacBERTh [Manjavacas and Fonteyn, 2021]. For the
creation of MacBERTh, we relied on the seminal implementation of BERT, 2 with the hyper-
parameterization corresponding to the “BERT-base Uncased” architecture.3 Pre-training was
done with default parameters, except for the maximum sequence length (set to 128 subtokens)
for 1,000,000 training steps. A summary of all compared models can be found in Table 1.4

Model Source Historical Adapted Training Data Time Span Vocabulary

BERT BERT-base Uncased ✗ 3.3B 30,000
TuringBERT BERT-base Uncased ✓ ✓ 5.1B 1760-1900 30,000
BERT-Adapted BERT-base Uncased ✓ ✓ 3.9B 1450-1950 30,000
MacBERTh ✓ ✗ 3.9B 1450-1950 30,000

Table 1: Overview of all the models involved in the present experiments.

III EXPERIMENTS

In order to assess the relative merit of the alternative approaches, we put the four competing
models through a set of downstream evaluation tasks. These tasks were selected on the basis of
their relevance for historical text processing.

3.1 Part-Of-Speech Tagging

The first task we consider is Part-Of-Speech (POS) Tagging for Historical English. A particularly
suited dataset for our evaluation purposes is the Penn-Helsinki Parsed Corpus of Early Modern
English (PPCEME) Kroch et al. [2004]. The PPCEME consists of a collection of Early Modern
English letters (time span: 1450-1700) that have been annotated manually with morphological
and syntactic information. The collection is divided in 448 individual documents, and comprises
approximately 1.7M words.

In order to accomplish POS-tagging, a language model is fine-tuned to perform token-level
predictions over the input sequence. For each input token, the vector representation for that token
is used as features in order to perform classification over the set of possible output POS-tags.5

For all experiments, we replicate the training and test splits from Han and Eisenstein [2019],
which reserve a total of 115 files for testing and from the remaining 333 uses 316 for training
and 17 randomly sampled files (ca. 5%) for development.

One of the expected advantages of robust pre-trained language models is their so-called “sample
efficiency” – or the ability to generalize from comparatively smaller amounts of training data. In
order to compare the candidate models from this perspective, we also run a series of experiments
in which we increase the size of the training data, starting at just 50 files up until we reach the
full training set of 316 files. For evaluation purposes, we compute accuracy for over all tokens,

2Available on the following URL: https://github.com/google-research/bert.
3See the original paper [Devlin et al., 2019] for a description of these parameters.
4MacBERTh itself is available through the HuggingFace hub: https://huggingface.co/

emanjavacas/MacBERTh.
5Due to sub-word tokenization, several vector representations may be available for a single input token if this

has been split. In those cases, we follow a strategy that ignores all but the first sub-word token.
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Figure 1: Line plots assessing the sample efficiency of the different candidates. The x-axis represents the
number of training files, and the y-axis represents the accuracy. The evaluation is further divided into
total, known and unknown tokens, depending on whether input tokens were seen during training or not.

tokens that were seen during training (known), and tokens that were not seen during training
(unknown).

Figure 1 shows the results of this experiment. Here, MacBERTh shows peak performance across
all conditions, with the difference being larger in the lower data regime. TuringBERT follows
up and equals MacBERTh in higher data regimes (starting with 100 files in the training set).
Further down the ranking, we find BERT-Adapted, which overall shows lower performance
than the other adapted model TuringBERT – except in the lower data regimes when considering
unknown tokens. Finally, BERT-Adapted surpasses its non-adapted variant BERT, except for
the higher data regimes. It is interesting to note that BERT-Adapted shows considerably worse
performance than TuringBERT. As noted in the introduction, these two models were adapted
from the same present-day model, and differ only on the underlying historical dataset used
for pre-training. However, in light of the performance obtained by MacBERTh, the historical
pre-training dataset underlying BERT-Adapted would be expected to provide a stronger model
– but this does not seem to be the case.

Finally, we inspect the performance of the different models as a function of the the period from
which the target sentences stem. In order to simplify the visualization, we compute accuracy
offsets of the different models with respect to the BERT baseline. The results are shown in
Figure 2.

Again, the largest performance advantages of MacBERTh are located in the lower training data
regimes. Factoring in the period of the target sentence, we also observe that the advantage is
not restricted to the time periods to which only MacBERTh and BERT-Adapted had access
– i.e. the earlier periods – but also appears in the later periods. Furthermore, it appears that
the adapted models, TuringBERT and BERT-Adapted, behave in a largely similar manner.
However, their behaviour deviates in the larger training data regimes, where BERT-Adapted’s
performance dips considerably, eventually underperforming even the present-day BERT baseline
on known tokens.

3.2 Named Entity Recognition

The second task we approach is Named Entity Recognition (NER) in Historical texts. We use
the dataset provided for the second iteration of the CLEF-HIPE (Named Entity Processing in
Historical Newspapers) shared task [Ehrmann et al., 2020b]. For this iteration, the organizers
proposed two major tasks – Named Entity Recognition and Classification (NERC) and Entity
Linking (EL) [Ehrmann et al., 2022] – covering 5 languages across 6 datasets.
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We focused on the training and development splits from the topres19th subset. This subset
consists of British Library newspapers from the 18th and 19th centuries, and the named entities
correspond exclusively to geographical locations Ardanuy et al. [2022]. A total of approximately
3,300 entities are annotated, with 236 being reserved for development. We fine-tune the different
models to perform token-level classification over sentences, with a total of 5,874 sentences for
training and 646 for development. We fine-tune each model over 5 epochs and perform a total of
10 fine-tuning rounds per model in order to take into account random variation in the training
procedure.

Figure 3 and Figure 4 show the results of this experiment. We report F1-score per model on the
entire dataset (Figure 3) as well as the F1-score per model for ‘earlier’ and ‘later’ texts, taking
the median year of the sentences as reference point (1840; see Figure 4). The difference in
performance between the models is relatively small for NER. Overall, it appears TuringBERT
is likely to outperform BERT-Adapted and possibly MacBERTh too. It should be noted,
however, that the absolute difference in F1-scores is negligible. Furthermore, it is possible that
TuringBERT’s marginally superior performance is due to the fact that the NER data stems
from the same collection as the pre-training data for TuringBERT. Thus, TuringBERT may
be able to produce better features for entities that it has already processed in the pre-training
phase. Finally, we observe that TuringBERT loses its marginal advantage when applied to
earlier texts in the dataset (for which the results are overall worse for all models).

3.3 Word Sense Disambiguation

The next task we tackle is Word Sense Disambiguation (WSD), which we approach from a
diachronic angle. For this – and the following – tasks, we rely on a custom evaluation dataset
extracted from the Oxford English Dictionary [OED Simpson and Weiner, 1989]. With its large
reservoir of sense distinctions, categorizations and exemplifications, the OED is an authoritative
resource for historical and contemporary lexical semantics in English. We refer to Manjavacas
and Fonteyn [2021] for the details on the compilation of the evaluation dataset used for the
present experiments. In total, we evaluate the four candidate models on historical WSD from
two distinct angles.

3.3.1 Non-Parametric Word Sense Disambiguation

The first historical WSD setting involves no fine-tuning, and relies entirely on vector similarity
metrics to assign a target word in a given context to its corresponding sense. For a given historical
input sentence like “They must haue houses warme, as your Pigions haue, crossed through with
small Pearches”, exemplifying a sense of the word “cross”, we compute the contextualized
vector representation of “cross” and measure its similarity to abstract vector representations of
the different senses of the word “cross”. These abstract representations are computed as sense
centroids, by averaging over the vector representations of the different exemplifications of a
given sense in the OED dataset.

We evaluate the models using a total of 191 OED lemmata. These test lemmata contain all at least
50 example sentences and at least two different senses (the minimum number of senses required
to perform word sense disambiguation). The resulting dataset consists of 17,878 sentences,
which we split into a training and a test set, proportional to the number of sentences per sense.
The training set is used to estimate the sense centroids. The test set is used to estimate the
accuracy of this method for each of the language models.
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Figure 5 shows the results of the experiment,
differentiating between lemmata that belong
to content words – i.e. nouns (e.g. dog, sky),
adjectives (e.g. nice, beautiful) and verbs (e.g.
jump, think) – and those that belong to func-
tion words – i.e. prepositions (e.g. in, about),
pronouns (e.g. me, who), conjunctions (e.g.
and, since) and interjections (e.g. hey). The
reason why we differentiate between these two
groups is that lexical or ‘contentful’ semantics
can be considered distinct from grammatical
or ‘function’ semantics, both in terms of how
senses can be derived from contextual informa-
tion (with the context of function words being
more diverse than that of content words), and
in terms of the diachronic dynamics [Hamilton
et al., 2016].

Focusing on content words, we observe that all models perform above baseline level across all
time periods, with MacBERTh outperforming the other models. Furthermore, BERT-Adapted
has an advantage over the non-adapted variant BERT up until the 18th century, where we observe
a leap in performance with respect to the previous periods and a convergence of all models,
indicating that the advantages of historical adaptation may be limited to the earlier periods.
When considering function words, MacBERTh again seems to have an advantage – except in the
earliest period and in the post-18thcentury data. Beyond this, no clear patterns can be observed.

The effectiveness of this method is largely conditioned by the quantity and quality of the sense
centroids. As we took an even split between training and test sets, we assumed that sense
centroids can be estimated on data as large as the target data of interest. This is, however,
unrealistic: in real-word scenarios, it is often the case that the amount of available labeled data –
i.e. in this case, the number of example sentences per sense – is much smaller. In order to test
whether models diverge in their requirements for training data, we ran an experiment in which
we limit the number of sentences per sense to several values by sampling the target number of
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sentences 20 times. This gives us an indication of not only the amount of data required, but also
of the dependency on the specific sentences in the training set for achieving strong performance.

Figure 6 shows the results of this experiment. For each target number of sentences on the x-axis,
the y-axis shows the mean accuracy and its dispersion for each of the alternative models. Notably,
all models are very robust against variation in the sentences used for estimating the centroids.
As a result, there is very little variance in the obtained accuracy scores – i.e. there is almost
no dispersion around the mean line –, even in the smaller data regimes. When examining the
scores, we see that MacBERTh outperforms the other candidate models in all conditions, and is
also able to outperform the strongest baseline – i.e. the majority baseline – with just 2 sentences
per sense. After 10 sentences – i.e. approximately a fifth of the average number of sentences
per sense in the dataset –, models start to converge to their optimal performance on this dataset.
Again, BERT-Adapted shows a slight improvement over BERT, and TuringBERT performs
in par with the non-historical model BERT.

3.3.2 Word-in-Context

The second approach to historical WSD reformulates the task as a binary task [Pilehvar and
Camacho-Collados, 2019] (see also [Beelen et al., 2021], where the task is called “targeted sense
disambiguation”). For any given pair of sentences exemplifying senses of the same lemma, we
fine-tune our models to predict whether the two sentences exemplify the same word sense or
not. In order to evaluate following this approach, we carve out a dataset from the OED similar
to the one described by Manjavacas and Fonteyn [2021]. This dataset covers 416 lemmata and
84,712 sentences, from which we generate positive and negative pairs in the following manner:
for each sentence in the dataset, we first sample a positive example from the set of sentences
exemplifying the same sense. Subsequently, we sample a different sense belonging to the same
lemma, and from the set of sentences illustrating that sense, we sample one negative example.

In order to fine-tune the models, we replicate the settings described in [Devlin et al., 2019,
Section 4.1], using the last hidden activation corresponding to the [CLS] token, adding a linear
projection layer in order to compute the probabilities that the sentences belong to the same sense,
optimizing a cross entropy loss. In order to let the model focus on the word that corresponds to
the underlying lemma, we add [TGT] tokens around the focus word in both members of the
input pair.6 This is exemplified by the sentences shown in Table 2.

The results of this experiment are shown in Figure 7, where we report accuracy numbers based
on the centuries from which the left and right sentences stem (shown respectively on the y-axis
and x-axis.) For each bin, we show the accuracy achieved by each model. Overall, the results
are high, ranging from 85% to 98%. The plots highlight that the most difficult examples stem
from the 15th to 17th centuries. In these bins, both MacBERTh and BERT-Adapted have an
advantage.

In order to highlight the relative advantage of MacBERTh and BERT-Adapted on this task,
Figure 8 and Figure 9 show, respectively, the differences in performance of MacBERTh and
BERT-Adapted in comparison to the alternative models. Overall, MacBERTh outperforms the
other models, with a larger performance difference in the earlier bins – i.e. the bottom-left part
of the plot. The differences are surprisingly large when comparing with TuringBERT across
all time periods. Moreover, BERT-Adapted has an advantage over BERT, especially when
considering the earlier periods. This highlights the effectiveness of adapting present-day language

6We use the “sbert” library Reimers and Gurevych [2019] to fine-tune the models, training for 5 epochs with
batch size of 16 on a single GPU.
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Left Quotation Right Quotation

Example He lov’d his Country with too unskilful
a tenderness.

I love it to be grieved when he hideth
his smiles.

Input He [TGT] lov’d [TGT] his Country with
too unskilful a tenderness.

I [TGT] love [TGT] it to be grieved
when he hideth his smiles.

Sense 1.a “To have or feel love towards (a per-
son, a thing personified) (for a quality
or attribute); to entertain a great affec-
tion, fondness, or regard for; to hold
dear.”

3.c “With direct object and infinitive or
clause: to desire or like (something to
be done). Also (chiefly U.S.) with for
preceding the notional subject of the in-
finitive clause.”

Table 2: An example negative pair for lemma ‘love’ showcasing the modification in order to fine-tune the
model.
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Figure 7: Accuracy in the Word-in-Context WSD task by period of the left and right examples shown
respectively in the y-axis and the x-axis. The color matches the accuracy in the corresponding bins.
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Figure 8: Circle plot showing the difference in accuracy between MacBERTh and the alternative models
per period. The size of the circles correspond to the number of predictions in disagreement between the
compared models. The color corresponds to the difference in accuracy.

models for targeted WSD. Still, the plots show that MacBERTh outperforms BERT-Adapted
across all time periods, which offers an indication that pre-training from scratch is a stronger
method than adaptation.

3.4 Fill-In-The-Blank

The next downstream task approaches Natural Language Understanding using a fill-in-the-blank
evaluation scheme. This task does not require fine-tuning. Instead, we rely on the dataset of
sense-exemplified quotations from the OED, and poll each model for the underlying lemma
that the sentence is exemplifying after masking the word that corresponds to that lemma. The
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Figure 9: Circle plot showing the difference in accuracy between BERT-Adapted and the alternative
models per period. The size of the circles correspond to the number of predictions in disagreement
between the compared models. The color corresponds to the difference in accuracy.

models, thus, need to gather as much information as possible from the context in order to produce
accurate guesses. Importantly, since the sentences are chosen in order to illustrate a particular
usage of the given word, we can assume that they contain – otherwise the task would become
artificially difficult, and less informative for benchmarking purposes.

Following the original masking loss [Devlin et al., 2019], a language model outputs a probability
distribution over the model’s own vocabulary for each masked word in the input. In order to
assess the plausibility that each model assigns to the true target word, we compute its rank in
this probability distribution – i.e. we do not use the probability itself, since this quantity would
be difficult to compare due to differing vocabularies. For similar reasons, we restrict ourselves
to sentences in which the target word is not sub-tokenized by any of the models. The resulting
dataset comprises 42,961 sentences, covering 731 different words (with an average of 58.8
sentences per word.)

In order to summarize the model performance, we compute the Mean Reciprocal Rank (MRR),
which in this case corresponds to averaging over the inverse of the individual ranks. Again,
we factor the time dimension into the evaluation, binning the results into spans of 50 years.
Figure 10 shows the results of this experiment. Here, MacBERTh has an advantage across all
periods, except in the most recent bin – where all models seem to converge. BERT-Adapted
also improves over the non-adapted variant (BERT), except for the 19th century.

3.5 Sentence Periodization

Finally, we submit the models to a sentence periodization task. For a given input sentence, we fine-
tune the models to make predictions about the year in which they were written. Algorithmically,
we approach this task using a two-step setup.7 First, we fine-tune the language models to perform
a binary task in which the goal is to predict whether the first of two sentences stems from a
later period than the second. Then, in order to predict the year of a given input sentence, we
run the binary classifier comparing the input sentence with each of the sentences in a separate
corpus – the background corpus. This background corpus has been sampled so as to have an
even distribution of sentences over time periods, and consists of 5,000 sentences. Finally, we
use the individual predictions comparing the input sentence to the sentences in afore-mentioned
background corpus in order to construct a single year prediction over the entire range of years in
the background corpus. The latter step uses the cumulative distribution of predictions and the

7Our first attempts involved using an ordinal regression on top of language model sentence embeddings, but
results were not informative.
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Figure 11: Mean Absolute Error (on the y-axis)
on the sentence periodization task using back-
ground corpora of increasingly larger sizes (on
the x-axis).

knee method for finding the cutoff point in this distribution [Satopaa et al., 2011] – we refer to
the original paper for more details on this method [Manjavacas and Fonteyn, 2021].

We train the models using the cross-encoder implementation provided by “sbert” [Reimers and
Gurevych, 2019]. The training data consists of 100,000 sentence pairs sampled from the OED
dataset. The test set is constructed in a similar way, comprising a total of 5,000 sentence pairs.

The performance of this method depends on the size of the background corpus. In order to
quantify this dependency, we ran a first experiment where we computed the Mean Absolute
Error (MAE) over increasingly larger sub-samples of the background corpus (all sub-samples
are uniformly sampled over the entire range to ensure that no time spans are over-represented.)
For each size, we re-ran the experiment 10 times in order to quantify the dispersion due to the
background corpus sample. Figure 11 shows the results of this experiment. We observe that all
models reach their top performance when using the full background corpus – i.e. a total of 5,000
instances with 100 instances per each bin of 50 years – and very small dispersion is present
starting with 70 instances per bin. Comparing the models on the full background corpus, we
observe that MacBERTh has an advantage of slightly below a mean absolute error of 10 years.

Figure 12 shows finer-grained results of this experiment, factoring in the time dimension. We
also include a baseline that predicts years randomly following the distribution of years in the test
set. The random baseline reflects the fact that predicting sentences towards the middle of the
range results in inherently smaller MAE. In order to remove this artifact from the visualization,
Figure 13 reports the relative improvement of each model over the random baseline. This
modification does not directly affect the comparison between the models, while letting us assess
when the differences between the models are located in easier or more difficult periods.8 Most
of MacBERTh’s advantage is located in the years starting in 1750. Before that period, the
differences between the models are small, with MacBERTh and BERT-Adapted at the top.
Interestingly, the results for BERT-Adapted dip towards the later section of the background
corpus.

8Note that in contrast to the original MAE scores, now higher means better – i.e. larger improvement.
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IV DISCUSSION & CONCLUSION

Summarizing over the results of the various experiments, it seems reasonable to state that the
most reliable means of making a BERT model suitable for applications to historical text is
to pre-train a BERT model from scratch on historical corpus data. Overall, the historically
pre-trained model MacBERTh had an advantage over the competitor models in POS-tagging,
both types of Word Sense Disambiguation, Filling-In-the-Blank, and the Sentence Periodization
tasks. The sole exception to these result is the NER evaluation, where TuringBERT performed
marginally better on the post-1840 data. Yet, TuringBERT’s advantage in NER may in fact be
due to overlap in the evaluation data and the data used to adapt TuringBERT.

In certain cases – and particularly in POS-tagging – the advantages of MacBERTh were stronger
when the training data available for fine-tuning was scarce. Since the pre-training dataset of
MacBERTh covers a larger diachronic window than those of BERT and TuringBERT, it can
be assumed that this dataset represents a more varied collection of texts, which could potentially
explain the stronger sample efficiency that MacBERTh seems to have. Still, BERT-Adapted –
a model adapted to the same pre-training dataset – does not seem to profit from this diversity
as much, which may be due to imported biases derived from either the original present-day
pre-training dataset or the tokenizer.

Interestingly, BERT-Adapted sometimes underperforms in the later periods – this is the case
for the Word-in-Context (see Figure 9), Fill-in-the-Blank (see Figure 10) and the Sentence
Periodization (see Figure 13) tasks. The cut-off point seems to be at around the 1800s.

While it is interesting in itself to state that there is a difference in the quality of the embeddings
generated by the historically pre-trained model MacBERTh and the historically adapted models
(TuringBERT), these results do raise the question of what exactly causes this difference. A
similar result was obtained by the development team of the SciBERT model for Biomedical
NLP [Beltagy et al., 2019]. This model was pre-trained from scratch on a large corpus of research
papers mined from Semantic Scholar [Ammar et al., 2018] amounting to ca. 3.17B tokens. In this
investigation, SciBERT was compared to BioBERT [Lee et al., 2020], another domain-specific
model for Biomedical NLP that was adapted from BERT to an even larger corpus of articles
from PubMed emcompassing ca. 18B tokens. Their results also highlight that the adapted model
was subpar to the model that was pre-trained from scratch, even though the pre-training dataset
of the later an order of magnitude smaller.

In this respect, a hypothesis that would need more thorough testing is whether the current
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tokenization approaches may hinder a successful adaptation of pre-trained model to different
domains. Sun et al. [2020] showed that BERT models are brittle in the presence of misspelling,
especially when the misspelling resulted in particularly awkward sub-word tokenization. In the
case of historical material, Baptiste et al. [2021] have shown that CharBERT [Ma et al., 2020] –
a BERT variant that processes input tokens character by character – produces more robust results
against the presence of variation stemming from OCR noise. More generally, current research
efforts have focused on producing tokenization-free models, which do not require language (or
domain) specific tokenizers and can be thus applied more robustly across languages [Clark et al.,
2022]. It remains to be tested whether these models have the potential to be efficiently adapted
to new domains, and whether doing so produces more powerful features than models that are
pre-trained from scratch.

Finally, it is also important to note that, while the historically adapted models were generally
outperformed by MacBERTh, both TuringBERT and BERT-Adapted still showed some
advantage over the non-adapted, present-day English model BERT. That historical adaptation
(and adaptation more generally) is still a fruitful undertaking is of great value for the DH
community: in some cases, adaptation is the only possibility, due to the sparsity of text in the
target domain [e.g. Brandsen et al., 2021].
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