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Abstract
The last decade has witnessed the explosion of machine learning research studies with the inception of several algorithms
proposed and successfully adopted in different application domains. However, the performance of multiple machine learning
algorithms is very sensitive to multiple ingredients (e.g., hyper-parameters tuning and data cleaning) where a significant
human effort is required to achieve good results. Thus, building well-performing machine learning algorithms requires
domain knowledge and highly specialized data scientists. Automated machine learning (autoML) aims to make easier and
more accessible the use of machine learning algorithms for researchers with varying levels of expertise. Besides, research
effort to date has mainly been devoted to autoML for supervised learning, and only a few research proposals have been
provided for the unsupervised learning. In this paper, we present an overview of the autoML field with a particular emphasis
on the automated methods and strategies that have been proposed for unsupervised anomaly detection.

Keywords Machine learning · AutoML · Anomaly detection · Unsupervised learning · Hyper-parameter tuning

1 Introduction

Artificial intelligence (AI) is often used to describe a wide-
ranging branch of computer science that aims to build smart
machines capable of mimicking tasks that simulate human
intelligence. The applications for AI are infinite and present
in multiple various sectors. They include, but not limited
to, robotics, healthcare industry, autonomous vehicles [13].
Machine learning is a fundamental subset of AI that refers
to the development and the use of systems which are able
to learn from the data and improve themselves without—or
with minimal—external intervention. In fact, machine learn-
ing algorithms are characterized by learning from instances,
known as “training instances,” in order to build appropriate
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models and make predictions or decisions on a different set
of unknown data, also called “test instances” [10].

All machine learning algorithms take, inter alia, instances
as input, nevertheless their objectives can be different
depending on the task to be accomplished. On the one hand,
there is the supervised learning that consists of classification
and regression. The former attempts to assign a class label,
also called category, to unlabeled instances using the models
that have been trained on a set of training instances, whose
label membership is known. The latter instead attempts to
predict continuous values rather than categorical ones [4].
On the other hand, there is the unsupervised learning, such
as clustering, that involves grouping unlabeled instances
into categories or clusters based on a similarity measure
or distance. In this task, class labels are unknown. Finally,
the semi-supervised learning is another major task that lies
between the supervised and the unsupervised learning, where
the fact that some labels are missing in a training set does not
prevent them frombeing used to improve the predictive learn-
ing performance of models [17]. Besides, other approaches
have been widely used in conjunction with machine learning
systems and for visualization, such as dimensionality reduc-
tion [6,18].

Several machine learning algorithms have been developed
and successfully adopted in different application domains.

123

Content courtesy of Springer Nature, terms of use apply. Rights reserved.



International Journal of Data Science and Analytics

The use of these traditional machine learning algorithms can
potentially be costly, in terms of computational resources,
and challenging. Moreover, algorithms have multiple hyper-
parameters that are set prior to the learning process and
can directly affect the performance of the models. However,
this task requires domain knowledge and human expertise
to perform manual hyper-parameter tuning (tries out hyper-
parameter sets by hand), which is a hard and tedious task for
non-expert as well as expert users. Another major drawback
of the manual search is the fact that the process is not easily
reproducible. The latter is definitely important, especially for
the progress and improvement of scientific research in the
machine learning field. Moreover, it is difficult to manage
the manual hyper-parameter tuning task when the number of
parameters and the range of values is high, i.e., if one aims
to apply an algorithm with five hyper-parameters, then these
hyper-parameters need to be manually tuned with different
values on different datasets, and the best combination that
achieves the highest performance will be chosen.

To cope with the aforementioned issues, automatic search
techniques have been proposed under the hot automated
Machine Learning (autoML) topic [11,36]. The autoML pro-
cess comprises different tasks, such as feature selection, fea-
ture extraction,model selection, and hyper-parameter tuning.
It makes easier the use of machine learning algorithms and
simplifies the process of selecting the best model and iden-
tifying its corresponding optimal set of hyper-parameters.
The automated processing evaluates the performance of the
learnedmodels according to a predefined qualitymetric, such
as accuracy (for classification) and silhouette measure (for
clustering). So far, the autoMLcommunitymostly focuses on
the supervised learning,wheremultipleworks have been pro-
posed [6,21,25,79]. However, few research studies have been
proposed for the unsupervised learning. This gap is present
especially for unsupervised anomaly detection, due to the
void of an unsupervised quality metric to evaluate anomaly
detection algorithms [90].

Anomaly detection is awidely studied problem inmachine
learning and data mining. Roughly speaking, it consists of
identifying instances that “significantly” deviate from the
other points in a given dataset. Historically, anomaly detec-
tion (aka outlier detection) servedmainly as a tool to filter out
noise, which could impair the training of a machine learning
algorithm. Nowadays, it plays perhaps a more noble role, as
the machine learning community realized that anomalies are
often associated with interesting or rare events. Applications
of anomaly detection are vast, encompassing network secu-
rity and maintenance, data storage, finance, and medicine.
For example, anomaly detection algorithms provide impor-
tant primitives in the detection of intrusions in networks,
frauds in financial transactions, data leaks, as well as life-
threatening situations in patient monitoring systems which
generally consists of unlabeled data. A large number of

approaches has been developed over the years. Supervised
anomaly detection can be usedwhen large amounts of labeled
data are readily available. However, because of the difficulty
in obtaining labeled data, unsupervised approaches preserve
their appeal.

In this paper, we provide a review on autoML and its prin-
cipal solutions. Among the others, we focus on providing an
updated overview of the autoML and hyper-parameters opti-
mization methods proposed for the unsupervised anomaly
detection.

The important components of constructing anMLpipeline
automatically are introduced and existing approaches are
evaluated. This allows revealing the limitations of the cur-
rent approaches and raising open research questions. We
also briefly discuss some promising research directions. This
review does not consider Neural Architecture Search (NAS)1

methods where most existing work on NAS has focused on
image classification [63] and is computationally expensive
due to the large number of child models needed to achieve
good performance.Moreover, the search space for automated
anomaly detection is different from the search spaces defined
by the existing NAS that should cover not only the config-
urations, but also the anomaly definitions [46]. We however
refer to [22] for a recent in-depth survey devoted to NAS
methods [22].

2 AutoML

The performance of a given machine learning method on a
particular dataset depends on the quality of the algorithm,
based on different criteria such as accuracy, memory usage,
and running time, as well as its parameterization (i.e., the
parameter settings). A data scientist is commonly challenged
with a large number of choices. For example, the selection
among a wide range of possible algorithms depending on
the ML task (e.g., decision trees, Bayesian models, neural
networks, k-means, etc.) in addition to tuning the different
hyper-parameters of the selected algorithm in order to come
up with the best performing configuration.

However, sometimes data scientists need to evaluate sev-
eral algorithms and tune their different hyper-parameters to
select the best performing model and fix the corresponding
optimal hyper-parameter values, based on their assumptions
and experience. This is indeed an expensive and tedious task.
Meta-learning and autoML methods are used to cope with
these issues.

During the last five years, autoML has attracted multi-
ple researchers due to the importance of its application and
became a hot topic. It consists of an automated process that

1 Its goal is to find optimal neural architecture in a predefined search
space to maximize the model performance.
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Fig. 1 Overview of the automated machine learning pipeline

performs algorithm selection and tunes hyper-parameters to
improve the predictive performance of their model.

2.1 Challenges

Building high-quality machine learning models through
autoML is an iterative, resource-intensive, and time-
consuming process that involves different components (see
Fig. 1). In the following,we list some challenges and/or prob-
lems that need to be tackled to improve the state-of-the-art
ML algorithms:

– Search space.Defining a search space range for an hyper-
parameter is not trivial. For instance, with imbalanced
data distributions the search process may easily fall into
local optima [71]. Often these search spaces are cho-
sen arbitrarily without any validation leading to either
inflated search spaces or spaces missing well-performing
regions. In both cases, the AutoML process might be
unable to find optimal hyper-parameter values. To cope
with this issue, meta-learning (see Sect. 3) can be used to
assess the importance of single hyper-parameters allow-
ing to remove unimportant hyper-parameters regions
from the search space or identify promising regions [36,
61,81].

– Cold-start. An important issue is the cold-start problem
where the process may start with the worst model and/or
a bad configuration, and spend too much time to get bet-
ter results. This issue is related to the previous challenge
to address. To warm-start the search process, one way
is to use meta-learning where, based on data similari-
ties, we start the search by a promising configuration
(the one obtained on a very similar dataset). In a recent
work [24], [24] showed the gain in terms of performance
when using a meta-learner within an autoML system.

– Running time. The time is an important evaluation axis
in autoML systems that approximately tells us how long
do we wait before obtaining the recommended pipeline
(i.e., model, hyper-parameter values, etc.). It can be
restricted by setting a time limit that, when exceeded, the
algorithm is then terminated and the best configuration
obtained so far is selected [24].

– High-dimensional data. In several domains, such as biol-
ogy and text documents, data may be high-dimensional
which can potentially affect the performance of any algo-
rithm, especially in terms of time and memory. To be
more efficient and alleviate the use of resources, a dimen-
sion reduction process is then recommended in such
cases through the feature extraction or selection compo-
nent in the autoML pipeline as a preprocessing process
which will precede the model generation component (see
Fig. 1).

– Scalability. It is important to know if large datasets can
be handled efficiently. Since several algorithms with dif-
ferent configuration will be simultaneously executed, so
frameworks should offer parallelism or distributed com-
putation to scale-up [21].Most of the automated solutions
coupled with machine learning library, e.g., Weka,2

scikit-learn,3 work on a single node which makes them
inapplicable on large big data. In real-life practice, the
scale of data generated daily is increasing continuously
which led to the introduction of various distributed
machine learning systems (e.g., Spark MLib [52]). Dis-
tributed solutions for the automated frameworks of
autoML need to be explored to cope with tuning mod-
els over large datasets.

– Evaluation metrics. The models generated by the differ-
ent algorithms selected in an automated framework need
to be evaluated by measuring their effectiveness accord-

2 https://www.cs.waikato.ac.nz/ml/weka/.
3 https://scikit-learn.org/.
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ing to a quality metric (or more than one). However, the
choice of themeasure is non-trivial since it often depends
on different factors, such as the learning task (e.g., super-
vised or unsupervised), type of data, presence/absence
of data labels, or data imbalance. The choice of the
metric is crucial because the final model and its con-
figuration are selected based on it. Nevertheless, there
exists no unsupervised evaluation metric for the evalua-
tion of the unsupervised anomaly detection algorithms.
More research efforts and novel solutions are required to
tackle the challenge of automatically building and tuning
unsupervised anomaly detection algorithms.

– Data streams. Selecting the most appropriate algorithm
and tuning its hyper-parameters is a difficult task when
dealing with evolving data streams; therefore, automated
approaches have not yet beenwell explored in the stream-
ing area. Besides, many of these autoML approaches
require several passes over the data, to come up with the
best pipeline, and are not able to handle concept drifts.
Incremental strategies and tuning techniques are required
to make this automated task suitable to evolving data
streams.

The aforementioned challenges are common between the
offline—or batch—and the stream settings. However, the
ML community started addressing them in the batch setting,
but very few studies are proposed in the very challenging
streaming context where more efforts should be made. This
is because the latter environment has more requirements to
take into account, such as processing in one-pass, i.e., an
instance is processed only once and will be discarded.

2.2 Model generation

AutoMLcanbe viewed as the process thatmakes themachine
learning tasks easier by avoidingmanual model selection and
hyper-parameters tuning for non-machine learning experts as
well as machine learning experts.

As shown in Fig. 1, model generation contains two
main components, learning algorithms used (e.g., k-nearest
neighbors, random forests algorithms) and hyper-parameter
optimization techniques (presented in the following). For
each iteration, we evaluate the model and its correspond-
ing configuration using a quality metric (model evaluation).
Other components can be added to the autoML pipeline
displayed in Fig. 1, such as feature engineering before
the use of the machine learning algorithms (learning step).
This component consists in applying feature selection or
feature extraction to reduce the input feature space—keep
the relevant features [32], like applying principal compo-
nent analysis, or linear discriminant analysis to improve the
model performance. In practice, there is a crucial need for

automating the dimension reduction process as processing
high-dimensional data are considered as the most time con-
suming part.

We formalize the autoMLproblem as theCombinedAlgo-
rithm Selection and Hyper-parameter problem (CASH) that
has been addressed by different autoML approaches [3,26,
43,57,72].

Definition 1 CASH problem. Let A = {A1, . . . , Aa} be a
set of algorithms, each of them, Ai , has a set of hyper-
parameters in a domain �i . So, if an algorithm Ai has p
hyper-parameters, then the overall hyper-parameter space is
denoted as �i = �i

1, . . . , �
i
p. Given a dataset X , the goal

is to roughly find the algorithm and hyper-parameter setting
that minimizes the following loss:

A�, λ� ∈ argminAi∈A,λ∈�i
1

K

K∑

j=1

L(Ai
λ, X

j
train, X

j
valid),

(1)

where L(Ai
λ, X

j
train, X

j
valid) measures the loss obtained by

algorithm Ai with hyper-parameter λ on X j
valid when trained

on X j
train with K cross-validation folds.

Popular approaches and solution in automated optimiza-
tion approaches include ParamILS [34], Sequential Model-
based Algorithm Configuration (SMAC) [35], Gender-based
genetic algorithm (GGA) [5], and Iterated Race (Irace) [51].
Irace is a well-known approach that uses an iterated racing
procedure where the worst configurations are replaced by
new ones for each iteration, also called race, by finding the
most appropriate settings given a set of instances [51]. Algo-
rithms based on the irace technique have some limitations.
The most notable one is that irace is very costly in terms of
time consumption and is primarily proposed for applications
where the execution time is not an important axis. Though
most of the applications commonly need to be efficient in
terms of computational resources.

SMAC [35] is a tool for optimizing algorithm hyper-
parameters across a set of instances. Themain core consists of
performingBayesian optimization in conjunctionwith a sim-
ple racing mechanism on the instances to efficiently decide
which of the two configurations performs better [35]. One
main advantage of the SMAC is its ability to discard the
worst performing parameter configurations quickly after the
evaluation.

In [34,34] proposed ParamILS, an iterated local search
method, for automatic hyper-parameter tuning. ParamILS
starts by evaluating the default parameterization and some
other configurations on a subset of instances, then the best
configuration among those will be maintained and tested on
a different subset of data. However, this method works only
on categorical hyper-parameters and requires a discretization
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process for numerical hyper-parameters to a finite number
of values (an input user parameter). All continuous hyper-
parameters have to be discretized.

The GGA [5] conducts a population-based local search
whereby the separationof a competitive and anon-competitive
gender balances exploitation and exploration of the param-
eter space. It is considered as one of the most competitive
available tuners that is able to handle any type of parameter.

3 Meta-learning

Another application scenario is meta-learning which is the
science that observes how different machine learning meth-
ods perform on a different set of datasets. Given a new
unknown machine learning task, AutoML methods usually
start from scratch to build a machine learning pipeline.
Instead, models in this class learn from this experience
to process new observations faster. The more similar the
datasets are, the more types of meta-data we can leverage
to define data similarity through meta-features [70,78,86]
which describe characteristics of the datasets. There are
different definitions of meta-learning, but all refer to the
use meta-knowledge about learning method performance to
improve the performance—or selection—of learning algo-
rithms [78,80]. Thus, we do not need to start entirely from
scratch to build autoML systems since promising configura-
tions for a new unknown ML task are constructed leading to
faster convergence with less trial and error.

Figure 2 shows a schema that summarizes how meta-
learning works. Based on the observation of the performance
of different machine learning algorithms with various con-
figurations on different datasets, meta-learning extracts the
promising configuration(s) with the highest performance for
a new unknown dataset using similarities between the new

data and training data (used within the meta-learners). [78]
provides a survey exclusively on meta-learning.

More importantly, as mentioned before, meta-learning is
complementary to autoML where it can be used to warm-
start the search procedure for optimal models, i.e., the search
procedure in autoML is more likely to start with promising
initialization (since only themore relevant regions of the con-
figuration space are explored),which results in a considerable
boost in efficiency.

4 General automated approaches

In this section, we introduce the autoML and meta-learning
approaches that have been proposed in machine leaning. The
approaches have a common goal that intends to improve the
performance of classical machine learning algorithms and
could be also complementary.

In Fig. 3, we present an abstractive taxonomy that subdi-
vides the autoML approaches into supervised, unsupervised,
and semi-supervised approaches where we associate an
example for each category. We review the novel approaches
in each category with a particular attuning to the proposed
solutions for unsupervised anomaly detection.

4.1 Supervised autoML

Thebasic autoMLalgorithms initially proposed for the super-
vised learning have been thoroughly discussed in few recent
surveys on autoML [21,25,32].

Brazdil et al. presented the first solution based on meta-
learningwhich aims to determine the closest training datasets
to a given test dataset based on features’ similarity, afterward
it selects the best model by ranking the algorithms based on
the performance of the neighboring datasets. However, this

Fig. 2 Meta-learning schema: learning to learn

123

Content courtesy of Springer Nature, terms of use apply. Rights reserved.



International Journal of Data Science and Analytics

Fig. 3 Taxonomy of autoML with some well know approaches and tools

method works exclusively on classification algorithms and is
not able to deal with unlabeled data.

It is in the last five years that the topic started to attract the
attention of researchers, where multiple solutions and tools
have been developed to serve the autoML problem. Auto-
Weka4 [44,72] is one of the earliest open source autoML
solutions that has been implemented in Java on top of the
well-known Weka machine learning software. Auto-Weka
applies a Bayesian optimization using SMAC [35] to search
over different classification and regression algorithms and
their hyper-parameter settings. Nevertheless, there has been
no new release since 2017 and auto-Weka is designed to
work with supervised learning only excludingmodern neural
networks from its employed machine learning methods.

Similarly, auto-sklearn5 [26] has been implemented in
Pythonon topof the popular scikit-learn.More recently, auto-
sklearn 2.0 [24] has been proposed to improve the efficiency
of auto-sklearn using portfolios through meta-learning. It
applies similar optimization techniques as auto-Weka and
opts to improve the optimization process and to warm-start
a Bayesian optimization by identifying similar datasets and
using knowledge collected from the past. Similar to auto-
Weka, this framework does not support deep neural networks
nor unsupervised algorithms.

Hyperopt-Sklearn [43] is another autoML framework that
is based on the scikit-learn machine learning library. This
open-source framework uses hyperopt [9], which supports
different optimization techniques, to define a search space
over the possible configurations of scikit-learn learning algo-
rithms. Auto-Keras6 [39] is also an open source library
for autoML that relies on a popular deep learning library
calledKeras.Auto-Keras provides functions to automatically
search for hyper-parameters and architecture of deep learn-
ingmodels. This framework can tackle supervised algorithms
and handle images and text data. Other software applica-
tions and library are proposed for supervised autoML as

4 http://www.cs.ubc.ca/labs/beta/Projects/autoweka/.
5 https://www.automl.org/automl/auto-sklearn/.
6 https://autokeras.com/.

TPOT [58], H2O,7 Microsoft Azure autoML,8 and Amazon
SageMaker.9 We redirect the reader to a recent survey [32]
on most of the proposed tools for supervised learning.

These tools have been proposed in static or batch environ-
ments under the assumption that the entire dataset is available
before starting the process. Few approaches have been devel-
oped in the streaming framework where instances are not
available a priori, and are coming one after one in an incre-
mental way [7,53,75–77,79].

The first automated model selection approach uses meta-
learning that periodically selects the best performing classi-
fier based on the stream’s characteristics [75]. Similarly, the
BLAST [76,77] algorithmuses an ensemble of classifiers and
selects the one that obtained the most accurate prediction on
the last window for the next window of the evolving stream.

Different hyper-parameter optimization solutions are pro-
posed in the batch setting, such as random search, grid search,
Bayesian optimization, and heuristics. However, as far as we
know, in the stream environment only one supervised solu-
tion exists named Self-Parameter Tuning (SPT)which adapts
the Nelder-Mead technique [56] to data streams regression.
A recent classification method has been proposed that tunes
the parameters of the stream k-nearest neighbors algorithm
by extending the SPT algorithm [79]. This approach could be
generalized by including other classifiers in order to perform
model selection on top of the hyper-parameter tuning task.

We recall that the aforementioned systems and methods
deal with supervised methods only where instances are used
to optimize the configuration and select better performing
model (more accurate) using ground truth class labels and
supervised learning objective functions.

7 http://docs.h2o.ai/h2o/latest-stable/h2o-docs/index.html.
8 https://azure.microsoft.com/en-us/services/machine-learning/
automatedml/.
9 https://aws.amazon.com/fr/sagemaker/.
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4.2 Clustering

Currently, autoML is completely focused on supervised
learning. Even though some approaches may be applicable
for the unsupervised tasks. In this section, we aim to review
the research studies that have been proposed for the cluster-
ing task, where the hyper-parameter configuration and the
model selection should be done without prior knowledge of
data labels.

For the clustering task, the accuracy—or any other
quality—measure (in the supervised task) can be obtained
using external and internal validitymeasures, e.g., rand-index
and silhouette coefficient, that do not require the access to
the class label. Clustering algorithms evaluation is therefore
made bymeasuring how similar instances in the same cluster
are to each other and/or how dissimilar are instances belong-
ing to different clusters. Similar to the supervised task, few
attempts to improve the performance in the clustering task
use ensemble and meta-learning (in this context also called
meta-clustering) techniques [28,30,37,38,69].

To the best of our knowledge, De Souto et al. proposed the
first meta-learning approach in the clustering task which pro-
vides a ranking for candidate algorithms after being applied
to a given dataset. During the learning phase, the meta-
learner learns from the datasets in a meta-train database.10

In the test phase, given a new dataset, the meta-features
that describe the data are extracted and based on their sim-
ilarities to the existing datasets, the meta-learn produces
a ranking. The latter could help non-expert users in the
algorithm selection task [19]. Following this approach, few
methods [23,54,60,65] have been proposed that are similarly
based onmeta-learning based on different meta-feature solu-
tions.

A recent method, called ConfStream [15], has been pro-
posed in the stream framework for automated algorithm
configuration of clustering algorithms for evolving data
streams. Inspired by the Blast method [77], ConfStream also
uses an ensemble of a diverse set of stream clustering algo-
rithms with different configurations. Based on the evaluation
of every configuration and algorithm, the best performing
configuration will be used to create a new one from it that
will replace one of the configurations in the ensemble (if it is
good enough). Carnein et al. u used the silhouette widthmea-
sure to evaluate the clustering quality of every configuration.
Therefore, the configuration with the best cluster quality is
selected for the next window of the stream. However, sim-
ilar to the Blast method [77], ConfStream uses periodically
a small part of the stream (window) to select the model and
the configuration that obtain the best performance and use
them for the next window from the stream, and so on. Albeit

10 Meta-train database is a collection of historical datasets.

it adopts a batch-incremental strategy, ConfStream is a very
promisingmethod for unsupervised autoML for data streams.

4.3 Anomaly detection

Anomaly detection,11 also called outlier detection, is one
of the cornerstone problems in data mining that, roughly
speaking, consists of identifying the instances which devi-
ate substantially from the rest of the data that show “normal”
behavior. This problem has been widely studied over the last
few decades [16,33] resulting in a large number of algorithms
with varying levels of effectiveness. This task is crucial in
a variety of application domains, such as fraud detection,
intrusion detection, and healthcare system monitoring. Due
to the absence of ground-truth labels in such applications,
the unsupervised anomaly detection received an increasing
attention in the recent years and overtook its supervised coun-
terpart [62].

Generally, anomalies can be categorized as point, con-
textual or collective outliers. (i) Point outlier represents an
instance that significantly deviates from all the instances in
the dataset; (ii) contextual outlier is an instance that signifi-
cantly deviates from the instances in a context, e.g., period in
a time series; and (iii) collective outlier which is a subset of
instances that significantly deviates from the entire dataset,
i.e., individual instances of the subset might not be outliers
but all of them, together, constitute a collective outlier.

In the literature, there exist a number of studies devoted
to unsupervised anomaly detection, which is a relatively
common scenario, in that ground truth labels are often
unavailable. Detection algorithms can be essentially grouped
in three classes: (i) proximity/nearest neighbor-based meth-
ods (e.g., k-NN, LOF [12]); (ii) probabilistic/linear-based
methods (e.g., PPCA [73], OCSVM [67]); and (iii) ensem-
ble/isolation-based methods (e.g., iForest [50], RHF [62]).
The latter category include algorithms that, instead of pro-
filing normal instances, isolate the anomalies by means of
recursive splitting over the data through a random tree and
by generating isolation forests.

In [31], authors compare the proximity-based anomaly
detection algorithms on a diverse set of datasets and conclude
that the initial assumption of whether the anomalies in the
datasets are global or local is of great impact. They, therefore,
recommend the use of global anomaly detection methods
if no further information about the nature of anomalies in
the dataset is provided. Similarly, a more recent comparative
study [20] compares themost recent algorithms but describes
the models generalization capacity using labels that most
of the time are not available. The use of class labels with

11 In compliance with literature terminology, we use the terms anomaly
and outlier interchangeably.
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unsupervised anomaly detection algorithms is very common
especially for evaluation.

As anomaly detectionmethods are generally unsupervised
and typically lack of class labels, clustering techniques are
often used to perform outlier detection, either for detect-
ing anomalies or evaluation. Most of the current studies
on anomaly detection focus on developing approaches that
perform well on different data types and settings [1]. Never-
theless, these approaches tend to be highly sensitive to heir
hyper-parameterization that might potentially affect the final
results. To cope with this issue, lately researchers started
tackling a more general problem for anomaly detection
that concerns automated hyper-parameter tuning and model
selection, i.e., what algorithm do we need to use on a given
dataset [64].

4.3.1 Toward automated anomaly detection

A position paper that describes the main challenges associ-
ated with outlier ensembles was published in [2]. Aggarwal
discussed an ensemble approach that combines anomaly
scores of multiple anomaly detection algorithms in a sequen-
tial way while refining the data based on subspace analysis
(e.g., subset selection, attribute-subset selection). The main
idea of a sequential ensemble is that the successive algo-
rithmic execution could help to provide concise insights
regarding the scores. The advantages of ensemble-based
methods are significant with the subspace analysis that
induces further diversity.

In Table 1, we summarize some key characteristics of
representative methods in the automated machine learning
field for unsupervised anomaly detection. Since these meth-
ods are evaluated on diverse datasets, it is difficult to have
an universal meta-analysis of their empirical performance.
Instead, some main observations w.r.t. to the model design
are summarized as follows: (i) Search indicates the search-
ing techniques used; (ii) Evaluation refers to the nature
of the evaluation techniques used to assess the proposed
approaches; (iii) Incremental indicates if themethod is incre-
mental and could be applied on evolving data streams or not;
and (iv) Pros and Cons represent the advantages and disad-
vantages of each method, respectively.

In [85], an outlier detection frameworkhas beendeveloped
(Python toolbox), named PyOD, for scalable anomaly detec-
tion that includes more than 20 detectors with established
outlier ensembles and network-based approaches. Neverthe-
less, this framework does not tackle problems as the optimal
pipeline design, i.e., searching for optimal hyper-parameter
setting. In [48], an automated Python system for Outlier
Detection with Database Support (PyODDS) has been pre-
sented to automatically optimizes the detection pipeline for
new datasets. It gives the ability to access to a wide range
of anomaly detection algorithms. Given a new dataset, PyO-

DDS searches for an optimal algorithmwith its configuration
based on a defined search space, i.e., a range of hyper-
parameter settings. The main weakness of this framework is
that despite the use of unsupervised anomaly detection algo-
rithms in the search space, the comparison of the different
algorithms and configurations is made using the F1-score,
which is a supervised metric. Moreover, this system does
not address the cold-start challenge, it just starts with the
default configuration for each of its members and could not
be used with evolving data streams since the used algorithms
are static.

A framework called Locally Selective Combination in
Parallel outlier ensembles (LSCP) has been introduced for
unsupervised anomaly detection in [84]. LSCP starts with a
diverse set of detection algorithms initialized with a range
of hyper-parameters. All the detectors are firstly trained on
a training set of instances and derive an outlier score matrix.
Given a test instance, LSCP defines the local region by con-
sensus of the nearest training instances (that appear more
than t/2 times) in randomly selected feature of t sub-spaces.
Then, it identifies the best performing detector in this local
region by measuring the similarity between base detector
scores and the pseudo ground truth (obtained by retrieving
values associatedwith the local region). Thismethodpresents
some limitations that makes it not ideal related to (i) the use
of the same base algorithm with different configurations, (ii)
the performance that may degrade when several attributes
are irrelevant in a high-dimensional space, and (iii) the high
time complexity due to the nearest neighbors search which
is costly. This can be avoided by using dimension reduction
techniques in order to extract relevant attributes and instead
of computing pairwise distances in high-dimensional space,
they can be obtained from the lower-dimensional represen-
tation of data.

A novel automated framework has been proposed recently
for anomaly detection on time series data, named automated
Time series Outlier Detection System (TODS) [45]. The
functionalities provided through this system include several
components, such as data processing, feature extraction, and
various detection algorithms for time series. Authors claim
that this system is able to provide the most suitable algo-
rithm given a dataset (based on the F1-score) and is easily
usable via a graphical user interface, but they do not precise
the search technique employed by this system to discover the
suitable pipeline.

In a recent work [86], Zhao et al. proposed MetaOD, a
meta-learning approach for unsupervised outlier detection
that performs model selection. This approach stands on the
past performance of different detection models on existing
anomaly detection benchmark datasets and carries over that
to automatically select an efficient model for a new dataset.
In fact, authors used an effective way to seize the similarity
between the input and the historical datasets based on feature
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Table 1 Overview of different unsupervised automated methods for anomaly detection.

Method Search Evaluation Incremental Pros Cons

PyODDS [48] Global optimization Supervised No It is scalable and contains
several AD algorithms

It does not address
cold-start issue

LSCP [84] Grid search Supervised No It uses a similarity measure
to assign ground truth
labels

It is composed of only one
base model where the
performance may degrade
when data have irrelevant
attributes. It is also costly
due to the neighbors’
search

TODS [45] Grid search Supervised No It includes several
components and detectors
to the pipeline

The used search technique
is not mentioned. It also
uses a supervised
evaluation measure

MetaOD [86] – Unsupervised No It handles the cold-start
issue using meta-learning
and meta-features

It discretizes the parameter
space and is not a fully
supervised method

Meta-AAD [83] – Unsupervised Yes It performs model selection
using reinforcement
learning and is applied to
any unlabeled data.

Many features are ignored
and so less information is
available

It is efficient since it uses
only 6 features instead of
the whole feature space

AutoOD [46] RNN Supervised No It is also built using
reinforcement learning for
tuning

It works with deep anomaly
detection algorithms
which are costly, and has
been evaluated using
ground truth labels

characteristics (meta-features) that capture statistical prop-
erties of data distributions. Given a new dataset, MetaOD
identifies the datasets in the meta-train database that have
similar characteristics to the new one, thereafter it focuses
on the models (algorithms and their corresponding configu-
ration) that performwell on those datasets. This task is similar
to the recommendation task where we recommend to a new
user the items liked by similar users. However, the proposed
method discretizes the hyper-parameter space to make the
overall search space tractable and themodels are presented as
{model, configuration} pairs. Moreover, the models trained
in the meta-learn are evaluated using a supervised measure
which makes MetaOD not fully unsupervised.

In [83], an Active Anomaly Detection framework (Meta-
AAD) has been proposed to select the most proper model
to optimize the number of detected anomalies. Meta-AAD
leverages deep reinforcement learning to train a meta-learner
that performs model selection. Finally, the trained models
can be applied to any unseen unlabeled dataset for anomaly
detection without the need for further tuning. Zha et al.
empirically extracted only 6 features (in the meta-features
extraction step) to compare similarities with the new dataset.
But it would be nice to see the behavior of this framework

using a feature extraction or selection technique with differ-
ent feature set sizes, especially with high-dimensional data,
6 features are not enough.

In the same context, other simple meta-learning meth-
ods have been proposed to select the well-performing model
given a test dataset [14,82]. For instance, Instance-Specific
Algorithm Configuration (ISAC) [42] clusters the meta-train
database and given the new data, it picks the closest cluster
and selects the best model. However, this class of techniques
is limited to one model class and not to a general case where
we can select among different heterogeneous algorithms.

In [89], Zimek et al. discussed the underlying challenge
and review some anomaly detection methods, mainly the
ones based on approximate neighborhoods, that handle such
data. A recursive binning and re-projection approach have
been proposed in [29] that starts by recursively binning the
data into k clusters, using a clustering method such as k-
means. The data in each bin from the k bins is also clustered
into k bins and so forth until a bin does not contain enough
instances. Afterward, for each resulting bin, the neighbors
are listed and authors used a nested loop to extract the n
outliers. In this work, authors assumed that the number of
anomalies n is an input parameter, which is generally not the
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case for unsupervised anomaly detection algorithms. They
also tested with a unique value, it would have been better if
a range of different values of n has been experimented for
results’ consistency.

4.3.2 Neural network-based anomaly detection

In [8], Bergmann et al. applied the structure of convolu-
tional Auto-Encoders for unsupervised defect segmentation
on image data. More specifically, it utilizes the loss func-
tion based on structural similarity, and successfully examines
inter-dependencies between local image regions to reveal the
defective regions.

AnoGAN [66], a deep convolutional generative adversar-
ial network, has been proposed to identify the anomalous
image data. It is an unsupervised anomaly detection algo-
rithm that learns a manifold of normal anatomical variability,
and maps images to a latent space to estimate the anomaly
scores. Applied to new images, the model assigns label and
scores images while indicating their fit into the learned dis-
tribution.

In the same context, a region-based method for the
localization and detection of anomalies in image data is pro-
posed [55] which is based on convolutional neural networks
and self-similarity. More specifically, the method exploits
convolutional neural networks for describing the visual con-
tent of each subregion and the abnormality degree of each
image region is obtained by estimating its similarity to a dic-
tionary of anomaly-free subregions in a training set.

Building a strong deep neural network system is not a
trivial task since it relies on human expertise to tune the
hyper-parameters and design the neural architecture, which
is time-consuming. In [46], authors proposed an Automated
Outlier Detection (AutoOD) framework that aims to find the
optimal neural network model within a predefined search
space for unsupervised outlier detection. It is built upon a
reinforcement learning-based approach that uses a Recurrent
Neural Network (RNN) controller to choose blocks from the
search space. The optimal model with the best performance
on the validation set is used for the anomaly detection task.
Nevertheless, this AutoOD framework is designed for the
batch setting where active learning cannot be performed and
only adapted to work with deep-structured outlier detection
approaches, e.g., deep auto-encoder. Li et al. also used the
ROC as quality measure which considers ground truth labels.

We redirect the reader to [59] for a survey that reviews
the studies of deep anomaly detection with a comprehensive
taxonomy of these methods.

4.3.3 Evaluation metrics

Quality assessment for the anomaly detection task is different
from clustering since anomaly detection models are ranking

the instances instead of grouping them as in the cluster-
ing task. Most of the aforementioned methods and tools use
unsupervised anomaly detection algorithms, but their eval-
uation is performed using measures that require the access
to data label. However, lack of access to ground truth labels
in anomaly detection task makes evaluation and compari-
son inapplicable. Probably that is one of the main reasons
why the state of the art on meta-learning, ensembles, and
autoML for fully unsupervised anomaly detection is not very
advanced [2].

In [88,89], authors discussed the most widely used qual-
ity measure to evaluate anomaly detection algorithms which
is based on the Receiver Operating Characteristic (ROC)
curves. This measure consists in a graphical plot that illus-
trates the true positive rate against the false positive rate.
The resulting curves are usually turned into a measure by
computing the Area Under this Curve (AUC) (also known
as average precision) [88]. Besides, these quality measures
require instances with known class labels, i.e., annotated
anomalies. Moreover, The ROC and AUC measures com-
pletely neglect the anomaly scores as if they do not have any
meaning.

Other measures, discussed in [68], evaluate anomaly
detection algorithmsusing instances ranking and taking score
information into account. Different studies use the top k
anomalous instances [40]; however, k is an input parameter
and the number of anomalies in a given dataset is supposed
to be unknown. The authors do not provide an efficient way
of how to choose the value of this key parameter. In other
applications, we might fix a threshold and classify all the
instances whose anomaly score exceeds it as outliers and the
rest of the instances as normal. The major weakness of these
metrics lies in the fact that they only evaluate the ranking
without considering the corresponding scoring. If they are
considering the score, we might need additional parameters
such as the threshold value.

4.4 Semi-supervised AutoML

Up to this point, studies on autoML are mostly focusing
on supervised machine learning problems using exclusively
labeled data to perform classification or regression. How-
ever, in multiple real-world scenarios, unlabeled data may
be available in addition to the labeled data and can help in
building better learners. A very limited number of studies in
automated semi-supervised learning can be found in the liter-
ature lack of standardized tools and systems as in supervised
learning (e.g., Weka and scikit-learn).

Li et al. presented auto-SSL [47], an automated learning
system for semi-supervised learning. First, they incorpo-
rated meta-learning with enhanced meta-features to help
discriminating the instantiations which are likely to perform
well. Then, under the assumption that high-quality hyper-
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parameters lead to good predictive performance on unlabeled
data with largemargin separation, auto-SSL leverages a large
margin separation method to fine-tune the hyper-parameters.
This tool has been tested on 40 diverse datasets and com-
pared against SupportVectorMachines (SVM), auto-sklearn,
Class Mass Normalization (CMN) [87] and Transductive
SVM [41] where it shows discrete performance.

In [74], a semi-supervised co-ensembling method has
been proposed that uses unlabeled instances to improve the
performance of high-quality ensembles of state-of-the-art
learners (from supervised autoML system). The procedure
starts by employing semi-supervised learning after con-
structing supervised classifiers using an auto-sklearn system,
where an ensemble of classifiers is firstly trained on labeled
instances, then sub-ensembles of classifiers are used to
pseudo-label the data for the remaining classifiers. Each clas-
sifier is then re-trained on the labeled and pseudo-labeled
instances. This strategy achieved good predictive perfor-
mance improvements on multi-class classification problems,
but performance in terms of computational resources have
not been addressed in the paper. Re-training ensembles in a
multi-iteration way can be very costly.

5 Research directions

Although in the recent years, there has been increasing
research efforts to tackle the challenges of the automated
machine learning hot topic, however, several open challenges
and research directions should be tackled to obtain efficient
and effective AutoML systems. Currently, AutoML is com-
pletely focused on the supervised learning. Even though
some proposed methods may be applicable for the unsu-
pervised learning, researchers always test their proposed
approaches for supervised learning. Dedicated research for
unsupervised tasks, such as anomaly detection, could boost
the development of the autoML topic for currently uncovered
problems. Moreover, specialized methods could enhance the
performance for those tasks.

In this section, we highlight some of these challenges and
voids that need to be addressed to improve the state of the art
of the autoML topic in the context of unsupervised anomaly
detection.

As defined previously, themeta-learning includes any type
of learning based on prior experiencewith other datasets. The
field of meta-learning addresses the question “what learning
methodsworkwell onwhat data.”However, defining the sim-
ilarity between data is a key overarching challenge. Besides,
when a new dataset represents a completely different event
or some random noise, leveraging on prior experience will
be ineffective. That is why, one needs to use a large diverse
set of datasets in the meta-train database.

To extract the similarity between an input dataset and the
datasets available in the meta-train database, we usually use
meta-features that effectively describe the characteristics of
data. Example of meta-features: (i) simple as the number
of instances or features; (ii) statistical as kurtosis, mean,
standard deviation of the attributes; or (iii) information the-
oretic such as class entropy, entropy of attributes, etc.We
redirect the reader to surveys on the most commonly used
meta-features in [70,78,86]. Besides, the base-learner(s) used
for anomaly detection may be unsupervised but the meta-
learning is supervised. Hence, a question which naturally
arises is: is it possible to make a meta-learning unsuper-
vised?. It is a question that has not been answered yet. We
believe that this goal might be realizable if one starts by
exploring the use of meta-features in order to come up with
an unsupervised metric for anomaly detection.

Generally, supervised autoML systems and hyperparam-
eter optimization problems are formulated as a black-box
objective function that opts to improve the precision. Hence,
many of these optimization techniques can be applied
to unsupervised learning (including unsupervised anomaly
detection and clustering) if we could find an appropriate
objective function to assess the model’s performance in an
unsupervised way.

In [27], authors introduced a clustering-based approach
that extends the k-means algorithm to perform both cluster-
ing and anomaly detection by adding a cluster to the k-means
that contains anomalies. So, given the desired number of clus-
ters k, the proposed approach partitions the data into k + 1
clusters. It uses a parameter that concerns the maximum
number of outliers to prevent the approach from assigning
many instances to the outlier group. If unknown, this param-
eter is fixed using a percentage from the size of the dataset
(e.g., 0.5% of the dataset). Similar work has been proposed
recently [49] that also performs outlier removal. We think
that these unsupervised anomaly detection algorithms could
be further explored, generalized, and used for a fully unsu-
pervised autoML detection strategy, including the evaluation
based on outlier removal.

In practice, there are still machine learning problems
which have not beenwell explored yet by autoMLdue to their
scale and which might require novel approaches. Here, by
scalewemean both the size of the configuration space and the
cost of model evaluations. For instance, very few works have
been proposed for big data streams because of their evolving
and incremental nature [7,15,79]. Most of the CASH solu-
tions are proposed for the batch settings and more efforts
need to be done to adapt them to the streaming framework.
Another limitation of the automated solutions for machine
learning (e.g., auto-Weka, auto-sklearn) is that they are linked
to machine learning library (e.g., Weka, scikit-learn) that
work exclusively on a single nodewhichmakes them inappli-
cable on massive datasets. Given the necessity of distributed
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machine learning platforms, we are looking forward to new
methods and strategies that fully exploit large-scale com-
pute clusters. Except neural network solutions [22], so far no
method has demonstrated scalability to several workers. We
expect that more sophisticated and generalized approaches
are required to further scale autoML to interesting and real
problems.

6 Concluding remarks

In recent years, we witnessed the continuously ever-growing
amount of data and the increasing proliferation of different
groundbreaking machine learning models to analyze, mine
and explore these data. Despite this, a number of tasks, as the
selection of the best machine learning model and the manual
tuning of their hyper-parameters, are still highly dependent
on expert interventions.

This lately raised the interest of researchers to exploit
the aspects of machine learning that can be automated and,
hence, build systems capable of autonomously and auto-
matically solving these tasks. Different solutions have been
proposed in the literature. However, there are still several
open challenges and research directions that needs to be
tackled to achieve the ultimate goals of the AutoML and
the question of whether an efficient and fully generalizable
autoML framework is still remain open.

In this review, we presented the automated machine learn-
ing topic and provided an overview of the most promising
and recent algorithms and tools in this field. After briefly
reviewing autoML as a whole, providing a formal definition
for it, this survey focuses on the automated approaches pro-
posed for the supervised, unsupervised and semi-supervised
learning. Among the different unsupervised tasks, a special
emphasis is given to methods attempting to automatically
tackle anomaly detection. We hope that this review provides
useful resources for researchers and practitioners to under-
stand the challenges, recent advances with more attention to
anomaly detection, as well as some open research directions
in the autoML topic.
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