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Abstract

In this paper, the quadrotor stabilization under time and state constraints is studied. The objec-
tive is to design a nonlinear controller under time and state constraint for quadrotor. The nonlinear
quadrotor model is built by the Euler-Lagrange approach while ignoring the Coriolis terms, hub mo-
ment and force. Based on quadrotor’s dynamic model, a nonlinear feedback controller is designed
for the quadrotor stabilization under time and state constraints. This feedback is an implicit PID
controller where the feedback gains are obtained from LMIs (Linear matrix inequalities). LMI system
characterizing the system stability and convergence properties is built based on convex embedding
approach and implicit Lyapunov function method. To demonstrate the application prospects of im-
plicit PID controller, robustness analysis is provided to show the property of implicit PID controller
under external disturbance. The key novelty of this paper is that the implicit PID controller is
proven feasible for applying to the quadrotor under time and state constraints, which is also the main
outcome. Keywords— Nonlinear, robust, quadrotor, constraint

1 Introduction

In the past several decades, researchers have shown a considerable interest in the quadrotor control. As
a vertical take-off and landing unmanned aerial vehicle, quadrotor shows a wide range of applications,
such as rescue, delivery, mapping, surveillance, etc. Quadrotor is not only an efficient and flexible
aerial vehicle, but also a typical nonlinear and coupled under-actuated system, which motives the
researcher to develop more advanced automatic control algorithms.

So far, many researchers have investigated both linear and nonlinear algorithms to control quadro-
tor. Linear controllers such as proportional-integral-derivative (PID), linear quadratic regulator
(LQR) design, and H∞ have been widely applied. In [1], the PID controller is applied to stabi-
lize the attitude of quadrotor. In [2], [3], both attitude and position were stabilized by the PID
controller. To optimize the performance of linear controller, LQR [4], [5] has been applied to min-
imize the cost function of error and inputs. H∞ as a robust controller was also investigated in [6],
[7]. Tuning the parameter of linear controller is another issue to be solved after the controller design.
Linear Matrix Inequalities(LMIs), as an advanced approach, is easy to be implemented, which now
can be easily solved by MATLAB and many other softwares. Although some linear control meth-
ods aforementioned were widely applied, a potential drawback is that they can only provide limit
performance for systems with high nonlinearity under large operation space.

In recent years, nonlinear controllers for quadrotor have received much attention, since they could
improve the quadrotor performance such as faster movement, higher precision and more robustness. In
the literature, different types of nonlinear controllers have been applied on quadrotor such as feedback
linearization [6], [8], [9], MPC-based (model predictive control) techniques [10], [11], [12], backstepping
approach [13], [14], [15], sliding mode methodology [16], [17], [18]. Generally, feedback linearization
allows to apply linear methodology to nonlinear system, however it requires more exact model to
avoid the loss of precision due to the linearization process. Backstepping controller is well-known for
underactuated system control. Although it could provide a fast convergence and guarantees globally
boundedness of tracking error, it is still limited by the explosion of terms. MPC is another nonlinear
technique to estimate the future system state while minimizing the error by solving optimal control
problems. On-line optimization is the key limit of MPC, which requires relatively high computation
power and makes it not appropriate for quadrotor. Sliding mode control has been known as one of
the important tools for robust control, since it is able to compensate the non-vanishing perturbation
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by discontinuous controller. However, this discontinuous controller leads to the chattering problem
[19]. Besides, the gain selection of the nonlinear control methods is another problem to be solved. In
[20], the controller design is based on the explicit Lyapunov functions, which makes the gain selection
to be a complex nonlinear problem. On the other side, the Implicit Lyapunov function is applied for
controller design in [21], and one of the most attractive features of this approach is its simple gain
selection procedure, which in fact is equivalent to solve an LMI problem. Therefore we propose in
this paper to use this implicit approach to design controller for quadrotor.

Another important issue is related to practical constraints of quadrotor. In practice, many en-
vironment restrictions, hardware constraints and different objectives impose severe requirements for
quadrotor’s movement, e.g. state constraints, input constraints, time constraints, computation con-
straints, and so on. Due to the physical constraints of actuator, some researchers studied the motion
control under input saturation [22],[23]. Some others studied the state constraints for practical reason
[24], [25]. For example, the attitude constraints are important for the application of visual servoing,
where the orientation of quadrotor is limited in a small range to keep the target in the camera’s
field of view. Besides every quadrotor has a limit payload capacity which means there is a trade-off
between performance and the flying time. This restricts quadrotor’s working region and time, and its
computation capacity. Therefore a simpler controller that requires less computation power and reacts
faster than a complex one is preferred. Degradation of control precision could happen if the limits
of computational power is exceeded. In [26], the authors showed that a quadrotor with backstepping
controller consumes 5% more energy than linear PID controller.

The problem of quadrotor control under constrains is not an easy problem [24]. In the literature,
most of the research use PID with saturation, sliding mode, LQR, etc to solve the time, attitude or
input constraints of quadrotor. For example in [27], the author studied the problem of quadrotor
control under input and state constraints, while the problem of time constraint was not involved.
Besides, the inner-outer loop control structure with saturation function, proposed in that paper, may
limit its performance. In [28], the path planning of quadrotor under attitude constraints has been
investigated, however it did not provide the proof of stability or robustness analysis, and no time
constraint was considered. However, th restriction of transient time (i.e., time constraint) could be
important in many situations, for example, in the case of trajectory tracking [29], or the formation
control of quadrotor [30] and collision avoidance. From the theoretical point of view, the simplest way
to fulfill this time constraint is by finite-time stabilization [31], [32]. Since the linear algorithms for
example LMI-based scheme can be an option as well to be constructed for satisfying state constraints,
and the gain design of using Implicit Lyapunov function can be reduced to an LMI as well, therefore,
the nonlinear implicit finite-time controller might be a good candidate to achieve the time and state
constraints stabilization [33], [34].

Motivated by this thought, this paper proposes an implicit PID controller for quadrotor under
time and state constraint. Compared to classical PID-based nonlinear controllers, such as [35], which
normally do not consider time and state constraints and assume the precise knowledge of system’s
model, the proposed controller deal with the robust finite-time quadrotor control problem under time
and state constraint. Consequently, those so-called PID-based nonlinear controller cannot be applied
to treat the investigated problem of this paper. This paper extends the mentioned control design
methodology to nonlinear quadrotor model using convex embedding approach. The preliminary
version of this paper has been presented at Europe Control Conference 2019 [36]. The key differences
are

� The implicit PD algorithm is extended to implicit PID quadrotor control allowing rejecting
constant perturbations of unknown magnitude.

� Robustness analysis is added.

� More simulation examples and comparisons are provided.

� proofs of all claims are given.

The paper is organized as follows: Section 2 presents the notations and definitions used in this
paper. The problem statement is introduced in Section 3. In Section 4, the original quadrotor model
was simplified and reorganized which makes it possible to use convex embedding method. Section
5 gives the details of designing a nonlinear implicit PID controller which fulfills the time and state
constraints. Section 6 provides the robustness analysis for implicit PID controller of quadrotor.
Section 7 and 8 present the numerical results and conclusion respectively.

2 Preliminaries

2.1 Notations

The following notations will be used in this paper.
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� R: the set of real numbers, and R+ = {x ∈ R : x > 0}.
� ‖ · ‖: the Euclidian norm in Rn; ‖x‖p := x>Px.

� diag{λi}ni=1: the diagonal matrix with elements λi

� P ≤ 0(≥ 0, < 0, > 0) for symmetric P ∈ Rn×n represent P is semi-negative(positive) definite
and negative (positive) definite.

� λmin(P ): minimal eigenvalue of P;λmax(P ): maximal eigenvalue of P .

� For P ≥ 0 the square root of P is defined by a matrix P
1
2 = Q such that Q2 = P .

� A continuous function σ : R+ → R+ belongs to the class K if it is monotone increasing and
σ(h)→ 0+ as h→ 0+.

2.2 Definitions

Consider the following general form of system

ẋ = f(t, x), x(0) = x0 (1)

where f : R+ × Rn is the nonlinear vector field and x ∈ Rn is the state of system.

Definition 1 ([33], [37], [38]) The origin of system is said to be globally finite-time stable if:

1. Lyapunov stability: ∃δ ∈ K such that ‖ x(t, x0)) ‖≤ δ(‖ x0 ‖) for all x0 ∈ Rn, t ∈ R+.

2. Finite-time attractivity: there exists a locally bounded function T : Rn\{0} → R+, such that
for all x0 ∈ Rn\{0}, any solution x(t, x0) of system is defined at least on [0,T(x0)) and
limt→T(x0) x(t, x0) = 0.

The function T is called the settling time function of system.

Theorem 1 [33] If there exists a continuous function

Q : R+ × Rn → R
(V, x)→ Q(V, x)

satisfying the following conditions

C1) Q is continuous and differentiable outside the origin;

C2) ∀x ∈ Rn\{0}, ∃V ∈ R+ such that

Q(V, x) = 0

C3) let Ω = {(V, x) ∈ R+ × Rn : Q(V, x) = 0} and

lim
x→0,(V,x)∈Ω

V = 0+, lim
V→0+, (V,x)∈Ω

‖ x ‖= 0, lim
‖x‖→∞,(V,x)∈Ω

V = +∞

C4) ∂Q(V,x)
∂V

< 0 for all V ∈ R+ and x ∈ Rn\{0};
C5) There exist c > 0 and 0 < µ ≤ 1 such that

sup
t∈R+

∂Q(V, x)

∂x
f(t, x) ≤ cV 1−µ ∂Q(V, x)

∂V

for all (V, x) ∈ Ω

then the origin of the system is globally uniformly finite-time stable and T(x0) ≤ V
µ
0
cµ

, where Q(V, x) =
0.

3 Problem statement

In the literature, the dynamic model of quadrotor has been well established [39], [40]. In this paper,
the quadrotor model ignores the hub moment and force which are relative smaller comparing with
actuator’s forces and moments [41].

Two different coordinate systems inertial and body frames, denoted by i and b respectively are
used for the quadrotor modeling( Fig.1). The position in inertial frame of quadrotor are given by
(x, y, z) and quadrotor attitude is defined by Euler angle pitch-roll-yaw (θ, φ, ψ).

The total thrust u1 defined in body frame of quadrotor is the sum of four thrusts f1, f2, f3, f4

produced by four propellers, u1 = f1 + f2 + f3 + f4. The thrust of each propeller is denoted as
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Figure 1: Quadrotor Coordinate System

fi = kω2
i , with thrust coefficient k and rotation speed of propeller ωi. The thrust force, described in

inertial frame, can be obtained by R(φ, θ, ψ) · F with F = [0, 0, u1]T and

R(φ, θ, ψ) =

 CθCψ −SφSθCψ + CφSψ −CφSθCψ − SφSψ
−CθSψ SφSθSψ + CφCψ CφSθSψ − SφCψ
Sθ SφCθ CφCθ

 (2)

with notations Cθ = cos θ and Sθ = sin θ, etc.
q = (x, y, z, φ, θ, ψ)T The Euler-Lagrange equation with external generalized forces is

d

dt
(
∂L

∂q̇
)− ∂L

∂q
=

[
R(φ, θ, ψ)F

τ

]
(3)

where τ is the moments of roll,pitch and yaw. Denote ξ = (x, y, z)T and η = (φ, θ, ψ)T . The
Lagrangian is defined as

L(q, q̇) = Ttrans + Trot − P (4)

where Ttrans = 1
2
mξ̇T ξ̇ is quadrotor’s translational kinetic energy, and Trot = 1

2
ωT Iω is quadrotor’s

rotational kinetic energy where I is the inertia matrix and ω = (p, q, r) is the body axis rotational
velocities. P = mgz represents potential energy of quadrotor, where m is the quadrotor mass, and g
is the gravity acceleration.
ω and η̇ have the following relation

ω =

1 0 − sin θ
0 cosφ sinφ cos θ
0 − sinφ cosφ cos θ

 η̇ = BWlη̇ (5)

Remark that when the φ, θ angle is smaller, the matrix BWl is approximated to 1, then there will
be ω ≈ η̇. In most of the research article, the author uses this approximation to simplify the dynamic
model [42].

Define
J(φ, θ) = BWT

l I
BWl (6)

where

I =

Ixx 0 0
0 Iyy 0
0 0 Izz

 (7)

Therefore

Trot =
1

2
η̇TJ η̇ (8)

Finally the Lagrangian is

L(q, q̇) =
1

2
mξ̇T ξ̇ +

1

2
η̇TJ η̇ −mgz (9)

Since the Lagrangian term L has no coupled term between ξ̇ and η̇, the equation (9) can be separated
into dynamics equation of η and ξ.
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� ξ dynamic equation:

d

dt
(
∂L

∂ξ̇
)− ∂L

∂ξ
= F ⇒ mξ̈ +

 0
0
mg

 = RF (10)

� η dynamics equation is

d

dt
(
∂L

∂η̇
)− ∂L

∂η
= τ (11)

thus one obtains

Jη̈ + J̇ η̇ − 1

2

∂

∂η
(η̇TJη̇) = τ (12)

Define Coriolis-centripetal vector as

V̄ (η, η̇) = J̇ η̇ − 1

2

∂

∂η
(η̇TJη̇) = (J̇ − 1

2

∂

∂η
(η̇TJ))η̇ = C(η, η̇)η̇ (13)

where C(η, η̇) represents the Coriolis term. Finally η dynamic equation can be rewritten as

Jη̈ = τ − C(η, η̇)η̇ (14)

Then the dynamic equations of quadrotor according to Euler-Lagrange approach are

mξ̈ +

 0
0
mg

 = RF (15)

η̈ = τ̄ (16)

where τ̄ = J−1(τ − C(η, η̇)η̇) = [τ̄φ, τ̄θ, τ̄ψ]T Finally the dynamic equation of quadrotor system is

ẍ =
u1

m
(cosφ sin θ cosψ + sinφ sinψ)

ÿ =
u1

m
(cosφ sin θ sinψ − sinφ cosψ)

z̈ =
u1

m
cosφ cos θ − g

φ̈ = τ̄φ

θ̈ = τ̄θ

ψ̈ = τ̄ψ

(17)

Please notice that in the slow motion case, the Coriolis term could be relative smaller, and is ignored
in the controller design. In quadrotor model (17), there are four independent inputs and six degree
of freedoms (x, y, z, φ, θ, ψ). The system of inputs numbers less than degree of freedoms is called
under-actuated system.

The objective in this research is to design a nonlinear controller to stabilize the quadrotor with
time constraints

lim
t→T(σ0)

σ(t) = 0, T(x0) ≤ Tmax (18)

and the state constraints:
σ2

1 + σ2
2 ≤ ε21,2,

σ2
3 + σ2

4 ≤ ε23,4,
|σi| ≤ εi, i = 5, ..., 12

(19)

where
σ = (x, y, ẋ, ẏ, φ, θ, z, ψ, φ̇, θ̇, ż, ψ̇)T

is the system’s state variables, T is system’s settling time function, Tmax is the time constraint
representing the maximum time of converging to origin, σ0 denotes the initial state that fulfills the
space constraints and the positive constants

0 < ε1,2, ε3,4, ε7, ε8, ε9, ε10, ε11, ε12 < +∞

0 < ε5, ε6 <
π

2
such that cos(ε5) cos(ε6) ≥ 1

2
(20)

which defines the state constraints.
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4 System Transformation and Convex Embedding

Denote
ū =

[
τ̄φ, τ̄θ,

u1
m

cosφ cos θ − g, τ̄ψ
]T

(21)

then quadrotor system (17) can be rewritten as the following form

σ̇ = Āσ +B(ū+ d) (22)

where d ∈ R4 is a constant exogenous perturbation to approximated unknown disturbance and

Ā = Ā(φ, θ, ψ, u1) =

 0 I 0 0 0 0
0 0 RE 0 0 0
0 0 0 0 I 0
0 0 0 0 0 I
0 0 0 0 0 0
0 0 0 0 0 0

 , E = E(θ, φ, u1) :=

( sinφu1
φm

0

0 sin θ cosφu1
θm

)

R = R(ψ) :=

(
sinψ cosψ
− cosψ sinψ

)
, I =

(
1 0
0 1

)
, B =



0 0
0 0
0 0
0 0 1

Ixx
0

0 1
Iyy

 0

0

[
1
m

0

0 1
Izz

]


One way of simplifying the system (22) is by introducing a new variable ζ = Tσ, where T in

function of ψ is one orthogonal matrix.

T = T (ψ) :=

R−1 0 0 0 0 0
0 R−1 0 0 0 0
0 0 I 0 0 0
0 0 0 I 0 0
0 0 0 0 I 0
0 0 0 0 0 I

 (23)

Thus the studied system can be rewritten as

ζ̇ = (A+D)ζ +B(ū+ d), ζ(0) = ζ0 := T (ψ(0))σ0 (24)

where

A =

 0 I 0 0 0 0
0 0 E 0 0 0
0 0 0 0 I 0
0 0 0 0 0 I
0 0 0 0 0 0
0 0 0 0 0 0

 , D = D(ψ̇) := Ṫ T−1 (25)

Let ei, i = 1, 2, ..., 12 be the identity vector in R12.

Lemma 1 Let ∆ ∈ [0, 1], the vector

ε = (ε1,2, ε3,4, ε5, ε6, ε7, ε8, ε9, ε10, ε11, ε12) ∈ R10
+

satisfies (20) and

Ai =

Gi I 0 0 0 0
0 Gi Ei 0 0 0
0 0 0 0 I 0
0 0 0 0 0 I
0 0 0 0 0 0
0 0 0 0 0 0

 , 1 ≤ i ≤ 8 (26)

where

G1 = G3 = G5 = G7 = ε12

(
0 1
−1 0

)
, G2 = G4 = G6 = G8 = −ε12

(
0 1
−1 0

)

E1 = E2 = g(1 + ∆)

(
1 0
0 1

)
, E3 = E4 = g

(
(1 + ∆) 0

0 (1−∆) sin(ε6) cos(ε5)
ε6

)

E5 = E6 = g

(
(1−∆) sin(ε5)

ε5
0

0 (1 + ∆)

)
, E7 = E8 = g(1−∆)

(
sin(ε5)
ε5

0

0 sin(ε6) cos(ε5)
ε6

)
Then, for any σ ∈ R12 satisfying (19), for any λ ∈ [0, 1] and for any u1 ∈ mg[1 −∆, 1 + ∆], there
exist αi ≥ 0 such that

8∑
i=1

αi = 1 and
8∑
i=1

αiAi = A+ λD
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Proof: If σ satisfies (19) and u1 ∈ mg[1−∆, 1 + ∆] then, obviously, there exist µj ≥ 0 such that

E = µ1E1 + µ2E3 + µ3E5 + µ4E7,

4∑
j=1

µj = 1.

On the other hand, since

−R2ṘR = ψ̇

(
0 1
−1 0

)
then for any λ ∈ [0, 1], there exist δ1, δ2 ≥ 0 such that

−λR2ṘR = δ1G1 + δ2G2, δ1 + δ2 = 1.

Hence the simple calculation shows that

A+ λD = A+ λṪT−1 =

8∑
i=1

αiAi

with α1 = µ1δ1, α2 = µ1δ2, α3 = µ2δ1, α4 = µ2δ2, α5 = µ3δ1,α6 = µ3δ2, α7 = µ4δ1,α8 = µ4δ2.
Obviously, we have αi ≥ 0 and

∑8
i=1 αi = 1. � The latter lemma provides the possibility to apply

the so-called convex embedding method( [43]) for implicit PD controller design.

5 Implicit PID Controller Design with Time and state
Constraint

Using implicit Lyapunov function method to design system controller is studies in [33], let us introduce
the following implicit Lyapunov function:

Q(V, ζ) := ζTDr(V
−1)PDr(V

−1)ζ − 1 (27)

where 0 < P = P> ∈ R12×12, V ∈ R+, ζ ∈ R12, and Dr(λ) ∈ R12×12 is a dilation matrix in function
of V.

Dr(λ) =

 λ4I 0 0 0
0 λ3I ··· 0

0 0 λ2[ I 0
0 I ] 0

0 0 0 λ[ I 0
0 I ]

 , λ ∈ R+ (28)

Denote

H :=

 4I 0 0 0 0 0
0 3I 0 0 0 0
0 0 2I 0 0 0
0 0 0 2I 0 0
0 0 0 0 I 0
0 0 0 0 0 I


Theorem 2 Select parameter

∆ ∈
[

1

cos(ε5) cos(ε6)
− 1, 1

]
and variable

(X,Y, γ) ∈ R12×12 × R4×12 × R+

satisfy the system of LMIs

AiX+XATi +BY +Y TBT +γ(XH+HX)≤0

XH +HX > 0,

(
X Xej

e>j X ε2j

)
≥ 0, X > 0,

X X

 I00
0
0
0


 I00

0
0
0

T X ε21,2I

 ≥ 0,
1 ≤ i ≤ 8

5 ≤ j ≤ 12


X X

 0
I
0
0
0
0


 0
I
0
0
0
0

TX ε23,4I

≥0,

 X Y T
[

0
0
1
0

]
[

0
0
1
0

]T
Y

τ2− 1√
q
− 1
q

1+ 1√
q

≥0

τ = mg

(
cos(ε5) cos(ε6)(1 + ∆)− 1

)

(29)
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and the controller with the following form

ū=KDr(V
−1)ζ +

∫ t

0

KIDr(V
−1)ζ(s)ds, (30)

where

K = Y X−1, KI = − P−1
I BTP

ζTDr(V −1)(PH +HP )Dr(V −1)ζ

V ∈ R+ : ζTDr(V
−1)PDr(V

−1)ζ = 1, (31)

then for any initial condition ζ(0) = ζ0 satisfying

ζT0 Dr((1− dTPId)−1)PDr((1− dTPId)−1)ζ0 ≤ 1 (32)

P = X−1

where 0 < PI = qI, PI ∈ R4×4 such that dTPId < 1, the system (24) converges to zero in a finite
time

T(ζ0) ≤ V (σ0)

γ
≤ 1

γ
.

Moreover the control ū is bounded by

||ū||2 ≤ (1 +
1
√
q

)λmax(P−
1
2KTKP−

1
2 ) +

1
√
q

+
1

q
(33)

and the state constraints defined in (19) are fulfilled for all t ≥ 0.

Proof: The system (24) with controller (30) and disturbance d could be rewritten in the following
form

˙̄ζ =
[
A+D B

0 0

]
ζ̄ + [B 0

0 I ] K̄ζ̄ (34)

where ζ̄ = [ζ, ζn+1]T , and suppose ζn+1 =
∫ t

0
KIDr(V

−1)ζ(s)ds+ d, K̄ =
[
KD(V−1) 0

KID(V−1) 0

]
.

Following [34], it is the time to introduce the following extended Lyapunov function:

V̄ = V + ζTn+1PIζn+1 (35)

Since V is the solution of (31), it is easy to develop the following result under the initial condition
(32):

ζT0 Dr((1− dTPId)−1)PDr((1− dTPId)−1)ζ0 ≤ ζT0 Dr(V (0)−1)PDr(V (0)−1)ζ0

which is equivalent to
V (0) ≤ 1− dTPId, d = ζn+1(0)

V̄ (0) = V (0) + dTPId ≤ 1 (36)

In [33], it was shown that the implicit Lyapunov function of the form (27) satisfies the conditions
C1)-C3) of Theorem 1. Since

∂Q(V, ζ)

∂V
= −V −1ζTDr(V

−1)(PH +HP )Dr(V
−1)ζ

P = X−1 and XH +HX > 0, then ∂Q
∂V

< 0 for ∀V ∈ R+ and ζ ∈ R12\{0}. So the condition C4) of
Theorem 1 also holds.

Since Dr(V
−1)AD−1

r (V −1) = V −1A and Dr(V
−1)Bū = V −1BKDr(V

−1)ζ, then we have

∂Q(V, ζ)

∂ζ
(Aζ +Bū+Dζ) = 2 ζ

TDr(V−1)(PA+PBK+V PD)Dr(V−1)ζ
V

= 2

8∑
i=1

αi
ζTDr(V−1)(PAi+PBK)Dr(V−1)ζ+ζTDr(V−1)PBζn+1

V

with αi ≥ 0,
∑8
i=1 αi = 1, where Lemma 1 is utilized on the last step. Therefore, we can obtain

the following inequalities:

V̇ = −
(
∂Q(V, ζ)

∂V

)−1
∂Q(V, ζ)

∂ζ

(
(A+D)ζ +Bū

)
≤ 2

8∑
i=1

αi
ζTDr(V−1)(PAi+PBK)Dr(V−1)ζ+ζTDr(V−1)PBζn+1

ζTDr(V−1)(PH+HP )Dr(V−1)ζ

≤ −γ + 2
ζTDr(V

−1)PBζn+1

ζTDr(V −1)(PH +HP )Dr(V −1)ζ
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and
˙̄V = V̇ + 2ζ̇Tn+1PIζn+1

≤ −γ + 2
ζTDr(V

−1)PBζn+1

ζTDr(V −1)(PH +HP )Dr(V −1)ζ
+ 2ζTDr(V

−1)KT
i PIζn+1

≤ −γ < 0

(37)

According to (36) and (37), we have

V̄ (t) ≤ 1⇒ V (t) ≤ 1 (38)

and the system (34) converges to 0 in finite time

T(ζ0) ≤ 1

γ
(39)

provided that the phase constraints are fulfilled, V ≤ 1 and u1 ∈ mg[1−∆, 1 + ∆].
To complete the proof, let us show that the phase constrains and the inclusion u1 ∈ mg[1−∆, 1+∆]

hold if V ≤ 1 (or, equivalently, ζ>Pζ ≤ 1). Indeed, the required phase constraints for j = 5, ..., 12
comes from [

ε2jX Xej
e>j X 1

]
≥ 0⇔ Xeje

>
j X ≤ ε2jX

⇔ eje
>
j ≤ ε2jP

⇔ ζ2
j = ζT eje

>
j ζ ≤ ε2jζTPζ ≤ ε2j

The constraints for σ1, σ2, σ3 and σ4 can be checked similarly by taking into account that

[ σ1σ2 ]> [ σ1σ2 ] = [ σ1σ2 ]>R>R [ σ1σ2 ] =
[
ζ1
ζ2

]> [
ζ1
ζ2

]
Since ζTDr(V

−1)PDr(V
−1)ζ = 1 , by using Young’s inequality, the norm square of controller

(34) can be estimated as follows

||ū||2 ≤ (1 +
√
q−1)ζTDr(V

−1)KTKDr(V
−1)ζ + (1 +

√
q−1)ζTn+1ζn+1

= (1 +
√
q−1)ζTDr(V

−1)KTKDr(V
−1)ζ +

(1 +
√
q−1)ζTn+1ζn+1q

q

Since V̄ < 1, we have ζTn+1ζn+1q < 1 then

||ū||2 ≤ (1 +
1
√
q

)λmax(P−
1
2KTKP−

1
2 ) +

1
√
q

+
1

q

Similarly we derive

||ū||21 ≤ (1 +
1
√
q

)λmax(P−
1
2KT

[
0
0
1
0

] [
0
0
1
0

]T
KP−

1
2 ) +

1
√
q

+
1

q
≤ τ2

which is equivalent to the last inequality of (29).
� Please note that the state constraints can

be added or removed depending on the controller design requirement, then the corresponding LMIs
need to do the same processing in in (29). γ is a parameter for tuning the settling time, which can
be minimized by finding the maximum feasible value of γ.

γ → γmax

subject to (29).
Remark: When the disturbance d is zero, then we can select KI = 0 and the controller becomes

the PD controller proposed in [36].

6 Robustness Analysis

In the practice, the quadrotor system generally not only has some static errors, but also some unknown
dynamic perturbations. The following Corollary studies the quadrotor model with unknown dynamic
perturbations. The perturbation can be modeled by a set-valued or discontinuous function provided
that Filippov solution exists in the closed-loop system [44].
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Corollary 1 Let the conditions of Theorem 2 hold and F : R × Rn ⇒ Rn is a compact-valued,
convex-valued and upper-semi continuous satisfying the following inequality

supy∈F (t,ζ)‖Dr(V−1)y‖p

ζ>D>r (V −1)(PH)Dr(V −1)ζ
≤ κV −1, ∀x ∈ Rn, ∀t ≥ 0 (40)

where κ > 0 and additionally

AiX +XA>i +BY + Y >B> + (γ + κ)(XH +HX) ≤ 0, 1 ≤ i ≤ 8 (41)

then the controller (30) stabilizes the system

ζ̇ ∈ (A+D)ζ +B(ū+ d) + F (t, ζ), t > 0 (42)

in finite-time.

Proof: The existence of solutions of the closed-loop system follows from the Filippov theory [44].
Follow the similar steps in the proof of Theorem 2, one can derive that

V̇ ≤ 2

8∑
i=1

αi
ζTDr(V−1)(PAi+PBK)Dr(V−1)ζ+ζTDr(V−1)PBζn+1

ζTDr(V−1)(PH+HP )Dr(V−1)ζ

+ 2V sup
y∈F (t,ζ)

ζTDr(V
−1)PDr(V

−1)y

ζTDr(V −1)(PH +HP )Dr(V −1)ζ

(43)

Using the Cauchy-Schwarz inequality and ζ>D>r (V −1)PDr(V
−1)ζ = 1, we have

ζTD>r (V −1)PDr(V
−1)y ≤ ‖Dr(V −1)ζ‖p‖Dr(V −1y‖p

≤ ‖Dr(V −1)y‖p
(44)

Then apply the LMI (41), one can derive

V̇ = −(γ + κ) + 2
ζTDr(V

−1)PBζn+1

ζTDr(V −1)(PH +HP )Dr(V −1)ζ
+ κ

= −γ + 2
ζTDr(V

−1)PBζn+1

ζTDr(V −1)(PH +HP )Dr(V −1)ζ

(45)

and repeat the proof in Theorem 2, we have

˙̄V = V̇ + 2ζ̇Tn+1PIζn+1

≤ −γ < 0
(46)

� Notice that the above case represents the disturbance in function of ζ that will vanish as ζ
converges to zero.
In the particular case where Dr(V

−1)B = V −1B and F (t, ζ) = BΛ(t, ζ) with Λ : R×Rn ⇒ Rm which
means the disturbance is matched, then the inequality (40) becomes

supν∈Λ(t,ζ)‖Bν‖p

ζ>D>r (V −1)PHDr(V −1)ζ
≤ κ, ∀x ∈ Rn, ∀t ≥ 0 (47)

Since ‖Dr(V −1)ζ‖p = 1 and PH +HP > 0 then there is

cmin := inf ζ>D>r (V −1)PHDr(V
−1)ζ > 0 (48)

which means if the additional LMI (41) holds, then the homogeneous controller (30) can reject
bounded perturbation BΛ with magnitude κcmin > 0.
If there is a mismatched bounded disturbance for system (42), the Theorem 3.3 in [45] has proved
that if the system is locally homogeneous and globally asymptotically stable (system (42) satisfies this
condition with homogeneous controller (30)), then the it is locally ISS with respect to homogeneously
involved perturbation.
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Table 1: Quadrotor Parameters

Parameter Description Value Units

g Gravity 9.8 m/s2

m Mass 1.07 kg
Lroll Roll motor distance 0.2136 m
Lpitch Pitch motor distance 0.1758 m
Ixx Roll Inertia 6.85× 10−3 kgm2

Iyy Pitch Inertia 6.62× 10−3 kgm2

Izz Yaw Inertia 1.29× 10−2 kgm2

k Thrust Coefficient 1.93× 10−8 N
RPM2

c Drag Coefficient 0.26× 10−9 Nm
RPM2

7 SIMULATION RESULTS

In this section, the simulation results are based the quadrotor parameters of table 1. Suppose that
the quadrotor needs to be stabilized under the following constraints

|ψ̇| ≤ 0.9, |φ| ≤ π

6
, |θ| ≤ π

6

Solving LMIs (29) gives the following gain matrix

K =

[−65.00 0 −76.84 0 −199.95 0 0 0 −1.24 0 0 0
0 −110.09 0 −134.17 0 −332.58 0 0 0 −1.91 0 0
0 0 0 0 0 0 −0.30 0 0 0 −0.83 0
0 0 0 0 0 0 0 −20.56 0 0 0 −35.96

]
The initial condition here is

σ0 = [0.23;−0.22; 0; 0; 0; 0; 0.4; 0.15; 0; 0; 0; 0]

which makes σT0 Pσ0 = 0.5766 < 1, d = [ 0.1 0.1 0.65 0.1 ]T and γ = 0.21.
Fig. 2 and Fig. 3 show that the trajectory of position and attitude converge to origin in finite

time under the implicit PID controller, and all states converge to zero less than 1
γ

= 4.77s. It is clear
to see that the position and attitude state converge simultaneously to the origin, since the controller
design is based on the full states of system. The constraints |ψ̇| < 0.9, |θ| < π

6
, |φ| < π

6
are satisfied

and confirmed by Fig.3 and Fig.4. Fig.5 shows that the log ‖v‖ with v = [x, y, φ, θ, z, ψ] decreases in
a nonlinear manner, which is the convergence property of finite time controller.

The simulation results prove the nonlinear implicit PID controller can stabilize the quadrotor to
the origin under state and time constrains and is robust even if there are some initial constant errors.

Fig. 6 shows that if the quadrotor system has a static error d = [0.1; 0.1; 0.65; 0.1], the position
can not converge to the desired position without integrator term (which is the implicit PD controller
proposed in [36]).
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Figure 2: Position: implicit PID under d
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Figure 3: Attitude: implicit PID under d

In the above simulation, the disturbance is setted to be constant and matched with input, the
following simulation results characterize the system stability under mismatched disturbance and mis-
matched disturbance vanishing with system state.
The system parameters (controller gain,constraints and γ)are the same to the previous simulations.
In the case of mismatched disturbance, assume that f1 ∈ F (t, ζ)

f1 = [0.05; 0.05; 0.01; 0.01; 0.01; 0.01; 0; 0; 0; 0; 0.01; 0.01] ∗ sin(t) (49)
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Figure 8: Position: implicit PID
under d and f1
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Figure 9: Attitude: implicit PID
under d and f1
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Fig. 8 and Fig. 9 depict the trajectory of position and attitude of quadrotor under disturbance d and
f1. It is clear to see that the system states converge to certain invariant set, less than 3 second. The
error of upper/lower bound for x and y is 0.0215/ − 0.0215. In the case of mismatched disturbance
vanishing with ζ, assume that f2 ∈ F (t, ζ)

f2 = [0.05; 0.05; 0.01; 0.01; 0.01; 0.01; 0; 0; 0; 0; 0.01; 0.01] ∗ ζ(t) (50)

Then Fig. 10 and Fig. 11 present the system stability of this case. Obviously, all the system state
converges to the origin before t = 3.5s as the system state ζ converges to zero.
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Figure 10: Position: implicit PID
under d and f2
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Figure 11: Attitude: implicit PID
under d and f2

In order to have a more realistic control results, a first order time-delay system

ε ˙̃u = ū(t− τ)− ũ, ε = 10−3, τ = 0.01 (51)

can be added in the control loop. In this case, one important issue of implicit PID controller (30)
is that as ζ → 0 with error, the corresponding gain will tend to infinity which leads to a chattering
problem, see Fig.12 where the chattering V ∈ (0.170, 0.370).
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Figure 12: V: implicit PID
with chattering

To avoid this infinite gain and chattering problem, a saturation function can be applied as follows

sata,b(V ) =


Vb if V ≥ Vb
V if Va ≤ V ≤ Vb
Va if V ≤ Va

(52)

A new form implicit PID controller with saturation function can be rewritten as follows

ū=KDr((sata,b(V ))−1)ζ +

∫ t

0

KIDr((sata,b(V ))−1)ζ(s)ds (53)

Fig. 13 - 17 present one simulation result of implicit PID controller with first order time-delay and
disturbance d, where Va = 0.2, Vb = 1. In this case, we relax the constraints of state and only keep
the time constraint. With γ = 0.1, solving the LMIs (29) gives

K =

[−0.19 0 −0.23 0 −0.82 0 0 0 −0.087 0 0 0
0 −0.20 0 −0.25 0 −0.82 0 0 0 −0.085 0 0
0 0 0 0 0 0 −4.54 0 0 0 −2.86 0
0 0 0 0 0 0 0 −0.05 0 0 0 −0.03

]
All the system states are stabilized after t = 2s without any chattering problem.
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Figure 13: Position: implicit PID
with d and time-delay
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Figure 14: Attitude: implicit PID
with d and time-delay
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Figure 15: V: implicit PID
with d and time-delay
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with d and time-delay

8 Conclusion

In this paper, the problem of finite-time stabilization of quadrotor under state constraints and
bounded disturbance has been studied. Convex embedding technique is utilized to construct LMIs
from which the optimal feedback gains is solved. The property of stability and robustness for the
proposed nonlinear implicit PID controller is verified by simulation with bounded disturbance and
time-delay input, which shows its application prospects. The main limit of this research is that how
the model uncertainty effects the closed-loop system stability and performance, which is one direction
of the future research. Another limit is the assumption of precisely knowing all physical parameters.
Hence one of our future works to design observer to identify those parameters, which will be then
used in the closed-loop control.
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