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Abstract

We consider the problem of policy evaluation for continuous-time processes us-
ing the temporal-difference learning algorithm. More precisely, from the time
discretization of a stochastic differential equation, we intend to learn the continu-
ous value function using TD(0). First, we show that the standard TD(0) algorithm
is doomed to fail when the time step tends to zero because of the stochastic part of
the dynamics. Then, we propose an additive zero-mean correction to the tempo-
ral difference making it robust with respect to vanishing time steps. We propose
two algorithms: the first one being model-based since it requires to know the drift
function of the dynamics; the second one being model-free. We prove the con-
vergence of the model-based algorithm to the continuous-time solution under a
linear-parametrization assumption in two different regimes: one with a convex
regularization of the problem; and the second using the Polyak-Juditsy averaging
method with constant step size and without regularization. The convergence rate
obtained in the latter regime is comparable with the state of the art for the simpler
problem of linear regression using stochastic gradient descent methods. From a
totally different perspective, our method may be applied to solve second-order
elliptic equations in non-divergent form using machine learning.

1 Introduction

Policy evaluation is one of the main building blocks of modern reinforcement learning (RL). One of
the most basic and regarded algorithms for policy evaluation is known as temporal-difference learn-
ing (TD), [35]. While TD was originally proposed in the tabular case, its large-scale applicability
has been greatly improved by its combination with parametric function approximation [10]. In this
case, its theoretical analysis is challenging.

Moreover, TD (and more generally most of RL algorithms) is naturally designed for only handling
discrete time processes. In practice, numerous applications in the literature are obtained as time
discretizations of continuous processes. In this case, an overwhelming majority of research papers
proceed as follows: first, they consider a time discretization of the continuous problem; second, they
use RL algorithms on the discretized problem as if it was a simple discrete problem. This approach
has been proven to converge to the right solution when the time step tends to zero, only in the
deterministic setting, see [12, 14, 28]. However, we argue in the present work that this result does
not hold in the stochastic setting, i.e., learning becomes impossible without additional care as the
time step vanishes. According to our knowledge, the discretization error has never been regarded
in the stochastic set-up before. Yet, it seems absolutely crucial to consider randomness for policy
evaluation, since exploration is impossible in the deterministic setting. The present work aims at
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filling this gap by proposing a robust extension of the TD(0) algorithm adapted to vanishing time
steps, and proving convergence results under a linear parametrization assumption.

Even if most of the arguments in this work concern the limit when the time step tends to zero, we
argue in Section 4.4 that our method may be used for a small fixed non-vanishing time step, making
the constants in the convergent rates independent of the time step. This could be particularly efficient
for improving accuracy and computation speed of reinforcement learning algorithms on stochastic
high-frequency models, even when they do not derive from the discretization of a stochastic differ-
ential equation.

From a different perspective, the limit process when the time discretization tends to zero can be
characterized using the theory of partial differential equations (PDE). More precisely, it consists
in solving a discounted second-order elliptic equation in non-divergent form, see [15]. Therefore,
the present analysis may be seen as a new method for numerically solving such class of PDE from
observations with potentially unknown drift and diffusion functions.

1.1 Related literature

Temporal-difference learning. The TD algorithm was introduced in the tabular case by [35], with
later convergence results for linearly dependent features [11]. Asymptotic stochastic approximation
results were derived by [19] for the tabular case, and by [33] when using linear approximations, with
a non-asymptotic analysis in the i.i.d. sampling case [27].

Stochastic iterative methods. The analysis of TD requires tools from stochastic approxima-
tion [7], and many of the required tools have been derived for stochastic gradient descent (SGD) [8]
and reused here. The convergence results presented in the present paper may be compared to stan-
dard results on RL algorithms, see [6, 21] for TD(0). The techniques in the proof (especially con-
cerning the fast-convergence results in Section 4.3) are adapted from the literature on SGD methods
[1, 31] to the non symmetric setting. In particular, [1] consists in the state-of-the-art results con-
cerning convergence of SGD methods in the non-strongly convex setting, here we reach similar
convergence rates on the more difficult optimization problem raised by TD(0).

Continuous time RL. Continuous-time reinforcement learning started with [2], which proposed
a continuous-time counterpart to Q-learning; it was later extended by [37]. From a different per-
spective, [9] extended classical RL algorithms to continuous-time discrete-state Markov decision
processes. Then, using deterministic dynamics given by ordinary differential equations (ODE),
and based on the Hamilton-Jacobi-Bellman (HJB) equation, [14] derived algorithms for both pol-
icy evaluation and policy improvement. Similar deterministic approaches of continuous-time RL
have recently been explored by [28, 40]. In order to balance between exploration and exploitation,
[39] added an entropy-regularization term to a similar continuous optimization problem, the authors
concluded that Gaussian controls are optimal for their relaxed problems, leading to a similar SDE
system as the one studied in the present work.

Learning methods for solving PDEs. Solving partial differential equations using learning algo-
rithms is a natural idea. Indeed, in general, classical methods such as finite differences, finite el-
ements or Galerkin methods cannot be computed for dimensions higher than three. Some mesh-
dependent learning algorithms have been developed, see [25, 26, 29], but they suffer from the same
computational difficulties in high dimensions as the classical methods. There has been a surge of
works during the last five years for solving high-dimensional PDEs using deep learning, let us cite
[20], or [34] for the Deep Galerkin Method, or [5, 17, 18] where the PDEs are reformulated into
a backward stochastic differential equations (BSDE) or Extensions to forward-backward stochastic
differential equations (FBSDE); we refer to the surveys [30, 4] and the references therein for more
results on deep learning methods for PDEs. Our method is also inspired from FBSDE, but we in-
vestigate the stationary formulation from a theoretical viewpoint, and use a stochastic semi-gradient
method such as TD(0) instead of SGD methods as in most of the references above.

1.2 Contributions

We start by giving theoretical evidences that learning methods based on the temporal difference, are
not adapted to high-frequency optimization. More precisely, those methods are doomed to fail when
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applied to the discretization of a continuous stochastic problem, when we let the discretization step
tends to zero. This claim is made clear by the first equality in Lemma 3.3 in Section 3.2, where
it is shown that the variance of the standard rescaled temporal difference tend to infinity, making
learning impossible.

Then, we propose a correction to the temporal difference, based on the Taylor expansion at a neigh-
borhood of the continuous problem when the time step tends to zero. Namely, the variance of the
corrected rescaled temporal difference stays bounded at the limit, see the second equality in Lemma
3.3.

The rest of the paper focuses on TD(0). However, we would like to insist on the fact that the
conclusions of the latter two paragraphs hold not only for TD(0), but for any RL algorithm implying
the temporal difference, such as SARSA or Q-learning [36]. Moreover, this holds for nonlinear
parametrizations as well as linear ones.

From the corrected TD(0) method, we propose two algorithms. The first one is model-based since
it requires to know the drift function. Such an assumption may seem affordable in some models
coming for instance from physics, robotics, or finance. Note that we never assume that the diffusion
matrix is known and that our method may be applied for arbitrary distributions of noise. The second
algorithm is model-free as it uses regression to learn the drift function (and the noise) in the same
time as the value function.

Finally, under a linear parametrization assumption, we prove the convergence of the model-based
algorithms. First, using usual decreasing learning steps and regularization methods, we obtain stan-
dard convergence rates for the regularized problem, see Theorem 4.1; we also prove non-asymptotic
bounds on the approximation error to the solution of the unregularized problem, see Corollary 4.3.
Second, coming back to the original unregularized problem, we prove convergence results with con-
stant learning step and a Polyak-Juditsky averaging method, see Theorem 4.4 in Section 4.3. Our
rate of convergence, of order 1/k, is analogous to the optimal rate of convergence for the simpler
problem of regression with SGD methods and without strong-convexity assumptions.

2 Context

2.1 From continuous problem to discretization

In the continuous-time stochastic setting, the state, denoted by (Xt)t∈[0,∞), satisfies the following
stochastic differential equation (SDE),

dXt = b(Xt)dt+ σ(Xt)dWt, (1)

whereW is a d-dimensional Brownian motion and σ is a matrix-valued function. The value function
is defined by (with ρ > 0 the continuous discount factor):

V (x) = E

[ ∫ ∞

0

e−ρtr(Xt)dt
∣∣∣X0 = x

]
. (2)

The simplest idea to approximate the solution of such an infinite dimensional optimization problem
is to discretize the continuous dynamics and rewards with respect to time with a sufficiently small
time step ∆t > 0. The simplest discretization scheme is the Euler-Maruyama scheme [22], that we
adopt here for simplicity (however the arguments of this work extend straightforwardly to higher-
order discretization schemes),

Xti+1
= S∆t(Xti , ξi) := Xti +∆t b(Xti) +

√
∆tσ(Xti)ξi, (3)

where S∆t is the step operator, ti = i∆t for i ∈ N, and (ξi)i≥0 are independent distributed random
vectors with zero mean and identity covariance matrix. The discrete value function is then defined by

V∆t(x) = E

[ ∞∑

i=0

e−iρ∆tr(Xti )
∣∣∣X0 = x

]
. (4)

Here, we insist on the fact that we do not assume that the ξ are normally distributed. Indeed,
Donsker’s Theorem [13] implies a Gaussianization phenomenon of the noise when ∆t tends to zero.
Therefore, the methods proposed here hold for any distribution of noise with finite second-order
moments. In particular they may be implemented when the distribution of the noise in unknown.
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2.2 Assumption on the observations and discussions

Let (∆tk)k≥0 be a sequence of vanishing time steps. We access the observations (Xk, X
′
k)k≥0, a

sequence of independent coupled random variables such that Xk is distributed according to mk the
stationary distribution of the discrete dynamics (3), and X ′

k = S∆tk(Xk, ξk) where (ξk)k≥ are i.i.d.
latent random variables with zero means and identity covariance matrices.

Let m be the stationary distribution of the continuous dynamics (1), we introduce X a random
variable distributed according to m and independent of the observations. The sequence (mk)k≥0 is
weakly convergent to m and a convergence rate is given in the following theorem.

Theorem 2.1 (Theorem 14.5.1 from [22]). For f ∈ C4(Ω;R), there exists C > 0 depending only
on the C4-norm of f such that |E [f(Xk)− f(X)]| ≤ C∆tk .

In the rest of this section, we discuss the above assumptions on the distributions of the observations,
and explain under which alternative settings we believe our analysis holds.

First, according to us, the most restrictive part of the latter assumptions, which is still largely re-
garded in the literature, is that the observations are independent. The most regarded alternative is to
assume that the observations are sampled from the dynamics, i.e., X ′

k = Xk+1. Such an assumption
is out of the scope of the present work. We still believe that the results here hold in this case under
a strong mixing assumption on the Markov Chains induced by the discrete dynamics. However, the
convergence rates and the details in the proofs would be affected. Moreover, the obtained results
are in general not suited as well for practice, since the proofs depend on the Markov Chains to be
computed until very large times (corresponding to the mixing time multiplied by a big constant).

Concerning the assumption on Xk being distributed according to mk, it may be relaxed straightfor-
wardly in multiple cases. The simplest case is when the sequence of laws satisfy a similar conver-
gence property as in Theorem 2.1 (the exponent on ∆t might be lower than one).

Another interesting setting is when Xk is distributed according to m, and X ′
k = X∆tk with

(Xt)0≤t≤∆tk satisfying the continuous dynamics (1) and X0 = X . This corresponds to having
observations which come directly from the continuous dynamics. In this case, the results hold and
the proofs may be repeated with Taylor expansions replaced by Itô calculus. To illustrate this claim
and give more insights on how to proceed, in Appendix C.1, we adapted the proof of one of the main
results of this paper to this case, namely Lemma 3.3.

Considering offline observations is out of the scope of the present work but it will be considered in
the case of Q-learning for a future work consisting in a similar analysis of the continuous time limit
in stochastic setting.

2.3 Temporal difference with function approximation

Let us consider the problem of approximating V defined in (2) using a parametrized function v(·, θ),
where θ ∈ Θ andΘ is the parameter set. For k ≥ 0, we denote θk the learned parameter at iteration k.
We define the rescaled temporal difference as,

δ̃k = δ̃∆tk(Xk, X
′
k, θ) := (∆tk)

−1
(
v(Xk, θk)− γv(X ′

k, θk)− r(Xk)∆t
)
, (5)

where the normalization constant (∆tk)
−1 is chosen in the latter definition because E[δ̃∆tk ] admits

a nontrivial limit when ∆tk tends to 0. Choosing a different order of magnitude in the normal-
ization constant would be pointless as it leads to a convergence in average to zero or infinity. In
the following, the term rescaled will be omitted since no non-rescaled temporal difference will be
considered.

At least heuristically, we get the following Taylor expansion of δ̃k when ∆t → 0,

δ̃k = (∆tk)
−1
[
v−(1−ρ∆tk)

(
v+∇xv

⊤(∆tk b+
√
∆tkσξ)+∆tkξ

⊤σ⊤(D2
xv)σξ

)
−∆tk r

]
+o(1)

= ρv −∇xv
⊤b − (∆tk)

− 1
2∇xv

⊤σξ − ξ⊤σ⊤(D2
xv)σξ − r + o(1),

where we omitted the arguments in the functions δ̃∆t, v, b, σ and r, to simplify the notations. One
may notice that the third term in the right-hand side of the latter equality has zero mean when ξ
is a centered random variable, but its variance is of order (∆tk)

−1. We thus obtain that any RL
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algorithm based on such a temporal difference is doomed to fail when ∆tk → 0 because of the latter
variance tending to infinity.

However, removing this term with a divergent variance is possible by simply adding a term in the
temporal difference. We define the corrected temporal difference as,

δk = δ∆tk(Xk, X
′
k, θk) := (∆tk)

−1
(
v(Xk, θk)− γv(X ′

k, θk)− r(Xk)∆tk + Zk

)
,

where Zk = (X ′
k −Xk − b(Xk)∆tk) · ∇xv(Xk, θk).

(6)

One may notice that Zk satisfy Zk =
√
∆tk∇xv(Xk, θk)

⊤σ(Xk)ξk, but we prefer the formulation
from (6) to insist on the fact that Zk can be computed without observing the noise σ(Xk)ξk.

We refer to the additional term Zk as the variance-reduction term. This terminology is due to the
facts that the conditional expectation with respect to Xk of Zk is equal to zero, and that the variance

of δ̃k is of order (∆tk)
−1 while the variance of δk is uniformly bounded. The use of the letter Z for

the notation comes from its continuous counterpart appearing in the backward stochastic differential
equation (BSDE) point of view of the optimal control problem (see [30] for instance).

2.4 Model-based and model-free alternatives

We define the corrected TD(0) iterations by,

θk+1 = θk − γkδk∇θv(Xk, θk), (TD0)

This algorithm is model-based since the drift function b has to be known to compute Zk and thus δk.

However, we may figure out a model-free alternative to the latter algorithm. For instance, we may

learn x 7→ b̃(x, θb) and x, x′ 7→ ζ(x, x′, θζ) as approximations of b and σξ respectively, for two

parameters θb, θζ ∈ Θ, in the same time as we are learning the value function. one may compute

(θbk, θ
ζ
k)k≥0 as,

θbk+1 = θbk − γk(∆tk)
−1∇θ b̃(Xk, θ

b
k)

⊤
(
X ′

k −Xk −
√
∆tk ζ(Xk, X

′
k, θ

ζ
k)
)
,

θζk+1 = θζk − γk(∆tk)
− 1

2∇θζ(Xk, X
′
k, θ

ζ
k)

⊤
(
X ′

k −Xk −∆tk b̃(Xk, θ
b
k)
)
.

This consists in a stochastic gradient descent method on the regression problem of minimizing

E
[∣∣∆t

(̃
b(X,X ′, θb)− b(X)

)
+
√
∆t
(
ζ(X,X ′, θζ)−σ(X)ξ

)∣∣2] over (θb, θζ), with different learn-

ing steps for b̃ and ζ. The drawback with the latter iterations is that (̃b, ζ) will eventually approximate

(0, σξ +
√
∆tkb) instead of (b, σξ) (especially when ∆tk is slowly converging to 0). Therefore, we

should add a penalization in the SGD step made on θζ , in order to make the artificial noises be
independent for different observations, and their mean equal to zero. This additional cost might be
of the form 1

NE
[∑

1≤i<j≤N ζ(Xi, X
′
i, θ

ζ)ζ(Xj , X
′
j , θ

ζ)
]
, where N ≥ 2 is the batch size.

3 Asymptotic behavior of the temporal difference

From now on, for simplicity of the notations, we assume that σ is a constant positive real number. It
is straightforward to extend all the results proved here to the case where we take σ̃ a matrix-valued
function such that σ̃⊤σ̃ ≥ σ2Id.

3.1 Short review of the continuous problem and boundary conditions

The value function V , defined in (2), satisfies the following partial differential equation [6]

LV (x) = ρV (x)− σ2

2 V (x) −∇xV (x) · b(x)− r(x) = 0, (7)

where a = σσ⊤/2. Up to now we intentionally omitted to mention the boundary conditions on
the state space. In the following, we will make the simplifying assumption that the state space
is the d-dimensional torus, defined as the hypercube [0, 1)d with periodic boundary conditions, i.e.,

Ω = Td = Rd/Zd. Indeed, the choice of the boundary conditions is in general a difficult problem for
continuous state settings, especially when considering PDE-based model, like here with (7). More
precisely, here, we need them to allow the existence of stationary measures for the continuous and
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discrete dynamics, and we need a priori estimates on the continuous stationary measure m (more
precisely, we need a uniform bound on ∇x lnm, see Lemma B.2 in the Appendix). In an attempt
to separate difficulties, and to stay focused on the main ideas, we prefer to only consider the torus,
where these requirements are easily met, rather than overwhelming the readers with unnecessary
technical difficulties due to boundary conditions. See Remark 3.2 below, for some insights on how
to extend our results to other domains.

Classical results on second-order elliptic equations imply that if we find a candidate function v such
that Lv is small, then v and V are close to each other. For instance, see the following lemma.

Lemma 3.1. Assume that r and b are uniformly bounded on the graph of u. There exists a constant
C > 0 such that if V ∈ H2(Ω;R), then we have

‖V − V u‖H2 ≤ C‖LV ‖∞.

The proof consists in: first, applying the maximum principle (see [15], Section 6.4, for instance) to
get ‖V − V u‖∞ ≤ ρ−1‖LV ‖∞; second, using Theorem 8.12 from [16] which yields the desired
inequality. More elliptic results, either on weak or strong derivatives, are presented by [24, 23].

Regarding Lemma 3.1, an alternative, that will not be investigated here, is to try to minimize the
residual of L(·, θ) through learning [25, 32, 34]. Here, we prefer to use the temporal difference
instead, in order to make links with usual reinforcement learning algorithms, and to avoid computing
second-order derivatives which may be large for high-frequency parametrizations.

Let us mention for later use, that the stationary law m ∈ P(Rd) of the continuous dynamics (1)
satisfies the following PDE,

−σ2

2 ∆xm− div(b(x, u(x))m(x)) = 0. (8)

This may be seen as the dual equation to the homogeneous counterpart of (7).

Remark 3.2. Let us give some hints to extend the present results to other state spaces or boundary
conditions. The case Ω = R

d is more involved than the torus, but one may get some insights on
the simple case consisting in taking a drift function deriving from a potential, i.e., b(x) = ∇xU(x)
for some U . In this case, there exists a stationary probability measure of the continuous dynamics if

Z =
∫
Ω e

−2U(x)/σ2

dx is finite, given by m = e−2U/σ2

/Z . Moreover, here, ∇x ln(m) is bounded if

and only if ∇xU is bounded. This simple example emphasizes the fact that, for Rd, some restrictions
should be satisfied for the results to hold, for instance that the drift function should be bounded and
pointing out in the direction of a compact subset of Rd, with sufficient magnitude.

Alternatively, one may be interested in considering Ω as a smooth bounded subset of Rd with, for
instance, Dirichlet or Neumann conditions [15]. In this case, other restrictions appear, but we also
believe that our results may be adapted up to making additional assumptions.

3.2 Bellman error and asymptotic analysis of the residual gradient algorithm

In this section and the next one, we assume that θ is a fixed parameter, ∆t is the step size, (X,X ′)
are random variable such that X ′ = S∆t(X, ξ) for some latent random variable ξ with zero mean
and identity covariance matrix.

Instead of directly making the asymptotic analysis of TD(0), we start by considering another method,
namely the residual gradient algorithm (RG, [3]). Indeed, similar non-robustness phenomena happen
for both algorithms when the time steps vanish, but RG allows a more quantitative analysis since
it is directly linked with the Bellman error. More precisely, RG is a SGD method to reduce the
mean-square error of the Bellman error, which here, can be decomposed in two terms as follows,

E(X,X′)

[∣∣δ̃∆t(X,X
′, θ)

∣∣2]=EX

[
EX′

[
δ̃∆t(X,X

′, θ)
∣∣X
]2]

︸ ︷︷ ︸
Bellman error

+EX

[
VarX′

(
δ̃∆t(X,X

′, θ)
∣∣∣X
)]

︸ ︷︷ ︸
perturbating term

. (9)

A similar formula holds when δ̃ is replaced by δ. The asymptotic behavior of the terms inside the
expectation EX , at fixed x, is characterized in the following lemma.

Lemma 3.3. Assume that r and b are uniformly bounded, and that v admits bounded continuous

derivatives in x everywhere up to order two. For X = δx, the means and variances of δ̃ and δ
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satisfy,

lim
∆t→0

EX′ [δ̃∆t(x,X
′, θ)] = Lv(x, θ), and lim

∆t→0
∆tVarX′(δ̃∆t(x,X

′, θ)) = σ2 |∇xv(x, θ)|2 ,

lim
∆t→0

EX′ [δ∆t(x,X
′, θ)] = Lv(x, θ), and lim

∆t→0
VarX′ (δ∆t(x,X

′, θ)) =
σ4

2
tr
(
D2

xv(x, θ)
2
)
.

The proof is straightforward, using a similar expansion as the one proved in Lemma B.1, below in
the Appendix, but only up to order two instead of order four, and Lemma B.5, also in the Appendix.

Passing to the limit ∆t → 0 in (9), we obtain

lim
∆t→0

E(X,X′)

[∣∣∣δ̃∆t(X,X
′, θ)

∣∣∣
2
]
=

{
+∞ if v(·, θ) is not constant,

E
[
(ρC + r(X))

2 ]
if v(·, θ) = C.

(10)

Consequently, for the residual gradient method, when ∆t tends to zero, the perturbating term in the
decomposition (9) totally overwhelms the Bellman error and the only approximations that can be
learnt are constant functions.

The same arguments used on δ implies,

lim
∆t→0

E(X,X′)

[
|δ∆t(X,X

′, θ)|2
]
= EX

[
Lv(X, θ)2

]
+
σ4

2
EX

[
tr
(
D2

xv(X, θ)
2
)]
. (11)

In this case, learning is possible even if we see an additional term appearing on the right-hand side.
In the following, we focus on TD(0), however, one may derive similar results for RG that may be
found in Section C.2 in the Appendix.

3.3 Asymptotic analysis of TD(0)

Let us recall that the corrected TD(0) algorithm is given in (TD0). Similar decomposition and
analysis of the asymptotic behavior as in (9) and Lemma 3.3 respectively, yield

Var
(
δ̃∆t∇θv

)
∼ Var (Lv∇θv) +

σ2

2∆t
E

[
|∇xv|2 |∇θv|2

]
,

where the arguments of v and Lv are (X, θ) and the ones of δ̃ are (X, ξ, θ). This implies the rest
of our first contribution, for the case of TD(0). Indeed, learning is impossible at the limit ∆t = 0
because the variance of the update becomes infinite (except if |∇xv||∇θv| is uniformly equal to zero
which does not seem likely to happen for a large class of functions v).

Repeating the same arguments for δ instead of δ̃, we obtain

lim
∆t→0

Var (δ∆t∇θv) = Var (Lv∇θv) +
σ4

2
E

[
tr
(
(D2

xv)
2
)
|∇θv|2

]
.

Therefore, the latter variance stays uniformly bounded when ∆t tends to zero and learning remains
possible even at the limit.

4 Linear setting

4.1 Assumptions

We say that a function is Cℓ for ℓ ≥ 1 if it admits continuous and bounded derivatives up to order ℓ.
Let us make the following assumptions:

H1 The function v is linear with respect to θ, more precisely the set of parametrized functions
is Vθ =

{
x 7→ v(x, θ) = θ⊤ϕ(x), θ ∈ Θ

}
for ϕ : Ω → Rdθ , and Θ = Rdθ for some

dθ ≥ 1.

H2 The functions r and b are C4.

H3 The feature vector ϕ is C6.

The first assumption, H1, is common in the theoretical literature [1, 31, 38], since very little is known
about theoretical guarantees in the non-linear case. It is also common to assume some regularity the
functions of the model, i.e., b and r, and the feature vector ϕ. The precise regularity needed here
comes from applying Theorem 2.1 to b, r and its derivatives of v up to order two.
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4.2 Non-asymptotic analysis using regularization and decreasing learning steps

This section may be thought of as a warm-up for the next one. First, for a regularization constant
µ > 0, let us identify the potential limit θ∗ of TD(0), it should satisfy:

EX∼m [ϕ(X)Llinϕ(X)] θ∗ = Ex∼m [r(X)ϕ(X)] , (12)

where Llin is the linear part of L, satisfying L = Llin − r. From Lemma B.2 in the appendix,
the symmetric part of E [ϕ(X)Llinϕ(X)] is positive, and it has full rank if either E

[
ϕ(X)ϕ(X)⊤

]

or E
[
∇xϕ(X)∇xϕ(X)⊤

]
has full rank. In this case, θ∗ exists, is uniquely defined and satisfies

|θ∗| ≤M for some M > 0. We define ΠB(0,M) as the projection on B(0,M) the Euclidean ball of

Rd centered at 0 with radius M . Let us consider the projected regularized TD(0) algorithm as,

θ̃k+1 = ΠB(0,M)

(
θ̃k − γk(δ∆tk(Xk, X

′
k, θ̃k)ϕ(Xk) + µθ̃k)

)
,

For µ > 0, the proof of convergence of such an algorithm is simple and may easily be compared
with the literature. In particular, we use the common decreasing assumption on the learning step,
i.e., that it is proportional to 1/(µ(k + 1)), and we obtain the usual convergence rate in 1/k.

Theorem 4.1. Assume H1, H2, H3, µ > 0, γk = 2
µ(k+1) and ∆tk ≤ c/

√
k + 1, for some c > 0 and

for any k ≥ 0. The sequence (θ̃k)k≥0 is convergent, and there exists C > 0 such that, for k ≥ 1,

E

[∣∣∣θ̃k − θ∗µ

∣∣∣
2
]
≤ C

µ2k
,

where θ∗µ satisfies (µId + EX∼m [ϕ(X)Llinϕ(X)]) θ∗µ = Ex∼m [r(X)ϕ(X)].

Using an averaging method, we might reduce the factor 1/µ2 into 1/µ with the same assumptions,
this is a first motivation to introduce of averaging method in the next section.

Moreover, the distance between θ∗ and θ∗µ might be bounded as follows.

Lemma 4.2. Under the same assumption as in Theorem 4.1, there exists C > 0 such that, for any
µ > 0, |θ∗ − θ∗µ| ≤ Cµ.

The latter two results directly implies the following non-asymptotic error bound.

Corollary 4.3. Under the same assumption as in Theorem 4.1, after K ≥ 2 iterations with µ =

K− 1
4 , we obtain ∣∣∣θ̃K − θ∗

∣∣∣
2

≤ C√
K
.

4.3 Averaging method with constant learning step and no relaxation

In this section, we use the Polyak-Juditsky averaging method, see [31], to accelerate the convergence
of the TD(0) algorithm. In the same spirit as the results from [1], we get the convergence of the
algorithm with constant learning step and without regularization assumption and without projection
map. Moreover, the convergence rate is competitive with the state of the art for the simpler problem
of linear regression using SGD methods. Therefore, following (12), the potential limit θ∗ satisfies

ΠLv(·, θ∗) = 0, (13)

where Π is the L2(m)-orthogonal projector onto VΘ.

Theorem 4.4. Assume H1, H2 and H3. and that θ∗ is bounded. If
∑∞

i=0 ∆t
2
i is finite, there exist

C,R > 0 such that, the following inequality holds for γ < R−2, k ≥ 1,

E
[
v(X, θ̄k)− v(X, θ∗)

]
≤ C

γk
+
C(d+ tr(HH−⊤))

k
,

where θ̄k = 1
k

∑k−1
i=0 θi, for k ≥ 1, and H = E

[
ϕ(X)Llinϕ(X)⊤

]
.

If instead we assume that
∑k−1

i=0 ∆t2i ≤ a ln(1 + k) for some a > 0 for any k ≥ 0, then for any

ε > 0 there exists C,R > 0 such that for γ < R−2, k ≥ 0, the latter inequalities are replaced with
the following ones respectively

E
[
v(X, θ̄k)− v(X, θ∗)

]
≤ C

γk
+
C(d+ tr(HH−⊤))

k1−ε
.
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The proof is adapted from [1] with the extra difficulties that the linear operators applied to θk in
(TD0) are different for any k ≥ 0, and they are not symmetric, even there symmetric part has no
interesting properties (only the symmetric part of the expectation of its limit when k → ∞ has useful
properties). Moreover, our sequence of stochastic estimators have vanishing biases that introduce
new terms in the proof, this leads to the necessity to add assumptions on

∑
i∆t

2
i .

4.4 Discussion on the case of non-vanishing time steps

In practice, we never iterate until convergence, and the algorithms are stopped after a certain number
of iterations are computed, or after some threshold is reached. Therefore, we never really consider
the case ∆t→ 0.

Consequently, an interesting different setting consists in considering non-vanishing time steps. In
this section, we consider (∆tk)k≥0 to be constant and equal to some ∆t > 0. Classical results
of convergence of TD(0) apply here to state similar results as the one proved in the present work.
However, the constants in the rates of convergence of the latter classical results will depend on ∆t.
Typically, those constants will tend to infinity when ∆t tends to zero.

Here, we can do better by extending the results of the vanishing setting to the non-vanishing setting.
Namely, if ∆t is small enough, i.e., ∆t ≤ ∆t0 for some ∆t0 > 0, the results of Sections 4.2 and
4.3 hold with constants independent of ∆t. This extension is justified because all the inequalities
and arguments needed to prove the original results, hold for small ∆t up to changing a little bit the
associated constants, using Theorem 2.1.

5 Conclusion

In the present work, we proved that standard reinforcement learning method based on the temporal
difference are not adapted to solve continuous stochastic optimization, nor their discretizations using
small time-steps. We proposed a correction to the temporal difference, in order to overcome the latter
problem and obtain robust algorithms with respect to vanishing time steps.

This allows us to introduce two algorithms base on TD(0) using the corrected temporal difference.
The first one is model-based since it requires to compute the drift function (but not the diffusion
coefficient), and the second is model-free as it learns the drift function on the fly.

When the parametrized function is linear with respect to the parameters, we proved two types of
convergence results for the model-based method. In Section 4.2, we introduce a regularized al-
gorithm and prove similar convergence rate as standard results (in particular, that make it easy to
compare with the literature). Then we deduce a non-asymptotic upper bound of the error between
the regularized iterations and the solution of the unregularized problem. In Section 4.3, we consider
the original unregularized problem and use a Polyak-Juditsky averaging method, we recover con-
vergence which corresponds to the state-of-the-art rate for the simpler problem of linear regression
with SGD methods without strong-convexity assumption.

From another viewpoint, this work consists in an original learning method for solving discounted
second-order elliptic equation in non-divergent form, with potentially unknown diffusion (and un-
known drift function in the case of the model-free algorithm).
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A Proof of the main results

Here, C is a constant that can change from line to line and is independent from (γk)k≥0, (θk)k≥0

and µ.

A.1 Proof of Theorem 4.1

Theorem A.1. Let A ∈ Rd×d be a square matrix such that A + A⊤ ≥ 2µId for some µ > 0, and
b, θ∗ ∈ Rd such that Aθ∗ = b and |θ∗| ≤M for some M ≥ 0. For θ0 ∈ Θ, the sequence (θk)k≥0 is
defined by induction by,

θk+1 = ΠB(0,M) (θk − γkgk) ,

for k ≥ 0, where γk > 0 is convergent to zero and
∑

k≥0 γk = ∞, |E [gk|θk]−Aθk − b| ≤
(1 + |θk|)εk, εk ∈ R+ is convergent to zero, and E

[
|gk|2

∣∣θk
]
≤ C(1 + |θk|2). Then (θk)k≥0 is

convergent in expectation to θ∗ and

E
[
|θk − θ∗|2

]
≤ 4M2e−µ

∑k−1

i=0
γi + C(1 +M2)

k−1∑

i=0

γi
(
γi + µ−1ε2i

)
e−µ

∑k−1

j=i+1
γj .

Proof. Up to starting the iterative algorithm from θ1 instead of θ0, we may assume that |θk| ≤ M
for every k ≥ 0. For k ≥ 0, let us denote bk = E

[
|θk − θ∗|2

]
. We recall that |ΠB(0,M)(θ) − θ∗| ≤

|θ − θ∗| for any θ ∈ Θ, since θ∗ ∈ B(0,M). This and the induction relation satisfied by θk, imply

bk+1 = E

[
|ΠB (θk − γkgk)− θ∗|2

]

≤ E

[
|θk − θ∗ − γkgk|2

]

≤ bk − 2γkE
[
(θk − θ∗)⊤gk

]
+ γ2kE

[
|gk|2

]

≤ bk − 2γkE
[
(θk − θ∗)⊤E [gk|θk]

]
+ γ2kE

[
E

[
|gk|2 |θk

]]

≤ bk − 2γkE
[
(θk − θ∗)⊤(Aθk + b)

]
+ 2γkεkE [|θk − θ∗|(1 + |θk|)] + Cγ2kE

[
(1 + |θk|2)

]

≤ bk − γkE
[
(θk − θ∗)⊤(A+A⊤)(θk − θ∗)

]
+ µγkE

[
|θk − θ∗|2

]
+ 2(1 +M2)µ−1γkε

2
k + C(1 +M2)γ2k

≤ (1− µγk)bk + C(1 +M2)γk
(
µ−1ε2k + γk

)

≤ e−µγkbk + C(1 +M2)γk
(
µ−1ε2k + γk

)
,

where we used a Young inequality to get to the fifth line. Therefore, we obtain,

bk ≤ e−µ
∑k−1

i=0
γib0 + C(1 +M2)

k−1∑

i=0

γi
(
γi + µ−1ε2i

)
e−µ

∑k−1

j=i+1
γj ,

which leads to the desired inequality using b0 ≤ (|θ0|+ |θ∗|)2 ≤ 4M2.

Proof of Theorem 4.1. The proof only consists in checking that we can apply Theorem A.1. Using
the same notation as in Theorem A.1, we define,

A = E [ϕ(X)Llin(X)] + µId, b = E [r(X)ϕ(X)] , and gk = δkϕ(Xk) + µθk.

Then, we get

E [gk|θk] = E

[
ϕ(Xk)

(
Llinϕ(Xk) +R0,k +∆t

1
2

kR1,k +∆tkR2,k

)]
θk + µθk + E [ϕ(Xk)r(Xk)]

= E [ϕ(Xk)Llinϕ(Xk)] θk + µθk + E [ϕ(Xk)r(Xk)] + ∆tkE
[
ϕ(Xk)R

⊤
2,k

]
θk,

where R0,k = R0(Xk, ξk), R1,k = R1(Xk, ξk) and R2,k = R2(∆tk, Xk, ξk) are given in Lemma
B.1. From Theorem 2.1, we get

|E [ϕ(Xk)Llinϕ(Xk)]−A| ≤ C, and |E [ϕ(Xk)r(Xk)]− b| ≤ C.

Therefore, we obtain |E [gk|θk]−Aθk − b| ≤ C(1 + |θk|)∆tk. The fact that E
[
|gk|2

∣∣θk
]
≤ C(1 +

|θk|2) is straightforward. Finally, A + A⊤ ≥ 2µId comes from Lemma B.2. Theorem A.1 and the

inequalities |θ∗| ≤ Cµ−1 and exp


−

k∑

j=i+1

1

j


 ≤ i/k for k > i ≥ 0, conclude the proof.
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A.2 Proof of Theorem 4.4

We start with the following definitions,

S = ρE
[
ϕ(X)ϕ(X)⊤

]
+
σ2

2
E
[
Dxϕ(X)Dxϕ(X)⊤

]

A = E

[
ϕ(X)

(
σ2

2
∇x ln(m) + b

)
Dxϕ(X)⊤

]

H(x) = ϕ(x)Llinϕ(x)
⊤

Hk(x) = H(x) + E [H(X)−H(Xk)]

H = E [H(X)] .

Proof of Theorem 4.4. Here, C > 0 stands for a generic constant which value may change from
line to line, it depends on the constants in the assumptions and is independent of k, of the smallest
eigenvalue of S and of γ.

Using Lemma B.1, we get

θk+1 = θk−γϕ(Xk)
(
Llinϕ(Xk) +R0(Xk, ξk) + ∆t

1
2

kR1(Xk, ξk) + ∆tkR2(∆tk, Xk, ξk)
)⊤

θk−γϕ(Xk)r(Xk),

where R0(x, ξ)
⊤θ = σ2

2

(
ξ⊤D2

xv(x, θ)ξ −∆xv(x, θ)
)
, and R1 and R2 can be red in Lemma B.1,

and we get Eξ[R0(x, ξ)] = E[R1(x, ξ)] = 0. Take ηk = θk − θ∗, it satisfies the following induction
relation,

ηk+1 = (Id − γHk(Xk)) ηk−γ (Hk(Xk)θ
∗ + ϕ(Xk)r(Xk))−γ

(
H − E[H(Xk)] + ∆tkϕ(Xk)R

⊤
2,k

)
(ηk+θ

∗),

whereHk(x) = ϕ(x)(Llinϕ(x)+R0,k+∆t
1
2

kR1,k)
⊤+H−E[H(Xk)], in particular E[Hk(Xk)] =

H . On may easily check that ηk can be rewritten as ηk =
∑k−1

r=0 η
r
k, where ηrk is defined by,

ηrk+1 = (Id − γH)ηrk + χr
k +∆tkψ

r
k,

η00 = η0, ηr0 = 0 if r ≥ 1,
(14)

where χr
k and ψr

k are defined by

χ0
k = γ(H −Hk(Xk))θ

∗ + γ (E [ϕ(Xk)r(Xk)]− ϕ(Xk)r(Xk)) ,

ψ0
k = γ∆t−1

k (E[ϕ(Xk)Lv(Xk, θ
∗)]− E[ϕ(X)Lv(X, θ∗)])− γϕ(Xk)R

⊤
2,kθ

∗,

χr+1
k = γ(H −Hk(Xk))η

r
k,

ψr+1
k = γ

(
∆t−1

k (E[H(Xk)]−H)− ϕ(Xk)R
⊤
2,k

)
ηrk,

(15)

where we used that E [ϕ(X)Lv(X, θ∗)] = 0 to get the second line. One may notice that ηrk = 0 if
r ≥ k.

First step: getting bounds on the covariance matrices of χk
r and ψk

r . Here, we prove by induction
on r and k that

E [ηrk ⊗ ηrk] ≤ 3Ckγ
rR2rId,

E [χr
k ⊗ χr

k] ≤ Ckγ
max(r+1,2)R2rS,

E [ψr
k ⊗ ψr

k] ≤ εCkγ
max(r+1,2)R2rS,

whereR2 = 3C̃
(
‖Llinϕ+ E[R0(·, ξ0)]‖∞ +∆t

1
2

0 ‖R1(·, ξ)]‖∞ + 2ε−1 supk≥0 ‖R2(∆tk, ·, ξ)]‖∞ + 2ε−1
)

,

0 < ε < ∆−2
0 is a constant that will be defined later, C̃ is the constant from Lemma B.4 and

Ck =
(
|θ∗|2 + η⊤0 Sη0

)
exp(ε

∑k−1
i=0 ∆t2i ).

For k ≥ 0, and r ≥ 1, let us prove the results for (k + 1, r) while assuming that it holds for (k, r),
(k, r − 1) and (k + 1, r − 1). For bk = ε∆t2k, we get from (14) and (20),

E
[
ηrk+1 ⊗ ηrk+1

]
≤ (1 + bk)E

[
(Id − γH)ηrk ⊗ ηrk(Id − γH⊤)

]
+ E [χr

k ⊗ χr
k] + ∆t2k(1 + b−1

k )E [ψr
k ⊗ ψr

k]

≤ 3Ckγ
rR2r (1 + bk) (Id − γH)(Id − γH⊤) + Ckγ

r+1R2r + εCk∆t
2
kγ

r+1R2r(1 + b−1
k )

≤ 3Ckγ
rR2r(1 + ε∆t2k)(Id − γS) + γr+1R2rCk(2 + ε∆t2k)S

≤ 3Ckγ
rR2r(1 + ε∆t2k)Id ≤ 3Cke

ε∆t2kγrR2rId = 3Ck+1γ
rR2rId.
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Then, concerning χr
k+1, using Lemma B.4, we get

E
[
χr
k+1 ⊗ χr

k+1

]
≤ 3Ck+1γ

r+1R2r−2
E
[
(H −Hk(Xk))(H −Hk(Xk))

⊤
]

≤ 3Ck+1γ
r+1R2r−2

E
[
Hk(Xk)Hk(Xk)

⊤
]

≤ 3Ck+1γ
r+1R2r−2

∥∥∥Llinϕ+ E[R0(·, ξk) + ∆t
1
2

kR1(·, ξk)]
∥∥∥
∞
E
[
ϕ(Xk)⊗ ϕ(Xk)

⊤
]

≤ Ck+1γ
r+1R2rS.

Finally, using Lemma B.4 once again for ψr
k+1, we get,

E
[
ψr
k+1 ⊗ ψr

k+1

]
≤ 6Ck+1γ

r+1R2r−2
(
∆t−2

k (E[H(Xk)]−H)(E[H(Xk)]−H)⊤ + E
[
|R2,k|2ϕ(Xk)⊗ ϕ(Xk)

])

≤ εCk+1γ
r+1R2rS.

It remains to prove the inequalities for k = 0 and r = 0. Concerning r = 0, the proof is similar but
we use the boundedness of θ∗ and r instead of the induction assumption. Then k = 0 and r ≥ 1 is
straightforward since ηr0 = χr

0 = ψr
0 = 0.

Second step: getting a bound on E

[
(η̄rk)

⊤ Sη̄rk

]
. Namely, we will prove that

E

[
(η̄rk)

⊤
Sη̄rk

]
≤ Cγmax(r−1,0)R2r

k
tr(Id+H

−⊤H)

(
1

k

k−1∑

i=0

Ci +
1

k

(
k−1∑

i=0

∆tiC
1
2

i

)
+ δr=0γ

−1

)
,

for some constant C > 0. First, we notice that

ηrk = (Id − γH)
k−1

ηr0 +

k−1∑

i=0

(Id − γH)
k−1−i

(χr
i +∆tiψ

r
i )

η̄rk =
1

γk
H−1

(
Id − (Id − γH)k

)
ηr0 +

1

γk

k−1∑

i=0

(
Id − (Id − γH)k−i

)
H−1 (χr

i +∆tiψ
r
i ) ,

which implies that

E

[
(η̄rk)

⊤ Sη̄rk

]
≤ 3

γ2k2
(ηr0)

⊤
(
Id − (Id − γH)k

)⊤
H−⊤SH−1

(
Id − (Id − γH)k

)
ηr0

+
3

γ2k2

k−1∑

i=0

E

[
χ⊤
i

(
Id − (Id − γH⊤)k−i

)
H−⊤SH−1

(
Id − (Id − γH)

k−i
)
χi

]

+
3

γ2k2

∑

0≤i,j≤k−1

E

[
ψ⊤
i

(
Id − (Id − γH⊤)k−i

)
H−⊤SH−1

(
Id − (Id − γH)

k−j
)
ψj

]
.

Let us define Irk,0, Irk,1 and Irk,2 as the first, second and third term, respectively, in the right-hand

side of the latter inequality. One may notice that Irk,0 = 0 if r ≥ 1. Then concerning, I0k,0, we get

I0k,0 =
3

2γ2k2
η⊤0
(
Id − (Id − γH⊤)k−i

) (
H−⊤ +H−1

)(
Id − (Id − γH)

k−i
)
η0

≤ C

γ2k
η⊤0 η0 ≤ C

γ2k
,
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where we used (23) to obtain the last line. Then let us pass to Irk,1,

Irk,1 =
3

2γ2k2

k−1∑

i=0

E

[
(χr

i )
⊤
(
Id − (Id − γH⊤)k−i

) (
H−⊤ +H−1

) (
Id − (Id − γH)k−i

)
χr
i

]

=
3

2γ2k2
tr

k−1∑

i=0

(
Id − (Id − γH)k−i

)
E [χr

i ⊗ χr
i ]
(
Id − (Id − γH⊤)k−i

)
(H−⊤ +H−1)

≤ 3γr−1R2r

2k2
tr

k−1∑

i=0

Ci

(
Id − (Id − γH)k−i

)
S
(
Id − (Id − γH⊤)k−i

)
(H−⊤ +H−1)

=
3γmax(r−1,0)R2r

2k2
tr

k−1∑

i=0

Ci

(
Id − (Id − γH⊤)k−i

) (
Id − (Id − γH)k−i

)
(2Id +HH−⊤ +H−1H⊤)

≤ Cγmax(r−1,0)R2r

k2
tr(Id +HH−⊤)

k−1∑

i=0

Ci.

Then, concerning Irk,2, using the triangular inequality, we get

Irk,2 ≤ 3

2γ2k2

(
k−1∑

i=0

∆tiE
[
(ψr

i )
⊤
(
Id − (Id − γH⊤)k−i

)
(H−⊤ +H−1)

(
Id − (Id − γH)

k−i
)
ψr
i

] 1
2

)2

≤ Cγmax(r−1,0)R2r

2k2

(
k−1∑

i=0

∆ti
[
Citr

(
Id +H−⊤H

)] 1
2

)2

=
Cγmax(r−1,0)R2r

2k2
tr
(
Id +H−⊤H

)
(

k−1∑

i=0

∆tiC
1
2

i

)2

,

where we obtained the second line with similar arguments as in the calculus of the bound of Irk,1
above.

Third step: getting the desired bound. Using the triangular inequality on the norm induced by S, we
obtain

E
[
(η̄k)

⊤Sη̄k
]
≤
(

k−1∑

r=0

E
[
(η̄rk)

⊤Sη̄rk
] 1

2

)2

≤ C

γk
+

C

k2(1− γ
1
2R)

tr(Id +HH−⊤)




k−1∑

i=0

Ci +

(
k−1∑

i=0

∆tiC
1
2

i

)2

 .

Therefore, if
∑∞

k=0 ∆t
2
k is finite, then Ck is uniformly bounded and we can conclude by taking

ε = ∆t−2
0 . If instead

∑k−1
i=0 ∆t2i ≤ a ln(1 + k), we obtain that Ck ≤ (1 + k)aε and

∑k−1
i=0 Ci is of

order k1+aε leading to the desired inequality up to changing ε into a−1ε.

B Technical lemmas

B.1 Expansions of the temporal differences

Lemma B.1. For (x, ξ, θ) ∈ Ω× R
d ×Θ and 0 < ∆t < 1, there exist R(x, ξ, θ) such that

δ∆t(x, S∆t(x, ξ), θ) = Lv(x) +R0(x, ξ)
⊤θ +∆t

1
2R1(x, ξ)

⊤θ +∆tR2(∆t, x, ξ)
⊤θ

R0(x, ξ)
⊤θ =

σ2

2

(
∆xv(x) − ξ⊤D2

xv(x)ξ
)
,

R1(x, ξ)
⊤θ = ρσ∇xv(x) · ξ −

σ

2
b(x, u(x))⊤D2

xv(x)ξ −
σ3

6
d3xv(x)(ξ, ξ, ξ),
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for some R2(∆t, x, ξ) such that, if ξ is a random variable normally distributed with zero mean and
identity covariance matrix, then for p ≥ 1, E [|R2(∆t, x, ξ)|p] is bounded uniformly with respect to
∆t and x.

Proof. The proof consists in defining ϕ : [0, 1] → R by

ϕ(s) = e−sρ∆tv
(
x+ s

(
b(x, u(x))∆t + σ

√
∆tξ

))
,

and taking the development up to order four,

ϕ(1) = ϕ(0) + ϕ′(0) +
ϕ′′(0)

2
+
ϕ′′′(0)

6
+

∫ 1

0

(1− s)3

6
ϕ′′′′(s)ds.

Using b̃ ∈ Rd defined by b̃ = b(x, u(x))∆t + σ
√
∆tξ, the latter derivatives of ϕ are given by

ϕ(0) = v(x)

ϕ′(0) = −ρ∆tv(x) +∇xv(x) · b̃
ϕ′′(0) = ρ2∆t2v(x)− 2ρ∆t∇xv(x) · b̃+ d2xv(x)(̃b, b̃)

ϕ′′′(0) = −ρ3∆t3v(x) + 3ρ2∆t2∇xv(x) · b̃− 3ρ∆td2xv(x)(̃b, b̃) + d3xv(x)(̃b, b̃, b̃)

ϕ′′′′(s) = e−sρ∆t
[
ρ4∆t4v − 4ρ3∆t3∇xv · b̃+ 6ρ2∆t2d2xv(̃b, b̃)− 4ρ∆td3xv(̃b, b̃, b̃) + d4v(̃b, b̃, b̃, b̃)

]
.

We conclude by replacing all the equalities in this proof in (6).

B.2 Some lemmas used in the proof of Theorem 4.4

Lemma B.2. The matrices S and A are respectively the symmetric and asymmetric part of H .
Moreover, they satisfy

S2 ≤ tr(S)S (16)

A⊤A = −A2 ≤ 2

ρσ2

∥∥∥∥b+
σ2

2
∇x ln(m)

∥∥∥∥
2

∞

S2 (17)

(SA−AS) ≤ 2

√
2

ρσ2

∥∥∥∥b+
σ2

2
∇x ln(m)

∥∥∥∥
∞

S2, (18)

E
[
H(X)H(X)⊤

]
≤ ρ−1‖Llinϕ(X)‖2∞S. (19)

Proof. First step: proving that S and A are respectively the symmetric and asymmetric part of H .
Take θ ∈ Θ, we get:

θ⊤Hθ = θ⊤E
[
ϕ(X)Llinϕ(X)⊤

]
θ

= E [v(X, θ)Llinv(X, θ)]

=

∫

Ω

(
ρv − σ2

2
∆xv + b(x) · ∇xv

)
v(x)m(x)dx

= ρE
[
v(X)2

]
+
σ2

2
E

[
|∇xv(X)|2

]
,

where the last line is obtained using (8) and the following integration by parts,
∫

Ω

∇xv · b(x)v(x)m(x)dx =

∫

Ω

1

2
∇x(v

2) · b(x)m(x)dx

= −1

2

∫

Ω

div(b(x)m(x))v2(x)dx,

−
∫

Ω

∆xv(x)v(x)m(x)dx =

∫

Ω

|∇xv|2m(x)dx +

∫

Ω

1

2
∇x(v

2) · ∇xm(x)dx

=

∫

Ω

|∇xv|2m(x)dx − 1

2

∫

Ω

∆xm(x)v2(x)dx.
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This implies that S is the symmetric part of H . Then it is straightforward that the asymmetric part
of H is equal to A.

Second step: proving the four inequalities. The first inequality (16) is straightforward, it only relies
on the fact that S is symmetric and positive. The fourth inequality (19) is straightforward using the
definitions of H(X) and S. The third inequality (18) is a consequence of (17). Therefore, there
is only (17) left to prove. Let us take λ ∈ C a complex eigenvalue of H , and θ an associated
normalized eigenvector, it satisfies θ̄⊤Sθ = ℜ(λ) and θ̄⊤Aθ = iℑ(λ). Therefore, we get

|ℑ(λ)| =
∣∣θ̄⊤Aθ

∣∣

=
∣∣∣E
[
v̄(X, θ) (b(X) +∇x lnm(X))

⊤ ∇xv(X, θ)
]∣∣∣

≤ ‖b+∇x ln(m)‖∞E
[
|v(X, θ)|2

] 1
2
E
[
|∇xv(X, θ)|2

] 1
2

≤
√

2

ρσ2
‖b+∇x ln(m)‖∞θ̄⊤Sθ.

This concludes the proof.

Lemma B.3. For γ ≤ R−2, the following two inequalities hold for any k ≥ 0,

(Id − γH⊤)(Id − γH) ≤ Id − γS (20)
(
Id − (I − γH⊤)k

) (
Id − (I − γH)

k
)
≤ γ2k2H⊤H, (21)

(
Id − (I − γH⊤)k

) (
Id − (I − γH)

k
)
≤ 4

(
1 +

2

ρσ2
‖b+∇x ln(m)‖2∞

)
Id,

(22)

(
Id − (I − γH⊤)k

) (
H−1 +H−⊤

) (
Id − (I − γH)k

)
≤ 2γk

(
1 +

√
2

ρσ2
‖b+∇x ln(m)‖∞

)
Id.

(23)

The latter lemma would be straight forward if H were symmetric. Conversely, it does not hold if we
only assume the eigenvalues of H to be bounded and with positive real part. In fact, we need some
bound on the imaginary part of the spectrum of H , depending on its real part.

Proof. One may notice that (23) is a straightforward consequence of (21) and (22). Then, concerning
(20), it is sufficient to write (Id − γH⊤)(Id − γH) = Id − 2γS + γ2

(
S2 + SA−AS −A2

)
, and

use the definition of R, (16), (17) and (18). Therefore, it only remains to prove (21) and (22).

First step: proving (21). Let us proceed by induction, the case k = 0 is straightforward. Let us

denote yk =
(
Id − (Id − γH)

k
)

and assume that the inequality holds for k. One may notice that

for θ ∈ Rd, using (20), we obtain

θ⊤y⊤k (Id − γH)⊤Hθ ≤
(
θ⊤y⊤k (Id − γH)⊤(Id − γH)ykθ

) 1
2
(
θ⊤H⊤Hθ

) 1
2

≤ γkθ⊤H⊤Hθ,

which implies y⊤k (Id − γH)
⊤
H +H⊤ (Id − γH) yk ≤ 2γkH⊤H . Using the latter inequality, the

relation yk+1 = (Id − γH)yk + γH , and (20) again, we get

y⊤k+1yk+1 = y⊤k (Id − γH)⊤(Id − γH)yk + γy⊤k (Id − γH)⊤H + γH⊤(Id − γH)yk + γ2H⊤H

≤ γ2k2H⊤H + 2γ2kH⊤H + γ2H⊤H = γ2(k + 1)2H⊤H.

This concludes the induction.

Second step: proving (22). In this step, we will only work with the complex eigenvalues of H : let
λ ∈ C be one of them, we get

∣∣1− (1− γλ)k+1
∣∣ =

∣∣(1− γλ)
(
1− (1− γλ)k

)
+ γλ

∣∣

≤
(
|1− γλ|

∣∣1− (1 − γλ)k
∣∣+ γ|λ|

)
.

17



This implies

∣∣1− (1 − γλ)k
∣∣ ≤ γ|λ|

k−1∑

j=0

|1− γλ|j

≤ γ|λ|
1− |1− γλ|

≤ γ|λ|
1− (1− γℜ(λ)) 1

2

using (20),

≤ γ|λ|
1− (1− γ

2ℜ(λ))
because γℜ(λ) ≤ 1,

≤ 2

√
1 +

ℑ(λ)2
ℜ(λ)2

≤ 2

(
1 +

2

ρσ2
‖b+∇x ln(m)‖2∞

) 1
2

,

where the last inequality comes from a similar argument as in the proof of (17). This concludes the
proof.

Lemma B.4. Assume H3. There exists C > 0 such that the two following inequalities hold for any
k ≥ 0,

E [ϕ(Xk)⊗ ϕ(Xk)] ≤ CS,

(E [H(Xk)]−H)(E [H(Xk)]−H)⊤ ≤ C∆t2kS.

Proof. We recall that the set of admissible functions v is finitely dimensional, therefore the C4-

norm and the H1(m)-norm are equivalent and there exists C > 0 such that ‖v(·, θ)‖2C4 ≤
C‖v(·, θ)‖2H1(m). For θ ∈ Θ and k ≥ 0, this implies

θ⊤E [ϕ(Xk)⊗ ϕ(Xk)] θ = CE
[
v(Xk, θ)

2
]

≤ CE
[
v(X, θ)2

]
+ C∆tk

∥∥v(·, θ)2
∥∥
C4

≤ C (1 + ∆tk) ‖v(·, θ)‖2H1(m),

where the second line is obtained from Theorem 2.1. Here, C is a constant that can change from line

to line. The first inequality is then obtained by recalling that ‖v(·, θ)‖2H1(m) ≤ (ρ−1 + 2σ−2)θ⊤Sθ.

Concerning the second inequality, we get

|(E [H(Xk)]−H) θ|2 = |E [ϕ(Xk)Lv(Xk, θ)− ϕ(X)Lv(X, θ)]|2

≤ C (∆tk‖v(·, θ)‖C6)
2

≤ C∆t2k‖v(·, θ)‖2H1(m),

where the second line is obtained from Theorem 2.1, and the third line from the fact that the C6-
norm is equivalent to the H1(m) on the finite dimensional space of functions v. We conclude the
same way as we did for the first inequality.

B.3 Calculus of variances and covariances

Lemma B.5. Let (x, θ) ∈ Ω× Θ and ξ a Gaussian vector with zero mean and identity covariance
matrix, the following equalities hold

Var (ξ · ∇xv(x)) = |∇xv(x)|2 , (24)

Var
(
ξ⊤D2v(x)ξ −∆xv(x)

)
= tr

(
D2

xv(x)
2
)
. (25)
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Proof. The first equality is straightforward. Since D2v(x) is symmetric, there exists P an orthogo-

nal matrix and D a diagonal matrix such that D2v(x) = P⊤DP . The couples (X, ξ) and (X,P⊤ξ)
have the same law and ξ is independent of X and D, this implies

Var
(
ξ⊤D2v(x)ξ −∆xv(x)

)
= E

[(
ξ⊤D2v(x)ξ −∆xv(x)

)2]

= E

[((
P⊤ξ

)⊤
D2v(x)P⊤ξ −∆xv(x)

)2]

= E

[(
ξ⊤Dξ −∆xv(x)

)2]

= E

[
d∑

i=1

D2
i

(
ξ2i − 1

)2
]
= 2

d∑

i=1

D2
i = 2tr

(
D2

xv(x)
2
)
.

This concludes the proof.

C Complementary results

C.1 Counterpart of Lemma 3.3 with discrete observations of the continuous dynamic

In this section, we prove the counterpart of Lemma 3.3 to the case when the samples are directly
observed from the continuous dynamics (1), instead of the discrete one (3). Basically, the proof
consists in replacing the Taylor expansions used in the other proofs by Itô Calculus. We believe that
all results in the present paper may be adapted to this case, using similar arguments.

Lemma C.1. Assume that r and b are uniformly continuous, and that v admits bounded continuous
derivatives in x everywhere up to order three. For ∆t > 0, x ∈ Ω, W a Brownian motion and
θ ∈ Θ, we define δcont∆t the continuous temporal difference by,

δcont∆t = (∆t)−1
[
v(x, θk)− γv(X∆t, θ)− r(x)∆t + σW∆t · ∇xv(x, θ)

]
,

where dXt = b(Xt) + σdWt, and X0 = x.

The mean and variance of δcont∆t satisfy,

lim
∆t→0

E[δcont∆t ] = Lv(x, θ), and lim
∆t→0

Var(δcont∆t ) =
σ4

2
tr
(
D2

xv(x, θ)
2
)
.

Proof. In this proof, the dependence of v in θ is omitted. From Itô calculus, we have,

v(X∆t) = v(X0) +

∫ ∆t

0

(
∇xv(Xt) · b(Xt) +

σ2

2 ∆xv(Xt)
)
dt+ σ

∫ ∆t

0

∇xv(Xt) · dWt.

Therefore, the continuous temporal difference satisfies,

δcont∆t = Lv(x) + 1− e−ρ∆t − ρ∆t

∆t
v(x)− e−ρ∆t

∆t

∫ ∆t

0

(∇xv(Xt) · b(Xt)−∇xv(x) · b(x))dt

− σ2e−ρ∆t

2∆t

∫ ∆t

0

(∆xv(Xt)−∆xv(x))dt −
σe−ρ∆t

∆t

∫ ∆t

0

(∇xv(Xt)−∇xv(x)) · dWt.

In the latter equality, the last term has zero mean, the second is convergent to zero and we prove in
the following that the third and fourth are also convergent to zero.

Take g : Ω → R a bounded continuous function (we take g = ∇xv·b for the proof of the convergence
of the third term, and g = ∆xv for the proof concerning the fourth term). We define A as a set of
measure zero such that (Xt(ω))0≤t≤1 is continuous for any ω ∈ ΩX\A (where ΩX is the sample
space of the random process X). For any ω ∈ ΩX\A, Heine’s Theorem states that t ∈ [0, 1] →
Xt(ω) admits a uniform modulus of continuity (which depends on ω), this implies that

lim
∆t→0

1

∆t

∫ ∆t

0

(g(Xt(ω))− g(x))dt = 0.
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We just proved that 1
∆t

∫∆t

0
(g(Xt(ω)) − g(x))dt converges almost surely to zero, moreover it is

uniformly bounded because g is bounded, so by the dominated convergence theorem, we obtain:

lim
∆t→0

E

[
1

∆t

∫ ∆t

0

(g(Xt)− g(x))dt

]
= 0.

As a consequence, we obtain lim∆t→0 E[δ
cont
∆t ] = Lv(x, θ).

Similar arguments imply that

lim
∆t→0

E

[
1

∆t

∫ ∆t

0

|g(Xt)− g(x)|2 dt
]
= 0,

so the only term on the right-hand side of the latter expansion of δcont∆t whose variance does not
vanish at the limit is the last, i.e.,

lim
∆t→0

Var(δcont∆t ) = lim
∆t→0

σ2

∆t2
E



∣∣∣∣∣

∫ ∆t

0

(∇xv(Xt)−∇xv(x)) · dWt

∣∣∣∣∣

2

 . (26)

Using Itô calculus on ∇xv(Xt), we obtain

∇xv(Xt)−∇xv(x) =

∫ t

0

(
D2

xv(Xs)b(Xs) +∇x∆xv(Xs)
)
ds+

∫ t

0

D2v(Xs)dWs.

Let us prove that the first integrable in the latter equality leads to a vanishing term only in the limit
(26). This time, we take g = D2

xv b+∇x∆xv, let us consider the following sequence of inequalities

E



∣∣∣∣∣

∫ ∆t

0

∫ t

0

g(Xs)ds · dWt

∣∣∣∣∣

2

 =

∫ ∆t

0

E

[∣∣∣∣
∫ t

0

g(Xs)ds

∣∣∣∣
2
]
dt ≤

∫ ∆t

0

t2‖g‖2∞dt =
∆t3

3
‖g‖2∞,

Indeed, once we multiply by σ2

∆t2 , this leads to a term of order ∆t which will vanish at the limit
∆t→ 0. Let us consider the only remaining part of the variance,

σ2

∆t2
E



∣∣∣∣∣

∫ ∆t

0

∫ t

0

σD2
xv(Xs)dWs · dWt

∣∣∣∣∣

2

 =

σ4

∆t2

∫ ∆t

0

E

[∣∣∣∣
∫ t

0

D2
xv(Xs)dWs

∣∣∣∣
2
]
dt

=
σ4

∆t2

∫ ∆t

0

∫ t

0

E
[
tr
(
D2

xv(Xs)
2
)]
ds dt

=
σ4

∆t2

∫ ∆t

0

(∆t− s)E
[
tr
(
D2

xv(Xs)
2
)]
ds

= σ4

∫ 1

0

(1 − u)E
[
tr
(
D2

xv(Xu∆t)
2
)]
du,

where the last line is obtained using the change of variable s = u∆t. Using once again the domi-
nated convergence theorem, we obtain:

lim
∆t→0

Var(δcont∆t ) = σ4
E
[
tr
(
D2

xv(x)
2
)] ∫ 1

0

(1− u)du =
σ4

2
E
[
tr
(
D2

xv(x)
2
)]
.

This concludes the proof.

C.2 Similar analysis of the residual gradient method

In this section, we state similar results as Theorems 4.1 and 4.4 while replacing the used algorithm
by the residual gradient method, instead of TD(0). We want to insists that some notations in this
section and the followings will differ from the rest of the article, more precisely, it consists in θ∗, θ∗µ,

(θk)k≥0, (θ̃k)k≥0. Indeed, those quantities are defined using TD(0), while here they come from RG.
Let us start by defining those quantities here.
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The unregularized corrected RG algorithm consists in computing (θk)k≥0 as,

θk+1 = θk − γkδk∇θδk, (RG)

and the µ-regularized corrected RG algorithm consists in computing (θ̃k)k≥0 as,

θ̃k+1 = ΠB(0,M)

(
θ̃k −∇θ

γk
2
(δ∆tk(Xk, X

′
k, θ̃k)

2 − µθ̃k)
)
,

where M is assumed to be a known upper bound of θ∗µ which is defined later as the limit of the
µ-regularized.

Let us define Fµ the RG cost,

Fµ(θ) = EX

[
Lv(X, θ)2

]
+
σ4

2
EX

[
tr
(
D2

xv(X, θ)
2
)]

+
µ

2
|θ|2.

Then, θ∗µ is defined by,

θ∗µ = argminθ∈Θ Fµ(θ).

Similarly, we define F = F0 and θ∗ = θ∗0 . The following theorem is the counterpart to RG of
Theorem 4.1, it concerns the convergence rate of the regularized RG method.

Theorem C.2. Assume H1, H2, H3, µ > 0, γk = 2
µ(k+1) and ∆tk ≤ c/

√
k + 1, for some c > 0

and for any k ≥ 0. The sequence (θ̃k)k≥0 is convergent, and there exists C > 0 such that, for k ≥ 1,

E

[∣∣∣θ̃k − θ∗µ

∣∣∣
2
]
≤ C

µ2k
.

We refer to the proof in the following section C.3.

Then, we state below the counterpart to RG of Theorem 4.4, it concerns the convergence rate of the
unregularized RG method with constant learning step and an averaging method.

Theorem C.3. Assume H1, H2 and H3. and that θ∗ is bounded. If
∑∞

i=0 ∆t
2
i is finite, there exist

C,R > 0 such that, the following inequality holds for γ < R−2, k ≥ 1,

E
[
v(X, θ̄k)− v(X, θ∗)

]
≤ C

γk
+
Cd

k
,

where θ̄k = 1
k

∑k−1
i=0 θi, for k ≥ 1.

If instead we assume that
∑k−1

i=0 ∆t2i ≤ a ln(1 + k) for some a > 0 for any k ≥ 0, then for any

ε > 0 there exists C,R > 0 such that for γ < R−2, k ≥ 0, the latter inequalities are replaced with
the following ones respectively

E
[
v(X, θ̄k)− v(X, θ∗)

]
≤ C

γk
+

Cd

k1−ε
.

The proof consists in repeating the proof of Theorem 4.4, it is even simpler since here all the linear
operators are symmetric.

C.3 Proof of Theorem C.2

Let us start by proving the following theorem on stochastic gradient descent methods.

Theorem C.4. Let f : Θ → R be µ-convex, L-semi-concave, and such that θ∗ = argminθ f(θ)
satisfies |θ∗| ≤ M for some M > 0. For θ0 ∈ Θ, the sequence (θk)k≥0 is defined by induction
using the following projected stochastic gradient descent method,

θk+1 = ΠB(0,M) (θk − γkgk) ,

for k ≥ 0, where γk > 0 is convergent to zero, and
∑

k≥0 γk = ∞, |E [gk|θk]− f ′(θk)| ≤ (1 +

|θk|)εk, εk ∈ R+ is convergent to zero, andE
[
|gk|2

∣∣θk
]
≤ C(1+|θk|2). Then (θk)k≥0 is convergent

in expectation to θ∗, and

E
[
|θk − θ∗|2

]
≤ 4M2e−

µ
2

∑k−1

i=0
γi + C(1 +M2)

k−1∑

i=0

γi
(
γi + µ−1ε2i

)
e−

µ
2

∑k−1

j=i+1
γj .

21



Proof. Up to starting the iterative algorithm from θ1 instead of θ0, we may assume that |θk| ≤M for
every k ≥ 0. For k ≥ 0, let us denote bk = |θk − θ∗|2. We recall that |ΠB(0,M)(θ)− θ∗| ≤ |θ− θ∗|
for any θ ∈ Θ, since θ∗ ∈ B(0,M). This and the induction relation satisfied by θk, imply

bk+1 ≤ E

[
|θk − θ∗ − γkgk|2

]

≤ bk − 2γkE
[
(θk − θ∗)⊤gk

]
+ γ2kE

[
|gk|2

]

≤ bk − 2γkE
[
(θk − θ∗)⊤E [gk|θk]

]
+ γ2kE

[
E

[
|gk|2 |θk

]]

≤ bk − 2γkE
[
(θk − θ∗)⊤f ′(θk)

]
+ 2γkεkE [|θk − θ∗|(1 + |θk|)] + Cγ2kE

[
(1 + |θk|2)

]

≤ bk − 2γkE
[
f(θ∗)− f(θk)−

µ

2
|θk − θ|2

]
+ 2(1 +M)γkεkE [|θk − θ∗|] + C(1 +M2)γ2k

≤ (1− µγk)bk +
µ

2
γkE

[
|θk − θ∗|2

]
+ 4(1 +M2)µ−1γkε

2
k + C(1 +M2)γ2k

≤ (1− µ

2
γk)bk + C(1 +M2)γk(µ

−1ε2k + γk)

≤ e−
µ
2
γkbk + C(1 +M2)γk(µ

−1ε2k + γk),

where we used the µ-strong convexity of f to get to the fifth line, and a Young inequality to obtain
the sixth line. Therefore, we obtain

bk ≤ e−
µ
2

∑k−1

i=0
γib0 + C(1 +M2)

k−1∑

i=0

γi
(
γi + µ−1ε2i

)
e−

µ
2

∑k−1

j=i+1
γj ,

which leads to the desired inequality using b0 ≤ (|θ0|+ |θ∗|)2 ≤ 4M2.

Proof of Theorem C.2. This proof consists in checking that we can apply Theorem C.4, using the
following notations,

f(θ) = E

[
|Lv(X, θ)|2

]
+
σ4

2
E
[
tr
(
D2

xv(X, θ)
2
)]

+
µ

2
|θ|2, and gk = ∇θ|δk|2 + µθk.

Thus, we get,

E [gk|θk] = E

[
∇θ

∣∣∣L(Xk, θk) +R⊤
0,kθk +∆t

1
2

kR
⊤
1,kθk +∆tkR

⊤
2,kθk

∣∣∣
2
]
+ µθk

= E

[
∇θ |L(Xk, θk)|2

]
+ E

[
∇θ

∣∣R⊤
0,kθk

∣∣2
]
+ µθk +∆tkE

[
∇θ

∣∣R⊤
1,kθk

∣∣2
]
+ 2∆tkE

[
∇θ

(
δkR

⊤
2,kθk

)]
.

Then, from Theorem 2.1, we obtain
∣∣∣∣E
[
∇θ

∣∣∣L(Xk, θk) +R⊤
0,kθk +∆t

1
2

kR
⊤
1,kθk +∆tkR

⊤
2,kθk

∣∣∣
2
]
+ µθk − f ′(θk)

∣∣∣∣ ≤ C(1 + |θk|).

This implies that |E [gk|θk]− f ′(θk)| ≤ C∆tk(1+ |θk|). The fact that E
[
|gk|2

∣∣θk
]
≤ C(1 + |θk|2)

is straightforward. Theorem C.4 and the inequalities |θ∗|2 ≤ Cµ−1 and exp



−
k∑

j=i+1

1

j



 ≤ i/k

for k > i ≥ 0, conclude the proof.

C.4 Possible extensions of RG

One important weakness of RG algorithm is the presence of the term σ4

2 EX

[
tr
(
D2

xv(X, θ)
2
)]

in
the definition of Fµ. In this section, we propose four alternatives to remove it. More precisely, we

replace Fµ by F̃µ defined by

F̃µ(θ) = EX

[
Lv(X, θ)2

]
+
µ

2
|θ|2,

and θ∗∗µ is now defined by θ∗µ = argmin F̃ ∗
µ . Similarly, we take F̃ = F̃0 and θ∗ = θ∗0 .
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In particular, Theorems C.2 and C.3 hold with this four alternatives.

Multi-step RG. This algorithm consists in the following induction relation,

θk+1 = θk − γk
(
∇θ|δk|2 + µθk

)
, with δk =

1

nk

nk−1∑

i=0

δ∆tk(Xk,ti , Xk,ti+1
, θk), (MS-RG)

where Xk,0 = Xk and Xk,ti+1
= S∆tk(Xk,ti , ξk,i), for 0 ≤ i < nk and nk ≥ 1 a sequence con-

verging to infinity. The conclusions of Theorem C.2 then hold with γk = 4
µ(k+1) , nk ≥ c−1

√
k + 1,

nk∆tk ≤ c/
√
k + 1, and σk ≤ ck−

1
8 , for some c > 0, for any k ≥ 0. In particular the proofs or the

counterparts to the multistep setting of Theorems C.2 and C.3, are similar to the originals but using
Lemma C.5 below instead of Lemma B.1.

Vanishing viscosities. This algorithm consists in the following induction relation,

θk+1 = θk − γk
(
∇θ|δk|2 + µθk

)
, with δk = δσk,∆tk(Xk, ξk, θk), (σRG)

where δσk,∆tk is δ∆tk where σ has been replaced by σk in (3) and (6). Here, we assume that we may
choose the intensity of the noise, which is only possible when the noise have been added artificially
to a deterministic problem, which is in general interesting for the three following reasons: allowing
exploration, having regular continuous-time solutions and having full-supported invariant measures
of the dynamics.

The conclusions of Theorem 4.1 then hold with γk = 4
µ(k+1) , ∆tk ≤ c/

√
k + 1, and σk ≤ ck−

1
8 ,

for k ≥ 0.

Using mini-batches. Another alternative consists in using mini-batches, i.e.,

θk+1 = θk − γk
(
∇θ|δk|2 + µθk

)
, with δk =

1

Nk

Nk∑

i=1

δ∆tk(Xk, ξk,i, θk), (MB-RG)

where (Nk)k≥0 are the size of the mini-batches. The conclusions of Theorem 4.1 then hold with

γk = 4
µ(k+1) , ∆tk ≤ c/

√
k + 1, and Nk ≥ c−1

√
k, for k ≥ 0.

Changing the law of the noise. Note that the perturbating term from (11) comes from the variance
of a term involving ξ⊤k D

2
xvξk −∆xv. Let us make the simple observation that, in dimension d = 1,

the latter expression is null if ξk is a Rademacher random variable. This argument can be generalized
to dimension d > 1. Since D2v(Xk, θk) is symmetric, we can find P an orthogonal matrix and D a

diagonal matrix such that D2
xv(Xk, θk) = P⊤DP . Therefore, it we can take ξk = P⊤ζk where ζk

is a random vector, each of its coordinate being an independent Rademacher random variable.

Using Donsker’s theorem [13], the random process at the limit is still a Brownian motion even if the
increments before convergence are not Gaussian anymore. However, the weak convergence of the

sequence (mk)k≥0 is slower here: ∆tk is replaced by ∆t
1
2

k (this is a consequence of the central limit

theorem). The conclusions of Theorem 4.1 then hold with γk = 4
µ(k+1) and ∆tk ≤ c/(k + 1), for

k ≥ 0.

C.5 Counterpart to Lemma B.1 in the multi-step setting

Lemma C.5. There exists C > 0 such that, for any (x, θ) ∈ Ω × Θ, n ≥ 1, 0 < ∆t < 1
n and

ξ = (ξi)0≤i<n independent normally distributed random variables with zero mean and identity

covariance matrix, we have
∣∣E
[
|δn∆t(x, ξ, θ)|2

]
− Lv(x)2

∣∣ ≤ C
(
1 + |θ|2

) (
n−1 + n∆t

)
,

∣∣E
[
∇θ|δn∆t(x, ξ, θ)|2

]
−∇θLv(x)2

∣∣ ≤ C (1 + |θ|)
(
n−1 + n∆t

)
.

Proof. Taking X0 = x and Xti+1
= S∆t(Xti , ξi) for 0 ≤ i < n, we obtain

δn∆t(x, ξ, θ) =
1

n

n−1∑

i=0

δ∆t(Xti , Xti+1
, θ). (27)
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Let us do the expansion of Lv(Xti) around x up to order two,

Lv(Xti ) = Lv(x) +∇xLv(x) · b̃+
∫ 1

0

(1 − s)̃b⊤D2
xLv

(
x+ sb̃

)
b̃ds,

where b̃ =
∑i−1

j=0

(
b(Xtj , u(Xtj ))∆t+ σ

√
∆tξj

)
. The latter equalities and Lemma B.1 imply

δn(x, ξ, θ) = L(x)+σ
2

2n

n−1∑

i=0

(
∆xv(Xti)− ξ⊤i D

2v(Xti)ξi
)
+

1

n
√
∆t

n−1∑

i=0

[
(n−1−i)σ∇xLv(Xti)·ξi

+ ρσ∇xv(Xti) · ξi −
σ

2
b(Xti , u(Xti))

⊤D2v(Xti)ξi −
σ3

6
d3xv(Xti)(ξi, ξi, ξi)

]
+Rn

∆t(x, ξ, θ),

with E

[
|Rn

∆t(x, ξ, θ)|
2
]
≤ C(1 + |θ|2)(n−1 + n∆t)2. We conclude by taking the expectation of

the square in the latter equality and using the independence of (ξi)0≤i<n.
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