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Abstract

This paper deals with solving continuous time, state and action optimization problems in
stochastic settings, using reinforcement learning algorithms, and considers the policy evalua-
tion process. We prove that standard learning algorithms based on the discretized temporal
difference are doomed to fail when the time discretization tends to zero, because of the
stochastic part. We propose a variance-reduction correction of the temporal difference, lead-
ing to new learning algorithms that are stable with respect to vanishing time steps. This
allows us to give theoretical guarantees of convergence of our algorithms to the solutions of
continuous stochastic optimization problems.

1 Introduction

Most of the literature in reinforcement learning (RL) is dedicated to the discrete setting in time.
Given a state set {2 and an admissible action set U, it aims at finding an action function u : Q — U
maximizing the cumulative reward R(u) defined by

(1.1) R(u) = E[Zyir(azi,u(:ﬂi))}, with z;1 = b(z;, u(z;)),
=0

where v € (0,1) is the discount factor, r :  x Y — R is the instant reward function, z; € Q is
the state at time 4, and b :  x U — 2 represents the dynamics. Depending on the set-up, the
functions 7 and b might be fully or partially known, deterministic or stochastic.

A standard starting point for solving the latter discrete optimization problem consists in
introducing the value function V% : Q3 — R, for a specific action function u, defined by

Vi(r) = E[iyir(azi, u(:vl-))‘:co - x] .

Reinforcement learning is often used to approximate solutions of continuous problems, using
time discretization. The discretization error has already been studied in the deterministic set-up
(Dayan and Singhi, 1996; Doya, 2000; [Lutter et al., [2021)). However, the generalization to the
stochastic case is in general missing. This is what we propose to do here. Let us introduce
a stochastic continuous counterpart to the discrete formulation. The state is now denoted by
(Xt)te[0,00), @ random process in © which satisfies the following stochastic differential equation
(SDE),

(12) dXt == b(Xt, U(Xt))dt + O'(Xt, U(Xt))th,



where W is a d-dimensional Brownian motion and o is a matrix-valued function. The continuous
value function is defined by (with p > 0 the continuous discount factor):

(1.3) Vi(r) = E[/OOO e_ptr(Xt,u(Xt))dt‘Xo - x]

Iterative algorithms based on value functions or similar concepts are known as generalized policy
iteration (GPI) methods (Sutton and Barto, [2018). They consist in alternating two interactive
updates: the policy evaluation and the policy improvement. In the present work, we focus on
the policy evaluation process. It consists in computing an approximation of the value function
V¥ defined in (L3)), assuming that we can access u(x) for any given z € €.

Concerning the policy improvement process, which will not be treated in the present work,
it consists in changing the policy in order to increase the cumulative reward. For instance, using
dynamic programming given an approximate value function V', an admissible policy update
consists in computing u defined by the following closed form:

u(x) = argmax, gy {r(az,u/) +b(z,u) - Vo V(x) + %tr (<O‘O‘T) (CC,UI)ngV(CC)) }

More classical results on stochastic control theory are given in Section 2l Alternatively, if the
model is not known, it is not possible to compute the latter control function, and one may use
for instance an actor-critic method (Konda and Tsitsiklis, 2000).

The simplest idea to approximate the solution of such an infinite dimensional optimization
problem is to discretize the continuous dynamics and rewards with respect to time with a suf-
ficiently small time step At > 0. The simplest discretization scheme is the Euler-Maruyama
scheme (Kloeden and Platen), [1992), that we adopt here for simplicity (however the arguments
of this work extend straightforwardly to higher-order discretization schemes),

(14) Xti+1 = SAt(Xtiaé.’i) = Xti + At b(thau(th)) + \/A_ta(Xti,u(Xti))gi,

where Sa; is the step operator, t; = iAt for i € N, and (§);>0 are independent normally
distributed random variables with mean zero and covariance identity. For readers who are
not familiar with Brownian motion, when At tends to zero, the fact that during a single
step the drift Atb in (L4) becomes negligeable with respect to the magnitude of the noise
VAto€, may seem surprising. However, this is necessary for the cumulative noise (defined by
Dist. t<t;<t! VALe (X, u(Xy,))& for 0 < t < ') not to vanish at convergence because of the law
of large numbers. Then, a Brownian motion is simply a continuous limit of the latter discrete
noise processes. This remains if (&;);>0 are not Gaussian random variables, as long as they are
independent centered random variables with bounded variances, as a consequence of Donsker’s
theorem (Donsker, 1951).

1.1 Motivating examples

The specific form of the noise being motivated in the previous paragraph, we now motivate it by
presenting a list of three classes of models for applications:

C1 stochastic models of the form of (2] with an intrinsic noise,

C2 deterministic models with linear dynamics with respect to the controls, and an artificial
noise added for exploration, regularization or for smoothing the control (Le Lidec et all,
2021)).

C3 stochastic models of the form of (I.2]), with linear dynamics with respect to the controls,
and an artificial noise.



For the first class of models[C1], the noise is part of the model and cannot be tuned. The last two
classes seem more interesting in the framework of RL, and more specifically in the theoretical
study of the exploration/exploitation trade-off. In class[C2l the dynamics has the following form,

(1.5) %xt = A(xy)u(zy) + B(zy),
where A and B are respectively matrix-valued and vector-valued functions. Then, in order to
encourage exploration, instead of choosing a deterministic control function (being greedy with
respect to some criterion), one generally adds noises in the choice of u. Gaussian noises are
often considered in discrete dynamics because of their simplicity to sample, or because they are
the minimizers of some entropy-relaxations of the optimization problems (see Wang et all (2020)
for instance). Therefore, at least at the discrete level, it is natural to change w into its noisy
counterpart u + o(x,u)&; /v/At. This leads to the following dynamics,

Xti+1 = Xti + At (A(th)u(th) + B(th)) + \/EA(Xti)O-(thu(Xti))gi,
which admits a similar form as ([4]) with Ao replacing o. This time, the noise is tunable and a
particular interesting regime consists in letting o tends to zero. The class consists in a mix
between the two other classes, we also get a similar discrete dynamics as (IL4]) with o replaced
by Aot + Oint, where o, and oy are the artificial and intrinsic noises respectively. The noise
is tunable in some measure but the regime ¢ — 0 is in general prohibited.

1.2 Temporal differences and variance-reduction corrections

Coming back to the general case of a discretized optimization problem with dynamics given in
(C4), we are facing a problem in a similar form as (LIJ), where b in the discrete problem is
replaced by Atb+ ov/At€, r is replaced by Atr, and v = e ?2t. Coupling this with function
approximation, we introduce the parametrized learnt value function v(-, ), for § € © and © the
set of admissible parameters. This leads to define the rescaled temporal difference as

(1.6) oae(Xp, &, 0) = (A) 1 (0( Xy, 0) — Y0(Sar(Xe,, &), 0) — (X, u(Xy,))At),

where the normalization constant (At)~! is chosen in the latter definition because E[da;] is
convergent to its continuous counterpart when At tends to 0. Choosing a different order of
magnitude in the normalization constant would be pointless as it leads to a convergence in
average to zero or infinity.

At least heuristically, we get the following Taylor expansion of Sa¢ when At — 0,

dar = (A1) [0 — (1 — pAY) <v + Voo  (Ath + VALoE) + AthaT(ng)ag) ~ At 7"] +o(1)
= pv—Vou'b— (At)—%vmﬂag — o (D2v)oé — 1+ 0(1),

where we omitted the arguments in the functions 5~At, v, b, 0 and r, to simplify the notations.
One may notice that the third term in the right-hand side of the latter equality has zero mean
when ¢ is a centered random variable, but its variance is of order At~!. We thus obtain that
any RL algorithm based on such a temporal difference is doomed to fail when At — 0 because of
the latter variance tending to infinity. Our first contribution consists in proving this claim in the
particular cases of the residual gradient method (Baird, [1995), and TD(0) (Sutton, [1988). We
are confident that similar conclusions hold for other algorithms such as exponential eligibility
trace TD(\) (Sutton, 1988), Q-learning, actor-critic, and other algorithms based on the temporal
difference.

Our second contribution is to propose a correction to the temporal difference; it consists in
adding an additional term to the rescaled temporal difference to overcome the difficulties above.



More precisely, we define the rescaled corrected temporal difference as

ont = (At)_l (U(Xti ) 6) - VU(SAt(thgi)? ‘9) - T(thu(Xti))At + ZAt(Xti ) gia 6))7

1 here Zne(Xt;,&,0) = VAV 0( Xy, 0) T o( Xy, u(Xe,)) e
This allows us to propose two adaptations of the residual gradient algorithm (and three more in
Section [4]), and one of TD(0), and prove that they all converge to a desired continuous solution.
We refer to the additional term Za; as the variance-reduction term. This terminology is
due to the facts that the conditional expectation with respect to Xy, of Za; is equal to zero,
and that the variance of 6~At is of order (At)_l while the variance of da¢ is uniformly bounded.
The use of the letter Z for the notation comes from its continuous counterpart appearing in the
backward stochastic differential equation (BSDE) point of view of the optimal control problem
(see [IPham et all (2021)) for instance). Here, to compute Z, we assume that we can access
VAto¢; this makes the algorithms presented in this work being model-based. Alternatively, we
may assume that only b can be accessed, and we compute Z by the following characterization,

Zae(Xt;,€00) = Zar( Xy, Xtgor 1 0) i= (Xepay — Xty — b(Xyp, u(Xy,))At) - Voo (Xy,, 0).

One may notice that the noise does not have to be normally distributed in the latter formulation.
Therefore, the arguments in this work can easily be extended to other noise distributions.

It is also possible to extend our algorithms to be model-free by learning Za¢/ V/At instead
of computing it. Examples of such learning algorithms may be adapted from the survey of
Pham et all (2021) on learning approximations of solutions of backward stochastic differential
equations.

1.3 Related works

Continuous-time reinforcement learning started with the seminal work of [Baird I11 (1993), who
proposed a continuous-time counterpart to (J-learning; it was later extended by [Tallec et al.
(2019). From a different perspective, Bradtke and Duff (1994) extended classical RL algorithms
to continuous-time discrete-state Markov decision processes. Then, using deterministic dynam-
ics given by ordinary differential equations (ODE), and based on the Hamilton-Jacobi-Bellman
(HJB) equation, [Doya (2000) derived algorithms for both policy evaluation and policy improve-
ment. This deterministic approach of continuous-time RL has then be explored recently by
Lutter et all (2021); [Yildiz et al! (2021). In order to balance between exploration and exploita-
tion, Wang et al) (2020) added an entropy-regularization term to a similar continuous optimiza-
tion problem, they concluded that Gaussian controls are optimal for their relaxed problems,
leading to a similar SDE system as the one studied in the present work.

One novelty of the present work is that we prove convergence results with explicit convergence
rates of stochastic iterative methods to approximating solutions of the optimization problem in
the stochastic continuous set-up. Those convergence results may be compared to standard results
on RL algorithm, see Bellman (1966); Kirk (1970) for TD(0), and Baird (1995) for the residual
gradient algorithm. The techniques in the proof (especially concerning the fast-convergence
results in Section B.3]) are adapted from the literature on stochastic gradient descent methods
(Polyak and Juditsky, 1992; Bach and Moulines, 2013) to the non symmetric setting.

1.4 Summary of contributions

Our first contribution is to give theoretical evidences that learning methods based on the temporal
difference, are not adapted to high-frequency optimization. More precisely, those methods are
doomed to fail when applied to the discretization of a continuous stochastic problem, when we let
the discretization step tends to zero. This claim is made clear by the first equality in Lemma 2.3]



in Section 2.2] where it is shown that the variance of the standard rescaled temporal difference
tend to infinity, making learning impossible.

Our second contribution consists in proposing a correction to the temporal difference, based
on the Taylor expansion at a neighborhood of the continuous problem when the time step tends
to zero. Namely, the variance of the corrected rescaled temporal difference stays bounded at the
limit, see the second equality in Lemma 23]

Our third contribution is to prove the convergence of adaptations of well-known algorithms,
TD(0) and the residual gradient method, which do not hold without the variance-reduction
correction. First, using usual decreasing learning steps and relaxation parameters, we prove
standard convergence rates for our algorithms, see Theorem in Section Second, without
relaxation and with constant learning step, we prove a convergence result using a Polyak-Juditsky
averaging method, see Theorem B.3] in Section B3l Our rate of convergence, of order 1/k, is
analogous to the optimal rate of convergence of stochastic gradient descent methods without
strong-convexity assumptions.

2 Policy evaluation with the variance-reduction term

We recall that this work focuses on the policy evaluation process. Therefore, u is a fixed control
function, and v(+,#) is the learnt value function approximating V*. From now on, for simplicity
of the notations, we assume that o is a constant positive real number. It is straightforward to
extend all the results proved here to the case where we take o a matrix-valued function such
that oo > o21,.

2.1 Short review of the continuous problem and boundary conditions

The value function V¥ defined in ([.3]), satisfies the following partial differential equation
(Bellman, [1966)

o2
(2.1) LV (x) = pV¥(x) — EAJCV“(QU) - V,.V¥% =) b(z,u(x)) —r(z,u(z)) = 0.

Up to now we intentionally omitted to mention the boundary conditions on the state space.

In the following, we will make the simplifying assumption that the state space is the d-
dimensional torus, defined as the hypercube [0,1)¢ with periodic boundary conditions, i.e.,
Q =T = R?/Z%. Indeed, the choice of the boundary conditions is in general a difficult problem
for continuous state settings, especially when considering PDE-based model, like here with (21).
More precisely, here, we need them to allow the existence of stationary measures for the continu-
ous and discrete dynamics, and we need a priori estimates on the continuous stationary measure
m (more precisely, we need a uniform bound on V, Inm, see Lemma[B.3]in the Appendix). In an
attempt to separate difficulties, and to stay focused on the main ideas, we prefer to only consider
the torus, where these requirements are easily met, rather than overwhelming the readers with
unnecessary technical difficulties due to boundary conditions. See Remark below, for some
insights on how to extend our results to other domains.

Classical results on second-order elliptic equations imply that if we find a candidate function
V such that LV is small, then V and V" are close to each other. For instance, see the follow-
ing lemma.

Lemma 2.1. Assume that v and b are uniformly bounded on the graph of w. There exists a
constant C > 0 such that if V€ H*(Q;R), then we have

IV = V¥l < ClILV ]

The proof consists in: first, applying the maximum principle (see Evans (2010), Section 6.4,
for instance) to get ||V — V¥|| . < p~1[|LV]|.; second, using Theorem 8.12 from|Gilbarg and Trudinger



(2001) which yields the desired inequality. More elliptic results, either on weak or strong deriva-
tives, are presented by [Ladyzhenskaia and Uraltseva (1968); Krylov (1996).

Regarding Lemma [2.1] an alternative, that will not be investigated here, is to try to minimize
the residual of £(+,0) by learning (Lagaris et al., 1998; [Rudd, [2013; |Sirignano and Spiliopoulos,
2018). Here, we prefer to use the temporal difference instead, in order to make links with usual
reinforcement learning algorithms, and to avoid computing second-order derivatives which may
be large for high-frequency parametrizations.

Let us mention for later use, that the stationary law m € P(R?) of the continuous dynam-
ics (L2) satisfies the following PDE,

o2
(2.2) - EAmm — div(b(z, u(z))m(z)) = 0.

This may be seen as the dual equation to the homogeneous counterpart of (2Z.1I).

Remark 2.2. Let us gives some hints to extend the present results to other state spaces or
boundary conditions. The case Q = R? is more involved than the torus, but a simple case, to
get some insights, consists in taking a drift function deriving from a potential, i.e., b(x,u(x)) =
V.U (x) for some U. In this case, there exists a stationary probability measure of the continuous
dynamics if Z = [, e 2U@)/9* 4z s finite, given by m = e 2U/7” /Z. Moreover, here, V,In(m)
is bounded if and only if VU is bounded. This simple example emphasizes the fact that, for R%,
some restrictions should be satisfied for the results to hold, for instance that the drift function
should be bounded and pointing out in the direction of a compact subset of R, with sufficient
magnitude.

Alternatively, one may be interested in considering Q as a smooth bounded subset of R® with,
for instance, Dirichlet or Neumann conditions (Evans, |2010). In this case, other restrictions
appear, but we also believe that our results may be adapted up to making additional assumptions.

2.2 First results on the asymptotic behavior of standard algorithms

Let us start with the residual gradient algorithm (Baird, 1995). It consists in learning to minimize
the mean of the square of the temporal difference by a standard stochastic gradient descent
method. The variance of the latter quantity can be decomposed in two terms in the following
way,

(23)  Exe USAt(X,g,e)ﬂ — Ey {Eg [SAt(X,g,H)‘X} 1 Y Ex [varf (&AX,&,H)‘X)]J.

~
perturbating term

Bellman error

A similar formula holds when ¢ is replaced by §. The asymptotic behavior of the terms inside
the expectation Ex, at fixed x, is characterized in the following lemma.

Lemma 2.3. Assume that r and b are uniformly bounded on the graph of u, and that v admits
bounded continuous deriatives in x everywhere up to order two. Let & be normally distributed
with mean zero and covariance identity. The means and variances of § and § satisfy

. ~ - . = 2 2
Al}fr_r)loEg[éAt(x,f,H)]—EU(&U,H), and Alg_r)loAtVarg(éAt(x,f,H))—a |Vau(z,0)]”,

4
. , o
Alér_r}O Ee¢[oa(x,€,0)] = Lo(x,0), and Al;r_r}lo Varg (0at(x,€,0)) = Etr (D2v(z,0)%) .

The proof is straightforward, using a similar expansion as the one proved in Lemma [B.1l below
in the Appendix, but only up to order two instead of order four, and Lemma [B.6] also in the
Appendix.



Passing to the limit At — 0 in (2.3]), we obtain

+ oo if v(+,0) is not constant,

24 E[(oC +r(X, u(X)))?] it v(,0) = C.

~ 2
JimBo [ e o] -

The latter formula yields our first contribution for the residual gradient: when At tends to zero,
the perturbating term in the decomposition (2.3)) totally overwhelms the Bellman error and the
only approximations that can be learnt are constant functions.

The same arguments used on ¢ implies,

4
(2.5) Jlim Eqxg) [1086(X,€,0)1°| = Ex [£o(X,0)2] + T-Ex [ir (D20(X,0)?)]

In this case, learning is possible even if we see an additional term appearing on the right-hand
side. Comments on this additional term and its regularizing effect, and alternatives, are presented
in Section 2.3l

Now let us pass to TD(0); it consists in making step in the direction Vyv with § as the
probing signal, i.e.,

0 0+ voa:(X,€,0)Vou(X, ),

where v > 0 is the learning rate. Similar decomposition and analysis of the asymptotic behavior
as in (23)) and Lemma 23] respectively, yield

T o 2 2
Var (6AtV9v> ~ Var (LvVyv) + EE [|va| |Vou| ] ,

where the arguments of v and Lv are (X,6) and the ones of § are (X,&,6). This implies the
rest of our first contribution, for the case of TD(0). Indeed, learning is impossible at the limit
At = 0 because the variance of the update becomes infinite (except if |V,v||Vgv| is uniformly
equal to zero which does not seem likely to happen for a large class of functions v).

Repeating the same arguments for § instead of g, we obtain

4
. o 2
Al}glOVar (6AtVgv) = Var (LoVgv) + EE [tr ((D2v)?) | Vv ] .

Therefore, the latter variance stays uniformly bounded when At tends to zero and learning
remains possible even at the limit.

2.3 Description of algorithms

To define our learning algorithms, we assume that we access a sequence of observations (X, £k )x>o0-
Those observations are assumed to be independent, moreover for k > 0, & is normally distributed
with mean zero and covariance identity, and X, is distributed according to my, the stationary
distribution of the discrete dynamics ([4]) with time step Aty > 0. The sequence (Aty) is
assumed to be nonincreasing and convergent to zero. In a sense that will be made clear in Theo-
rem 3.1l below, (my)r>0 is weakly convergent to m, the stationary distribution of the continuous
dynamics satisfying (2.2]).

In the following, we will have some use of the limiting stochastic processes, therefore we
introduce X and £ two random variables, independent from all the random variables used in the
learning algorithms, with laws m satisfying (Z2]) and N(0, I;) respectively.

The TD(0) algorithm is defined through the following sequence of parameters

(TDo) Or+1 = O — V(O (Xy) + pby), with 6 = 0as, (X, &ks Ok) ,



where p > 0 is a relaxation parameter. Then, we define the residual gradient algorithm by the
following sequence,

(RG) Ort1 = O, — v (Volok|” + pby) . with 6 = das, (X, &k Ok) -

When p = 0, the latter algorithm can be viewed as a stochastic gradient descent method to
reduce the right-hand side of (ZXI). This right-hand side consists in two terms, the first one
being the Bellman error and the second one being an additional term. This additional term
penalizes functions with high derivative norms, consequently, it may be viewed as a regularizing
term. In some sense, this has a similar effect as taking p > 0. This motivates our interest in
Algorithm (RG] even if if it should not converge to the minimizer of the Bellman error even
when p = 0.

Let us propose another algorithm, also based on residual gradient, which will converge to the
minimizer of the Bellman error, without additional term. More precisely, this third algorithm is
the multiple-step counterpart to (RGJ), i.e.,

' 1 nE—1
(MS-RG) Ok1 = Ok — i (Volor|* + pby) , with 6, = - > oan (Xe, nir On),
1=0
where X3 o = Xy and Xy, = Sag (X4, &ki), for 0 < i < ny and ngp > 1 a sequence
converging to infinity. Three other alternatives converging to the minimizer of the Bellman error

are presented in Section A1l
Let us define F' as the criterion to minimize when using (RGl) or (MS-RG)), by,

E [wv(x,a)ﬁ] + %411-3 [t (D20(X,0)%)] + g|9|2 for (BT,

E [ICo(X,0)]] + g|9|2 for (MSRG).
Therefore the natural candidate for the convergence of the residual gradient algorithms is 0%, =

argmingcg F(6). In particular, using F(6%,) < F(0), we obtain £|0%.[* < E [|r(X)[?].
Concerning Algorithm (TDQ), the natural candidate for convergence is 6%, satisfying:

(2.7) E [pLv(X,07p)] = —pb7p-

This may be rewritten (uly+ H )05, +b =0, with H = E [p(X)Lp(X) "] and b = E [r(X)p(X)].

Using the fact that the symmetric part of H is positive (see Lemma [B.3in the Appendix below),

we got ulfpl? < (05p) " (uly+ H)6py < [b]|65-p|. which implies (85| < i~ [E [r(X o (X)]]|.
Let us introduce the projected counterpart of the latter three algorithms,

(2.6) F0) =

(P-TDO) Ort1 = 1B (O — v (Oro(Xk) + pby)), with 6 = dae, (Xi, &k Ok)
(P-RG) Oks1 =T (O — v (Volok|* + k) . with 6, = da, (Xk, &k, Ok) ,
' 1 nkfl
(P-MS-RG) 041 =1p (0 — v (Voldk|* + ubi)) , with 6 = o Z Oty (Xk,tir Ekyis Ok),
=0

where B is a compact ball of R% centered at zero and containing 07 p or 05 according to the cho-
sen algorithm (for instance, the radius may be p~! [E[r(X )¢ (X)]| for (P=TDQ), or \/2u L E[|r(X)|?]

for (P-RG)) and (P-MS-RQ))).

3 Main results

3.1 Assumptions

Since the control u is fixed, in this section, we omit the dependence of r and b in their second
argument. We say that a function is C* for £ > 1 if it admits continuous and bounded derivatives
up to order £. Let us make the following assumptions:



H1 The function v is linear with respect to 6, more precisely the set of parametrized functions
is Vo= {z—v(z,0) =0"¢p(x),0 € O} for ¢ : @ — R¥, and © = R% for some dy > 1.

H2 The functions r and b are C*.

H3 The feature vector ¢ is C°.

The first assumption, [H1] is common in the theoretical literature (Polyak and Juditsky, 1992;
Tsitsiklis and Van Roy, 1996; Bach and Moulines, 2013), since very little is known about theo-
retical guarantees in the non-linear case. It is also common to assume some regularity on both
the functions of the model, i.e., b and r, and the feature vector ¢, like in Assumptions [H2] and
[H3l

Here, the highest needed orders of regularity come from the fact that the observations (X )0
are not distributed according to m the stationary measure of the continuous dynamics (L2). If
they were, [H2] and [H3] could be relaxed: it would be sufficient to assume that r and b are only
bounded, and that ¢ is C* (so that we can still use Lemma [B.] from the appendix).

However, here, we assume that (Xj)i>o are distributed through (my)g>0, the stationary
measures of its discrete dynamics (L)) with (Atg)r>0 as time step, respectively. Consequently,
we need to apply the following theorem on the weak convergence of (my)i>0, with functions r,
b, v and its derivatives up to order two. This motivates Assumptions [H2] and [H3l

Theorem 3.1 (Theorem 14.5.1 from Kloeden and Platen (1992)). For f € C*(Q;R), there eists
C > 0 depending only on the C*-norm of f such that |E[f(Xz) — f(X)]| < CAty.

3.2 Simple convergence results with relaxed algorithms and decreasing learn-
ing steps

This section may be thought of as a warm-up for the next one. We prove convergence of the
projected algorithms with g > 0. This allows to keep the proofs simple and easy to compare
with the literature. In particular, we use the common decreasing assumption on the learning
step, i.e., that it is proportional to 1/(u(k + 1)), and we obtain the usual convergence rate in
1/k.

Depending on which algorithm is used, we assume that there exists ¢ > 0 such that,

H4(P-TDO) p >0, v = ﬁ and Aty < c¢/Vk+1, for k> 0.

H4(P-RG) p >0, v = ﬁ and Aty < c¢/vk+1, for k> 0.

H4(P-MS-RG) >0, v = ﬁ, nk > ¢ "Wk +1 and niAty < ¢/VE + 1, for k > 0.

Theorem 3.2. Assume [H1l, [H2], [H3l and [H4(P-TDO)| or H4(P-RG)| or H4(P-MS-RG)|
The sequence (O)r>0 is convergent, and there exists C > 0 such that, for k > 1,

C
0, — 05,17 < (14 2)—
0k — 07p|” < (1+p )Mgk

C

Op — Ooa> < (14 p 1) —

where the first line corresponds to TD(0) and the second to residual gradient methods. Moreover,

if we assume that |05, < C (resp. |0hq| < C), then we can remove the term (1 + u=2) (resp.
(14 p~Y)) in the first (resp. second) line.

The factor 1/u? in the latter theorem is a consequence of the decreasing learning steps being
proportional to 1/u. Under an averaging method, with the same sequence of learning steps, we
would still get a factor 1/u. This motivates the next section, where we still get convergence even
with p = 0.



3.3 Averaging method with constant learning step and no relaxation

In this section, we use the Polyak-Juditsky averaging method, see [Polyak and Juditsky (1992),
to accelerate the convergence of the TD(0) algorithm. In the same spirit as the results from
Bach and Moulines (2013), we obtain optimal convergence speed with constant learning step
and without relaxation assumption, i.e., 4 = 0 and no projection map used. Therefore, following
(21), the potential limit 63, satisfies

(31) H,CU(,H:}D) = 0’
where II is the L?(m)-orthogonal projector onto Vg.

Theorem 3.3. Assume[HI], [H2l and[H3l and that 0%, is bounded. If Y22 At? is finite, there
exist C, R > 0 such that, the following inequality holds for v < R72, k > 1,

. O, Cld+u(HHT))

B (00X, Bh) — v(X,05p)] < S COHIHHT),
i . c od
E[’U(X,ak)—’l}(X,eRG)] S%—F?,

where the first inequality happens with TD( 0) and the second with the residual gradient methods,
kzk 191,f07’1<5>1 and H =E [p(X ]

]f instead we assume that Zf OlAtQ < aln(l + k) for some a > 0 for any k > 0, then for
any € > 0 there exists C, R > 0 such that for v < R72, k > 0, the latter inequalities are replaced
with the following ones respectively

-7
E [v(X,0k) — v(X,05p)] < % Gl A )),

kl—e
_ . c  od
E [U(X, ak) - U(X, GTD)] S _k; + k;1*€ .

The proof is adapted from Bach and Moulines (2013) with the extra difficulties that the
linear operator applied to 6 in (TD0), (RG) and (MS-RG)) are different for any & > 0, it is not
symmetric in the case of (TDQ), and its symmetric part has no interesting properties (only the
symmetric part of the expectation of its limit when k& — oo have useful properties). Moreover,
our sequence of stochastic estimators have vanishing biases that introduce new terms to bound
in the proof, this leads to the necessity to add assumptions on ), At?.

4 Possible extensions

4.1 Alternatives to the multiple-step residual gradient method

In this section, we present three residual gradient algorithms that are alternatives to the multi-
step method (MS-RG)) in the sense that they converge to the same minimizer as (MS-RG)). In
particular, Theorems and [3.3] hold with this three alternatives.

Vanishing viscosities. This algorithm consists in the following induction relation,
(0RG) Ok1 = Ok — i (Volor|” + p6r) , with 6 = 85, Aty (Xi ks Ok),

where d5, At, 1S dar, where o has been replaced by oy in (L7) and (L4]). Here, we assume that
we may choose the intensity of the noise, i.e., oy, Wthh is only possible for Class [( . The
conclusions of Theorem then hold with ~;, = u(k‘+1) Aty < ¢/vVk+1, and o} < ck™ 8 for
k> 0.

10



Using mini-batches. Another alternative consists in using mini-batches, i.e.,

N,
: 1
(MB-RG) Or1 = Ok — 1 (Voldr|* + b)) , with & = i > oan, (Xk, ks O),
i=1

where (Ng)i>o are the size of the mini-batches. The conclusions of Theorem then hold with
Tk = —u(/ﬁkl)’ Aty <c¢/vVEk+1, and N > Wk, for k> 0.

Changing the law of the noise. Note that the perturbating term from (23] comes from
the variance of a term involving f;;ngUfk — Agv. Let us make the simple observation that,
in dimension d = 1, the latter expression is null if & is a Rademacher random variable. This
argument can be generalized to dimension d > 1. Since D?v(X},6;) is symmetric, we can find P
an orthogonal matrix and D a diagonal matrix such that D2v(X},0;) = PTDP. Therefore, it
we can take &, = P (;, where (} is a random vector, each of its coordinate being an independent
Rademacher random variable.

Using Donsker’s theorem (Donsker, [1951), the random process at the limit is still a Brownian
motion even if the increments before convergence are not Gaussian anymore. However, the weak

1
convergence of the sequence (my)x>0 is slower here: Aty is replaced by At? (this is a consequence
of the central limit theorem). The conclusions of Theorem then hold with ~; =
Aty <c¢/(k+1), for k> 0.

4
hET) and

4.2 Non-vanishing time steps

In practice, we never iterate until convergence, and the algorithms are stopped after a certain
number of iterations are computed, or after some threshold is reached. Therefore, we never really
consider the case At — 0.

Consequently, an interesting different setting consists in considering non-vanishing time steps.
In this section, we consider (Aty)r>0 to be constant and equal to some At > 0. Classical results
of convergence of TD(0) and residual gradient methods apply here to state similar results as the
one proved in the present work. However, the constants in the rates of convergence of the latter
classical results will depend on At. Typically, those constants will tend to infinity when At tends
to zero.

Here, we can do better by extending the results of the vanishing setting to the non-vanishing
setting. Namely, if At is small enough, i.e., At < Aty for some Atg > 0, the results of Sections
and [B.3] hold with constants independent of A¢. This extension is justified because all the
inequalities and arguments needed to prove the original results, hold for small At up to changing
a little bit the associated constants, using Theorem [3.11

5 Discussion

In the present work, we proved that standard reinforcement learning method based on the tempo-
ral difference are not adapted to solve continuous stochastic optimization, nor their discretizations
using small time-steps. We proposed a correction to the temporal difference, in order to overcome
the latter problem and obtain robust algorithms with respect to vanishing time steps. We proved
two types of convergence results of our algorithms. The first ones consisting in the counterparts
of simple standard convergence results, they are easy to compare with the literature. The second
ones, might be seen as the analogous to some state-of-the-art convergence results of stochastic
gradient descent without strong-convexity assumption.

After this work on the policy evaluation process, the natural next step is to make an analysis of
the policy improvement process, in order to get entire algorithms converging to an approximation
of the minimizer of a stochastic continuous optimization problem.

11



Furthermore, we would like to study the model-free counterparts of the algorithms studied
here. Indeed, our algorithms rely on the assumption that we can observe the noise of the
dynamics (or at least the drift), they are model-based, which may be limiting for some models
in reinforcement learning. Making our algorithms be model-free is possible by learning the
correction in the same time as the value function.

Other extensions would be worthy of future works. The convergence rates in in Section
are independent of the dimension of the parametrized space, therefore, they might be extended
to infinite dimensions. These results still rely on the linearity assumption, so natural candidates
that we would like to investigate are reproducing kernel Hilbert spaces.
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A Proof of the main results

Here, C'is a constant that can change from line to line and is independent from (v4)k>0, (0k)r>0
and p.
A.1 Proof of Theorem with residual gradient methods

Let us start by proving the following theorem on stochastic gradient descent methods.

Theorem A.1. Let f : © — R be p-convex, L-semi-concave, and such that 6* = argming f(6)
satisfies |6*| < M for some M > 0. For 6y € ©, the sequence (0x)r>0 is defined by induction
using the following projected stochastic gradient descent method,

Or+1 = o) (Ok — Ykk) »

for k >0, where vx > 0 is convergent to zero, and 3 ~ovk = 00, |E[ge|0k] — f'(0k)] < (1 +
|0k])ek, ex € Ry is convergent to zero, and E [|gk|2|9k] < C(1+4|0k?). Then (0x)k>0 is convergent
in expectation to 6%, and

k—1
E Uek . 0*’2] S 4M2e*%2§;01% + C(l + M2)Z’YZ (’YZ +M71€2) efng;ilﬂ 'Y]'.

7
1=0

Proof. Up to starting the iterative algorithm from 6; instead of 6y, we may assume that |0;| < M
for every k > 0. For k > 0, let us denote by, = |0 —0*|*>. We recall that [IIgg ar)(0) —0*] < [0—0"]
for any 6 € ©, since 0* € B(0, M). This and the induction relation satisfied by 6y, imply

b1 < E (16 — 6" — ’Ykgkﬂ
< g — 2%E :(ak - 9*)T9k] +RE [|9k|2]
< b — 234 [ (0 — 0°)E [gx|64]] + 17 [E [Igw[? 6]
< b= 2%E [(B — 67)T 1(00)] + 2k 10 — 0°1(1 + 104])] + CAZE [(1 + 104 )]
)

< by — 20E [0%) — F(00) — 516k — 0] + 201 + M)merB 16 — 671] + C(1 + M?)32

< (1 — py)bys + %’YkE [0k = 07°] +4(1 + M*)u~ e + C(1+ M2 )

IN

(1= Sbi + O+ M)y + )
< e 2Wby + C(1+ M)y (™ ef, + W),

where we used the p-strong convexity of f to get to the fifth line, and a Young inequality to
obtain the sixth line. Therefore, we obtain

k-1
b T 4 OO 1) S ) T
=0

which leads to the desired inequality using by < (|6o| + |0*|)? < 4M?2. O

Proof of Theorem [3.2 with the residual gradient methods. We only prove the results for (RG).
The proof may be repeated to hold for (MS-RGI), using Lemma [B:2l It consists in checking that
we can apply Theorem [A.1] using the following notations,

4
F(0) = E [|1£o(x,0)| + TE [tr (D2o(X,0)%)] + 516, and g = Voldul® + uby.
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Thus, we get,

2

1
E [gx|0k] = E | Vo |L(Xy, 0k) + R) 10k + At2R] 104 + Aty RS 10k | + by,

=B [Vo|£(Xs, 00) | +E [vg (Rakgkﬂ + by + ALE [Vg ‘Rikgkﬂ +284E [V (6.R3,01) |

Then, from Theorem Bl we obtain

2

1
E | Vo |L(Xk, 0k) + Rg 10 + At R 10p + Aty Ry (01| | + pfr — f'(04)] < C(1+ [0k]).

This implies that [E [gx|0k] — f"(6))] < CAtg(1+ |0k]). The fact that E [|gi|?|0x] < C(1+ |0k]?)

k
1
is straightforward. Theorem [A.T] and the inequalities [#*|?> < Cp~! and exp | — Z - | <i/k
=]
j=i+1
for k > ¢ > 0, conclude the proof. O

A.2 Proof of Theorem with TD(0)

Theorem A.2. Let A € R™? be a square matriz such that A+ AT > 2uly for some > 0, and
b,0* € R? such that A@* = b and |60*| < M for some M > 0. For 6y € O, the sequence (0r)k>0
is defined by induction by,

Ok+1 = Ip(o,ar) (O — k3k)

for k >0, where v > 0 is convergent to zero and ) ;~o vk = o0, |E[gk|0k] — Ak — b <
(1 + |0k])er, ex € Ry is convergent to zero, and E [|gx|*|0k] < C(1 + |0k|?). Then (6x)r>0 is
convergent in expectation to 0% and

k—1
E [|6 — 9*|2] < AM2eMEiZ0 i 4 C(1+ M2)Z% (v +Ilflelz) DYty
i=0

Proof. Here, C is a constant that can change from line to line and is independent from (y)x>0,
(0r)k>0 and p. Using similar arguments as in the beginning of the proof of Theorem [A.1] with
the notation by, = |0 — 0*|? for k > 0, we obtain,

bri1 < b — 29%4E [ (0 — 0°) E [gxl04]]| +27E |E |lgn [ 6] ]
< b, —2yE [(ek —0") " (Af), + b)] + 2ykexE |0k — 0% (1 + |0k))] + CZE [(1+ \9k,2)]
< by —E [(919 — )T (A+AT) (0 — 9*)} + pwE [|0k — 0°17] +2(1 + M*)p ez + C(1+ MP)v;

< (1= py)be + C(L+ M)y (07 '€l + )
< e Wby + O+ M)y (™' + )

where we used a Young inequality to get to the third line. We conclude with similar arguments
as in the proof of Theorem [A ]l O

Proof of Theorem [3.2 with the TD(0) method. The proof only consists in checking that we can
apply Theorem [A.2] Using the same notation as in Theorem [A.2] we define,

A=E[p(X)L(X)] +plss b=EFX)p(X)], and g = 5o(Xy) + 16
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Then, we get

B laui) = & [o(X0) (26000 + Ro+ Atk B+ R ) | 1+ i+ B0
= E [p(X0) Lo(X0)] Ok + 6y + E[p(X)r(Xe)] + AGE |0(X) R, | 04,

where Ry = Ro(Xk, &), Rip = Ri(Xy, &) and Ry, = Ro(Aty, X, &) are given in Lemma
[B.I From Theorem B.1], we get

|E [o(Xk)Lo(Xy)] — A] < C, and [E[p(Xg)r(X3)] —b] < C.

Therefore, we obtain |E [gx|6x] — A0 — b < C(1 + |0x|)At. The fact that E [|gk|2{9k] <C(1+
|0%|?) is straightforward. Finally, A4+ AT > 2ul; comes from Lemma [B.3l Theorem [A.2]and the
k
1
inequalities |0*| < Cp~! and exp | — Z — | <i/k for k > i >0, conclude the proof. O
j=i+1

A.3 Proof of Theorem 3.3

Here we only make the proof for TD(0), the proof for the residual gradient methods being
similar and simpler since the counterpart for residual gradient of the matrix H defined below
is symmetric, simplifying a lot the equations where H, H' and there symmetric part S were
involved.

We start with the following definitions,

2
5= B [p(X)o(X)T] + TE [Dap(X) Drp(X) ]

H(z) = p(x)Lo(x)"
Hy(z) = H(z) + E[H(X) — H(X})]
H=E[H(X)].

Proof of Theorem[3.3 for TD(0). Here, C' > 0 stands for a generic constant which value may
change from line to line, it depends on the constants in the assumptions and is independent of
k, of the smallest eigenvalue of S and of .

Using Lemma [B.1], we get

.
_ 1
Ort1 = Or—yo(Xk) (ﬁﬂp(Xk) + Ro(Xk, &) + At7 Ry ( Xk, &) + AthZ(Atk7Xka§k)> Or =y (X )r(Xg),

2

where Ro(z,€)"0 = % (¢"D2v(z,0)¢ — Ayv(z,0)), and Ry and Rs can be red in Lemma [B.1]
and we get E¢[Ro(x, )] = E[R1(x,&)] = 0. Take n, = 0, — 0%, it satisfies the following induction
relation,

Me+1 = (Ia — YHE(Xk)) me—y (He(Xg)0" + o(Xi)r(Xg))— <H — E[H(Xy)] + AtW(Xk)RzT,k> (m+07),
_ 1

where Hy(z) = o(x)(Lp(x) + Rop + At? Rix) " + H — E[H(X},)], in particular E[Hy(X})] = H.

On may easily check that n; can be rewritten as n = Zf;é N, where 7y is defined by,

Nhw1 = (Ia — yH)ny, + x§ + Atpy,

Al
(A1) 6 = Nos mh=0ifr>1,
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where x;. and v} are defined by

Xp=(H = Hi(Xp))0" + v (B [o(Xe)r(Xe)] — o(Xi)r(Xi))
Up = At (Blp(Xk) Lo(Xk, 0%)] — Elp(X) Lo(X,0%)]) — vo(Xp) Ry 10",
Xt =y (H — He(X3))nks

= (A EIH (X)) - H) - (X)) i,

where we used that E [p(X)Lv(X,6%)] = 0 to get the second line. One may notice that n;, = 0
ifr > k.

First step: getting bounds on the covariance matrices of x¥ and F. Here, we prove by
induction on r and k that

(A.2)

E [ny @ n}] < 3Cky" R¥' I,
E[x; © 4] < Gy HA RS,
E [1/}]: ® wz] < ECk,ymax(r+1,2)R2rS’

~ _ 1
whereRQ=3c(Hw+E[Ro<- 60)][| o + A IR ()]l + 267" supysg [ Ra( Dy, )] +2e—1),

0<e< A_ is a constant that will be defined later, C is the constant from Lemma B and

Cy, = (|9*|2 + 19 Smo) exple Yo At3).

For k > 0, and r > 1, let us prove the results for (k + 1,7) while assuming that it holds for

(k,r), (k,r —1) and (k + 1,r — 1). For by, = eAt:, we get from (AJ) and (B.6),

E 11 @ njpr] < (14 b)) B [ g —~yH)nj @ ni(la —vH )] +E [ ® Xk] + A1+ b E [0 © vi]
< 3CKY"R¥ (L+by) (Ig —vH) (I — vH ") + Cpy" T RY + cCp Ay T R¥ (1 + b, 1)
< 3Ck,yrR27"
< 3Ck,yrR27"

(1+eAt3)(Ig—vS) + Y IR Ck(2 + cAt2)S
(1 + EAti)Id < 3Ck€EAt%’yrR2TId = 3Ck+1’yrR2TId.
Then, concerning xj,, , using Lemma [B.3] we get
E [X}41 ® Xhg1] < 8Ckany" R¥2E [(H — Hy(Xp))(H — Hy(X,))
< 3Ck 117" R 2R | Hy(Xp) Hi(Xy) |

_ 1
< 3Ck17 TR 2| Lo + E[Ro(+, &) + At Ry (-, "))

E [ o(Xk) ® p(X,)] |

‘ o

< Ck+1’}/r+1R2rS.

Finally, using Lemma [B.5] once again for vy, , , we get,

E [f1 © U] < 6Cka7" " BT (AGA(ELH (X)) — H)(E[H(Xp)] — )T+ E [ Ras20(Xe) © 0(X5)] )
< ECk+1’)/T+1R2TS.

It remains to prove the inequalities for K = 0 and r = 0. Concerning r = 0, the proof is similar
but we use the boundedness of §* and r instead of the induction assumption. Then k£ = 0 and
r > 1 is straightforward since nj = xg = ¥j = 0.

Second step: getting a bound on E [(ﬁ};)—r Sﬁﬂ. Namely, we will prove that

C,ymax(r—l,O)

2r
E[(ﬁﬁ)TSﬁz} < - N w1y + T H) < Zc + = (ch >+6r:m1>,
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for some constant C' > 0. First, we notice that

k—1
mh= (L —vyH) g+ (Ia— vH) 170 (0 + At))
1=0
1 1 k—1 ‘
W= (T o=y ) S (= (a2 ) ) YOG+ i)
1=0

which implies that
B ()" 5] < ) (L= (=) HTSH (L= (L= 1)) o
o 21@ (1= (a =BT ) HTSHT (L= (1= H) )
b S B[l (- Gy BT ) BTSH (T (1)) ]

TR o<ij<h-1

Let us define I o) I, and I 5 as the first, second and third term, respectively, in the right-hand
side of the latter inequality. One may notice that I} ; = 0 if » > 1. Then concerning, I,go, we
get

3 . . . .
o= g (Ta= o=y H) (BT 4 ) (1= (= H) )
<£ T <£
=~ rkaT’O 770 = 72]{:7

where we used (B.9) to obtain the last line. Then let us pass to I} |,

I = 27216 kz { <Id — (Ig—~HT")F~ ) (H + H™ ) <Id —(Iqa— VH)IH) X?]
=0
= 2k2trkzl <Id— Id—’YH) >E[X§®Xﬂ <Id_(Id—’yHT)k_i> (H_T—{—H_l)
=0
3,yr 1R2r k—1
< TtrZOC (fa = (Lo = yHY ) 8 (1g = (T = yH ) (T 4+ HTY)
3,ymax(r71,0)R2r k-1

_ Y Ci (Id (I fyHT)k_i) <Id — (I - 'yH)k_i) @I+ HH T+ H'HT)
=0

e

-1
tr(ly+ HH™ ') O,

]

max(r—1,0) p2r
< Cvy R

Il
o

Then, concerning I ,, using the triangular inequality, we get

3
lio < 5o <ZAHE

@)
- C,}/max(r 1,0) p2r (k lAt Ctr Id—i-H TH>}1>2
i=0

(1= Qg =B (T 1Y) (L= (L= 1)) g

N[
SN—
N

— CVmaX;Tk; R <Id +H- TH) (Z At; Cé> ,
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where we obtained the second line with similar arguments as in the calculus of the bound of I} |
above. 7

Third step: getting the desired bound. Using the triangular inequality on the norm induced
by S, we obtain

e fosn] < (S o] )

C C
< —4— 4w+ HH ' Ci + At;C:
G z (z

l\.’)l»—‘

)

Therefore, if Y po, At? is finite, then Cj, is uniformly bounded and we can conclude by taking
e = Aty 2. If instead Zk I At? < aln(1 4 k), we obtain that Cy < (1 + k)% and z;:ol C; is of
order k79 leading to the desured inequality up to changing ¢ into a'e. U

B Technical lemmas

B.1 Expansions of the temporal differences

Lemma B.1. For (z,£,0) € Q x R? x © and 0 < At < 1, there exist R(z,€,0) such that

Sar(z,6,0) = Lo(x) + Ro(2,€) 70+ Atz Ry (,6) 70 + AtRy(At,2,6) 0
2
Ro(2,§)"6 = 7 (Asv(x) — € Divo(a)e)
3
Ru(2,6)"0 = poVou(a) - € = Sb(a, u(@))" D2v(a)é — T dio(@)(,€.€).

for some Ra(At,x,&) such that, if £ is a random variable normally distributed with mean zero
and variance one, then for p > 1, E[|Ro(At, x,&)|P] is bounded uniformly with respect to At and
x.

Proof. The proof consists in defining ¢ : [0,1] — R by
o(s) = e 5PAYy (x +s <b(m, u(z))At + oV At§>> ,

and taking the development up to order four,

" " 1 _ 35 3
p(1) = ¢(0) + ¢'(0) + ‘pT(O) - “PT(O) - /O GT)QDHH(S)CZS.

Using b € R? defined by b= b(x,u(z))At + o/ AtE, the latter derivatives of ¢ are given by

(0)
(0) = —pAtv(z) + Vyo(z) - b
¢"(0) = P?At?v(x) — 2pAtV o (z) - b+ d>v(z) (b, b)
(0)
(s)

= —p*AtPu(x) + 3p> APV u(z) - b — 3pAtd2v(z) (b, b) + d>v(x)(b, b, b)
= ¢ A [p4At4v — 4pP APV, - b+ 6p° At2d20 (b, b) — 4pAtd3u(b,b,b) + d*v(b,b,b,b)| -

We conclude by replacing all the equalities in this proof in (L7). O
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Lemma B.2. There ezists C > 0 such that, for any (x,0) € Q2 x O, n>1,0 < At < % and
§ = (&)o<icn independent normally distributed random variables with mean zero and variance
one, we have

B [|6%,(x, &, 0)2] — Lo(x)?] < C (1 v W) (n'+ nAt) :
E [Volok(x,&, 0)*] — VoLo(z)?| < C(1+10]) (n~' + nAt).

Proof. Taking Xo = x and X;,, , = S(Xy,,§;) for 0 < < n, we obtain

(Bl) 5At Zz 5 0 Z(SAt XZ7§Z7
Let us do the expansion of Lv(X},) around z up to order two,
~ 1 ~- o~ ~
Lo(Xy) = Lo(x) + Valo(z) b+ / (1— )b D2Lw (x + sb) bds,
0

where b = Z] . <b(XtJ, u(Xy;))At + oV At@). The latter equalities and Lemma [B.] imply

|
—

n

[\

219
(]

wlq L

0(x,€,0) = L(x)+ <A$v(Xti) — & D*o(Xy) 5,) Z[ (n—1—)oVaLo(Xy,) &

3
+poVav(Xe,) - & — Sb(Xe, u(Xy,) T D?o(Xy, )& — Fdiv(Xti)(&,&,&)] + R, €,0),
with E [|th($,£,9)|2} < C(1+ 012 (n~! + nAt)2. We conclude by taking the expectation of

the square in the latter equality and using the independence of (&;) ]

0<i<n’

B.2 Some lemmas used in the proof of Theorem 3.3

Lemma B.3. The matrices S and A are respectively the symmetric and asymmetric part of H.
Moreover, they satisfy

(B.2) 5% < tr(S)S
2 o? 2
(B.3) ATA=-A*< = |lb+—V,In(m)| S
po 2 .
(B.4) 54— 48) <2,/ 2o+ T, mim)| 52
. < o7 5 Valn(m 55
_ = 2
(B.5) E [H(X)H(X)T} < p Y| Zp(X)|2. 5.

Proof. First step: proving that S and A are respectively the symmetric and asymmetric part of
H. Take 0 € O, we get:

0THO=0"E [QD(X)EQD(X)T} 0
=E [v(X,0)Lv(X,0)]
o2
= /Q <pv - EAJCU +b(z) - Vﬂ)) v(z)m(x)dz

0,2
= B [0(X)] + ZE[|V.0(X) ]

20



where the last line is obtained using (2.2]) and the following integration by parts,

/vav-b(m)v dac—/ =V ( (x)m(x)dx

/ div(b(z)m(z))v? (z)dz,

—/QAmv(x) d:c—/|Vv| das+/ 5 Va( m(z)dz
/yv of2m m——/Axm 7)da.

This implies that S is the symmetric part of H. Then it is straightforward that the asymmetric
part of H is equal to A.

Second step: proving the four inequalities. The first inequality (B.2)) is straightforward, it only
relies on the fact that S is symmetric and positive. The fourth inequality (B.5) is straightforward
using the definitions of H(X) and S. The third inequality (B.4]) is a consequence of (B.3).
Therefore, there is only (B.3) left to prove. Let us take A € C a complex eigenvalue of H, and
6 an associated normalized eigenvector, it satisfies 0790 = R(\) and 0" A0 = iF(\). Therefore,
we get

ISV = (9‘149‘

— (E [5(X,6) (b(X) + Vo nm(X)) T V,0(X, )| (

N

<||b+v In(m)|| L E [[v(X,0)*]* E [|V,v(X, 0)?]

1/ 5 lIb+ VaIn(m)| 6'50.

This concludes the proof. O

Lemma B.4. For v < R72, the following two inequalities hold for any k > 0,

(B.6) (Ia—vH")(Ig— vH) < I — 7S

(B.7) (fa= (L =yH"Y) (La = (I =7H)*) < 7*K*H T H,

(B.8) (Id (- fyHT)k> <Id (- 'yH)k> <4 (1 + %Hb LV, 1n(m)uio> 1,
(B.9)

<Id (- fyHT)k) (H*l + H*T> <Id - fyH)k> < 2k (1 + \/%Hb +V, ln(m)Hoo> I

The latter lemma would be straight forward if H were symmetric. Conversely, it does not
hold if we only assume the eigenvalues of H to be bounded and with positive real part. In fact,
we need some bound on the imaginary part of the spectrum of H, depending on its real part.

Proof. One may notice that (B.9) is a straightforward consequence of (B7) and (B.S). Then, con-
cerning (B), it is sufficient to write (Ig—vH " )(Ig—vH) = I;—2yS+~* (S? + SA — AS — A?),
and use the definition of R, (B2), (B3) and (B4). Therefore, it only remains to prove (B
and (B.g)).

First step: proving (B.). Let us proceed by induction, the case k = 0 is straightforward.
Let us denote y;, = <Id — Iy —~vH )k > and assume that the inequality holds for k. One may
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notice that for § € R?, using (B.6), we obtain

1
2

1
0Tyl (1y— ~H)THO < (eTy,j(Id —NH) (I~ 'yH)ka) (eTHTHe) 2
<~k§"HTHY,

which implies | (Iq —vH)' H+ HT (I; — vH) yx < 2ykH T H. Using the latter inequality, the
relation yp11 = (Iy — YH)yr + vH, and (B.6) again, we get

iUkt = Yy (la = vH) " (Ia = vH)yx + vy (la —vH) " H +yH " (I — yH)yx +*HH
<~AK?’H"H+2y*kH"H ++?H"H =~*(k+1)?H "H.

This concludes the induction.
Second step: proving (B.8]). In this step, we will only work with the complex eigenvalues of
H: let A € C be one of them, we get

1-( —fy)\)’”l‘ - ((1 ) <1 —a —’y)\)k> +*y)\‘
< (It =2 [1= @ = ) [ +91)

This implies

k—1
1= (1= )| <9I D11 =90

=0
VAl
Tl
< el - using (B.6),
1= (1—=9R(N)=
Al
< because YR(A) < 1,
1= (1=3RM)
S()?
<24/1
= + RON)?

<o(14 -2 b+ Vamm)2 )’
—_ p0_2 {L'nm [e’) )

where the last inequality comes from a similar argument as in the proof of (B.3]). This concludes
the proof. O

Lemma B.5. Assume[ 3l There exists C > 0 such that the two following inequalities hold for
any k > 0,

E[p(Xk) ® o(Xg)] < C8,

(E[H(X))] — H)(E[H(Xy)] - H)" < CA;S.
Proof. We recall that the set of admissible functions v is finitely dimensional, therefore the
C*norm and the H'(m)-norm are equivalent and there exists C' > 0 such that Hv(-,9)||%4 <
CHU(-,H)H%”(m). For # € © and k > 0, this implies
0'E [p(Xy) @ p(X;)]0 = CE [v(Xy, 0)?]
< CE [0(X,0)*] + CAt|v(-,0) || s
< C (14 Aty) [[0( 01771y
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where the second line is obtained from Theorem Bl Here, C is a constant that can change
from line to line. The first inequality is then obtained by recalling that ||v(-, 9)”?{1(771) <(p~ '+

2072)07S6.
Concerning the second inequality, we get
(B [H(Xz)] — H) 0” = [E [o(Xg) Lv(X, 0) — o(X) Lo(X, 0)] |
< C (Atgfjo(-,0)lles)’
< Ao (-, 0) 1371
where the second line is obtained from Theorem B.I] and the third line from the fact that the

CS-norm is equivalent to the H'(m) on the finite dimensional space of functions v. We conclude
the same way as we did for the first inequality. O

B.3 Calculus of variances and covariances

Lemma B.6. Let (z,0) € Q x © and £ a Gaussian vector with mean zero and variance one, the
following equalities hold

(B.10) Var (€ - Vyo(z)) = |Veo(z))?,
(B.11) Var ({TDQU(w)g — Aﬂ)(.%’)) = tr (D2v(z)?).

Proof. The first equality is straightforward. Since D?v(z) is symmetric, there exists P an or-
thogonal matrix and D a diagonal matrix such that D?v(z) = PT DP. The couples (X, &) and
(X, PT¢) have the same law and ¢ is independent of X and D, this implies

Var <£TD2v(x)£ _ Aw@)) —F _<5TD2U(33)£ - Amv(az)>2}

=E <<PT£>T D%y(z)PT¢ — Axv(x)> 2]

=E <§TD§ - Aggv(x))Q]

[ d d
=E|> D2 (& - 1)2] =23 D? = 2tr (D2u(x)?) .
Li=1 i=1

This concludes the proof. O
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