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Abstract

We propose new change of measure inequalities based on f -divergences (of which the Kullback-

Leibler divergence is a particular case). Our strategy relies on combining the Legendre transform

of f -divergences and the Young-Fenchel inequality. By exploiting these new change of measure

inequalities, we derive new PAC-Bayesian generalisation bounds with a complexity involving f -

divergences, and holding in mostly unchartered settings (such as heavy-tailed losses). We instanti-

ate our results for the most popular f -divergences.

Keywords: Change of measure, f-divergence, Legendre transform, PAC-Bayesian theory, Kullback–

Leibler divergence.

1. Introduction

The past few years have witnessed a surge of interest in PAC-Bayesian generalisation bounds,

largely due to a number of papers introducing non-vacuous generalisation bounds for deep neu-

ral networks (starting with the pioneering work of Dziugaite and Roy, 2017 and more recently by

Neyshabur et al., 2018, Zhou et al., 2019, Letarte et al., 2019, Perez-Ortiz et al., 2021a,b, Biggs and Guedj,

2021, 2022a,b, to name but a few). The PAC-Bayes theory originates in the seminal work of

McAllester (1998, 1999) and was further developed by Catoni (2003, 2004, 2007), among other

authors – we refer to the recent surveys Guedj (2019) and Alquier (2021) for an introduction to the

field. This renewed interest in PAC-Bayes is calling for further development of the theory, and in

particular its extension to new settings: notable recent contributions have investigated learning with

unbounded or heavy-tailed losses (Alquier and Guedj, 2018; Holland, 2019; Guedj and Pujol, 2021;

Haddouche et al., 2021) or with novel versions of the risk (contrastive losses in Nozawa et al., 2020,

conditional value at risk in Mhammedi et al., 2020, with structure in Cantelobre et al., 2020).

A cornerstone of PAC-Bayesian generalisation bounds is the celebrated change of measure

formula, established concomitantly by Csiszár (1975) and Donsker and Varadhan (1975) (see also

Catoni, 2004, Equation 5.2.1 for a more recent write-up, or Guedj, 2019, Lemma 1 – this is Equa-

tion (1) below). A celebrated scheme of proof for PAC-Bayes generalisation bounds, established by

Catoni (2004, 2007), consists in (i) using a deviation inequality (such as Bernstein’s or Hoeffding’s)

to upper bound the distance between the risk of a chosen predictor and its empirical counterpart,

(ii) making this deviation inequality valid for all predictors simultaneously, through the change of

measure inequality (also known as the Legendre transform of the Kullback-Leibler divergence).

This second step is the one we target in this paper: we propose as key contribution a novel change

of measure inequality based on f -divergences (of which the Kullback-Leibler is a special case),

which can in turn be plugged in any proof following the two-steps Catoni strategy, delivering new

PAC-Bayesian generalisation bounds as byproducts.
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Let X (respectively Y) be a set of input data (respectively output data), and let Φ ⊆ YX be

a set of predictors, i.e., functions X → Y . We equip Φ with a reference measure π, and we let

µ ≪ ν denote that the measure µ is absolutely continuous with respect to ν. The Kullback-Leibler

divergence between µ and ν is noted KL(µ, ν). For any function h : Φ → R, the change of measure

is given by

log

∫

(exp ◦h)dπ = sup
ν∈Π

{∫

hdν − KL(ν, π)

}

. (1)

In Section 4, we will particularise the above with h being a functional of the risk, to yield PAC-

Bayes generalisation bounds. The supremum in the right hand side of (1) is taken over all measures

ν which are absolutely continuous with respect to π, e.g., for which the Kullback-Leibler divergence

is non-trivial. Unfortunately, as Equation (1) involves a Kullback-Leibler divergence penalisation

between ν and π, this implies that we must control an exponential moment of the function h (as

discussed in Remark 2): we argue in this paper that this stringent condition can be relaxed.

To the best of our knowledge, addressing the second step of the Catoni route to PAC-Bayes

generalisation bounds has been mostly studied by Bégin et al. (2016), Alquier and Guedj (2018)

and Ohnishi and Honorio (2021). Bégin et al. (2016) propose a unifying framework to derive PAC-

Bayes bounds and extend previously known results to the case of the Rényi α-divergence; building

on these results, Alquier and Guedj (2018) adapt the proof to be valid for f -divergences. We adopt

a different scheme of proof and deliver new change of measure inequalities which result in gener-

alisation bounds – of which the results of Alquier and Guedj (2018) are particular cases. We also

acknowledge the work of Ohnishi and Honorio (2021): they produces change of measure inequal-

ities similar to ours. Nonetheless, we believe we offer a different perspective on such inequalities,

centered on the notion of Legendre transform (not discussed in the work of Ohnishi and Honorio,

2021), which offers direct implications on the tightness of the bounds, ways to optimise them and

on the assumptions required on the underlying data generating distribution. We moreover introduce

tighter bounds for a subclass of f -divergences (see our Lemma 4), and introduce new change of

measure inequalities for some typical f -divergences: to the best of our knowledge, no previous

such inequalities existed.

Contributions. We establish change of measure inequalities with f -divergence penalisation, for

any convex function f . Our strategy is to upper-bound the Legendre transform of Df (·, π), the

f -divergence where the second argument is fixed, then optimise on degrees of freedom. Doing

so, we recapture the original change of measure from Csiszár (1975) and Donsker and Varadhan

(1975) recalled in Equation (1) (we also refer to van Erven and Harremoës, 2014 for additional

insights). A byproduct of our approach is to derive a unifying framework, and improve on the

generalisation bounds obtained by Alquier and Guedj (2018) through a different technique. The

resulting generalisation bounds hold for what Alquier and Guedj (2018) call ”hostile data” (i.e.,

not complying with classical and comforting statistics assumptions such as i.i.d. observations or

bounded exponential moments of the loss – as expected from real-world data), therefore contributing

to an extension of PAC-Bayes towards previously unchartered territories.

Our framework is suited for all generalised Bayesian predictors, regardless of whether the task

be classification or regression, whether the data is independent and identically distributed or has

some dependence structure. We stress here that we contribute a unified building block towards new

generalisation bounds: more refined bounds are possible at the price of a more ad hoc treatment.

2



ON CHANGE OF MEASURE INEQUALITIES FOR f -DIVERGENCES

We consider a measurable space (Φ,ΣΦ) equipped with a reference probability measure π. We

let Π denote the set of all probability measures on (Φ,ΣΦ) that are absolutely continuous with

respect to π, and for ν ∈ Π, we let dν
dπ

be the Radon–Nykodym derivative of ν with respect to π. We

consider the set

F = {f | f ∈ R
R
, f convex, f(1) = 0, f(R∗

+) ⊂ R, f(R∗
−) = {+∞}}.

For all f ∈ F , we define the f -divergence between two probability measures on (Φ,ΣΦ) as

Df (ν, µ) :=

{

∫

f
(

dν
dµ

)

dµ if ν ≪ µ,

+∞ else.

The Kullback-Leibler divergence is given by the generator f(x) = x log(x). The bounds we derive

are of the following form: ∀π, ∀ν ≪ π, ∀h : Φ 7→ R,

∫

hdν ≤ inf
γ>0, c

{

c+ γ
(

Bf,π(γ
−1(h− c)) +Df (ν, π)

)}

(2)

where the functional Bf,π should be thought of as a moment term with respect to the measure π
and as such does not depend on ν. We also study the minimisation problem on γ and c for standard

choices of f . We show that playing on the degree of freedom γ in (2) can actually yield different

types of bounds, where the trade off between the f -divergence term and the moment term is not

additive but rather multiplicative. In particular, we recapture the original bound from McAllester

(1998, 1999) in the special case where Df is the Kullback–Leibler divergence, but we also recapture

(and improve on) bounds obtained by Alquier and Guedj (2018) for the power generator fp(x) ≃
xp.

Outline. We introduce our notation in Section 2 and our main results in Section 3 (Theorem 1 and

Theorem 3): we then discuss how these can be plugged in the Catoni route to PAC-Bayes generali-

sation bounds, and instantiate those for the most popular f -divergences in Section 4. We highlight

future avenues for work in Section 5 and gather additional proofs and comments in Appendix A.

2. Notation

For f ∈ F , we denote f∗ the Legendre transform of f given by

f∗(t) = sup
x∈R+

{xt− f(x)} .

If f is not C1, f ′ denotes f ’s sub-derivative (respectively, f∗′ denotes the subderivative of f∗

whenever f∗ is not C1), and in such a case evaluation of f ′(x) is achieved by taking any value

in the subderivative of f at x. Even if f ′ does not admit a derivative to the right at 0, we note

f ′(0) := inf ∪x>0f
′(x) and f ′(∞) := sup∪x>0f

′(x). Therefore, ∀t ≤ f ′(0), f∗(t) = −f(0), and

∀t ≥ f ′(∞), f∗(t) = ∞. In particular, we remark that f∗(max(t, f ′(0)) = f∗(t).

We remind here some useful properties of Legendre transform which will be used throughout:

f∗∗ = f, f∗′ = f ′−1
, f(x) = xf ′ − f∗ ◦ f ′(c)

3
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(these properties hold true mutatis mutandis using subgradient if f does not admit a derivative) and

∀a, b, ab ≤ f(a) + f∗(b).

This last property, which is a direct consequence of the definition of the Legendre transform, is the

Young-Fenchel inequality, and plays an essential role in our arguments.

We consider the Legendre transform of the convex operator Df,π = Df (·, π), defined on all

π-measurable function h as

D∗
f,π(h) := sup

µ∈Π

(∫

hdµ−Df (µ, π)

)

. (3)

Note that D∗
f,π(h) can take infinite values, which occurs whenever h is not π-integrable.

We use the standard notation EP for the expectation with respect to the probability measure P

on the observation space, while Eν , Eπ denote expectations with respect to the measures defined on

the predictor space Φ, that is Eν [·] =
∫

· dν.

3. Main results

3.1. Preliminary: bounding the Legendre transform of the f -divergence

We recall that the change of measure inequality established by Csiszár (1975) and Donsker and Varadhan

(1975) states that the Kullback–Leibler divergence satisfies

log

∫

(exp ◦h)dπ = sup
ν∈Π

{∫

hdν − KL(ν, π)

}

(4)

for any real valued ΣΦ-measurable function h defined on Φ, where the supremum is taken on all

probability measures ν such that KL(ν, π) < ∞. One can read (4) as stating that the left hand

side of the equality is the Legendre transform of the Kullback–Leibler divergence with the second

parameter π fixed. The variational formula implies that, ∀π, ∀ν ∈ Π, ∀h : Φ 7→ R,

∫

hdν ≤ log

∫

(exp ◦h)dπ + KL(ν, π).

Such a decomposition upper-bounds the mean of a function with respect to the probability ν by two

terms: a measure of the distance between ν and a reference probability π, and a moment of the

function integrated with respect to the reference measure. Young-Fenchel’s inequality implies that

such a strategy can be used for all f -divergences, since

∀h ∈ Φ,∀ν ∈ Π,

∫

hdν ≤ D∗
f,π (h) +Df (ν, π) , (5)

Necessary assumptions on the generalisation gap, and consequently on the loss, could then be

reversed-enginered from the specific form of the Legendre transform D∗
f,π. Unfortunately, com-

puting the Legendre transform is not always possible: indeed, we show that, under mild conditions

on f , identifying the density reaching the supremum in the definition of the Legendre transform

amounts to solving
{

dν∗

dπ
= f∗′(h+ c∗)

∫

dν∗

dπ
dπ = 1

(6)

4
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where the constant c∗ such that the second equation is satisfied is often not computable (see The-

orem 1). Nonetheless, any upper bound of the Legendre transform of the f -divergence can be

used to obtain Young-Fenchel inequalities. The ”true” Legendre transform would be optimal in the

sense that any function L such that Eν [h] ≤ L(h) + Df (ν, π) for any h and ν ∈ Π must satisfy

L(h) ≥ D∗
f,π(h). This is a strong incentive to search for tractable, yet tight, upper bounds of the

Legendre transform.

A straightforward upper bound of the Legendre transform is given by

Df,π(h) ≤ Lf,π(h) := Eπ [f
∗ (h)] (7)

with convention that Eπ [f
∗ (h)] = +∞ if f∗(h) is not π-integrable. This is a direct consequence of

Young-Fenchel’s inequality on f . Though simple, this upperbound is enough to recapture Theorem

1 in Alquier and Guedj (2018), and can be used on all f convex.

A tighter bound can be obtained on the further hypothesis that f is twice differentiable and that

1/f ′′ is concave. Then, starting from Lemma 14.2 in Boucheron et al. (2013), we show that D∗
f,π(h)

is bounded by

D̃∗
f,π(h) := Eπ [f

∗(h)] + f ′
(

Eπ

[

f∗′(h)
])

− f∗ ◦ f ′
(

Eπ

[

f∗′(h)
])

(8)

with the convention that (i) whenever f∗(h) is not π-integrable, D̃∗
f,π(h) = +∞, (ii) whenever

f∗′(h) is not π-integrable, D̃∗
f,π(h) = Eπ [f

∗(h)] . Since f(1) = 0, it follows that ∀t, t− f∗(t) ≤ 0
which implies that (8) gives indeed a tighter bound than (7).

Note that f 7→ Df is a linear operator defined on the vector space of functions such that f(1) =
0, and has kernel Ker = {cfδ | c ∈ R}, where fδ : t 7→ t − 1. As such, the ”true” Legendre

transform and the resulting bound do not depend on which representative fc in f + Ker is chosen.

However, the upperbounds D̃fc,π and Lfc,π do vary with c. In more details,

D̃∗
fc,π

(h) = D̃∗
f,π(h+ c)− c and Lfc,π(h) = Lf,π(h+ c)− c.

Therefore D̃∗
f,π and Lf,π are not (in general) the ”true” Legendre transform. Besides, D̃∗

f,π is not

even necessarily convex.

This implies that one can pick c in such a way as to minimise the upperbounds D̃f,c,π and Lfc,π.

Moreover, noticing that
∫

fdν ≤ D∗
λf,π(h) +Dλf (ν, π),

the upper-bounds can also be minimised with respect to a scale parameter λ. All in all, we optimise

(5) on affine transformations f → λf + cfδ. Interestingly enough, the transforms h → λ−1(h− c)
and f → λf + cfδ result in the same bounds, both when considering Lf,π and D̃∗

f,π, and therefore

there is no other degree of freedom to consider.

Optimising the bound on c actually recaptures the exact Legendre transform, for both loose and

tight bounds, on mild conditions on f .

Theorem 1 For all f ∈ F strictly convex, for all probability measure π on Φ and for all π-

measurable function h such that D∗
f,π(h) < ∞,

D∗
f,π(h) = inf

c∈R
Eπ [f

∗ (h+ c)]− c. (9)

Moreover, any c∗ such that Eπ

[

f∗′(h+ c∗)
]

= 1 is a minimiser of the right hand side of (9), while

the probability measure defined by dν∗

dπ
= f∗′(h+ c∗) maximises (3).

5
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Assuming 1/f ′′ is concave, as D∗
f,π ≤ D̃∗

f,π ≤ Lf,π, Theorem 1 is also valid if one replaces Lf,π

by D̃∗
f,π in Equation (9).

Remark 2 A consequence of Theorem 1 is that, if one wishes to bound Eπ[h] by something of the

form Bf,π(h)+γDf (ν, π) simultaneously for all ν, then there must exists c such that the f∗ moment

of γ−1(h − c) is upperbounded. This implies that in the case of Kullback–Leibler, the exponential

moment assumption can not be weakened, since f∗(t) = exp(t− 1).

Proof [Theorem 1] Let us first remark that, since Df is invariant on f → f + cfδ,

sup
ν∈Π

{Eν [h]−Df (ν, π)} = D∗
f,π(h) ≤ inf

c∈R
{Eπ [f

∗(h+ c)]− c} . (10)

Now assume that there exists c∗ ∈ R such that Eπ

[

f∗′(h+ c∗)
]

= 1. Since f∗′ takes non negative

values, we can define the probability measure ν∗ such that dν∗

dπ
= f∗′(h+ c∗). Therefore

D∗
f,π(h) = sup

ν∈Π
(Eν [h]−Df (ν, π)) (h)

≥ Eπ

[

hf∗′(h+ c∗)− f ◦ f∗′(h+ c∗)
]

≥ Eπ [f
∗(h+ c∗)]− c∗

≥ inf
c
{Eπ [f

∗(h+ c)]− c}

which implies equality from (10). There only remains to prove the existence of c∗. Notice that the

function M : c 7→ Eπ

[

f∗′(h+ c)
]

is non decreasing, and goes to 0 as c → −∞, and goes to

+∞ as c → +∞. As f is strictly convex, f∗′ is continuous and therefore c∗ exists. An interesting

consequence of this observation is that the Legendre transform must satisfy

D∗
f,π(h+ c) = D∗

f,π(h) + c, ∀c ∈ R.

3.2. A fresh look at the change of measure

We let Fc denote the subset of F of continuous functions on R+ and twice differentiable on R
∗
+

such that 1/f ′′ is concave.

Theorem 3 For all f ∈ Fc, λ > 0, c, h : Φ 7→ R π-measurable,

Eν [h] ≤ λ−1D̃∗
f,π (λ(h− c)) + c+ λ−1Df (ν, π) . (11)

For all f convex, such that f(1) = 0, for all λ > 0, c, h : Φ 7→ R π-measurable,

Eν [h] ≤ λ−1Lf,π (λ (h− c)) + c+ λ−1Df (ν, π) . (12)

Before stating the proof of Theorem 3, we need the following intermediary result.

Lemma 4 For f ∈ Fc, for all ν such that Df (ν, π) < ∞, Df (ν, π) is equal to

Df (ν, π) = sup
h

{

Eν [h]− D̃∗
f,π(h)

}

(13)

where the supremum is taken on all π-measurable functions h.

6
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Proof [Lemma 4] The proof starts with Lemma 14.2 in Boucheron et al. (2013), which states that

for any f convex, twice differentiable on R
∗
+ such that 1

f ′′ is concave, for any Z such that f(Z) is

π-integrable, then

Eπ [f(Z)]− f (EπZ) = sup
T 6=0

{

Eπ

[(

f ′(T )− f ′(EπT )
)

(Z − T ) + f(T )
]

− f (EπT )
}

where the supremum is taken on all non negative π-integrable random variables T . The maximum

is achieved for T = Z . For ν such that Df (ν, π) < ∞, applying this result to Z = dν
dπ
(T0) for

T0 ≃ π yields

Df (ν, π) = sup
T 6=0

{

Eν

[

f ′(T )
]

+ Eπ

[

−Tf ′(T ) + (T − 1)f ′(EπT ) + f(T )− f(EπT )
]}

= sup
T 6=0

{

Eν

[

f ′(T )
]

−
(

Eπ

[

f∗ ◦ f ′(T )
]

− f∗ ◦ f ′ (EπT ) + f ′(EπT )
)}

where we used xf ′(x)−f(x) = f∗ ◦f ′(x) twice to obtain the second equality. Through the change

of variable h(φ) = f ′ ◦ T (φ) which maps π-integrable random variables to the set of functions

T :=

{

h | ∀φ ∈ Supp (π) , f ′(0) ≤ h(φ) ≤ f ′(∞),

∫

|f∗′ ◦ h|dπ < ∞
}

,

we find that Df (ν, π) is equal to (13) taking the supremum on h ∈ T . We can relax the condition

that h ≥ f ′(0) since f∗′ ◦ h = f∗′(max(f ′(0), h)) and f∗ ◦ h = f∗(max(f ′(0), h)). Whenever

f∗′(h) is not π-integrable, Eν [h]− D̃∗
f,π(h) equals Eν [h]− Eπ[f

∗(h)] which we can bound, using

(14), by Df (ν, π). Thus

Df (ν, π) = sup
h∈T

{

Eν [h]− D̃∗
f,π(h)

}

= sup
h<f ′(∞),
Eπ [h]<∞

{

Eν [h]− D̃∗
f,π(h)

}

= sup
h

{

Eν [h]− D̃∗
f,π(h)

}

.

Proof [Theorem 3] Let us first establish the upperbounds (7) and (8) of the Legendre transform.

The proof of (7) is straightforward, using Young-Fenchel’s inequality pointwise,

∫

hdν =

∫

h
dν

dπ
dπ ≤

∫

f∗(h)dπ +

∫

f

(

dν

dπ

)

dπ. (14)

This would be sufficient for our purpose, but for completeness sake, we show that this implies that

Eπ [f
∗(h)] ≥ D∗

f,π(h). Indeed, from the preceding inequality, it follows that:

D∗
f,π(h) = sup

ν∈Π
(Eν [h]−Df (ν, π)) ≤ Eπ [f

∗(h)] .

The proof of (8) starts with lemma 4: we have that for all ν such that Df (ν, π) < ∞, for all

π-measurable h,

Eν[h] ≤ D̃∗
f,π(h) +Df (ν, π). (15)

We can relax the condition Df (ν, π) < ∞ since when it is not the case, the bound remains correct,

though trivial.

7
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It only remains to see how the bounds behave on the transform f → λ−1f + cfδ for λ ∈ R
∗
+,

c ∈ R. Let us first remark that this transform does not change the concavity of 1/f ′′ since f ′′
δ = 0

and λ > 0. Noting g = λ−1f+cfδ, we have g∗(t) = c+λ−1f∗ (λ(t− c)), g∗′(t) = f∗′ (λ(t− c))
and g′(x) = λ−1f ′(x) + c.

Therefore,

D̃∗
g,π(h) = λ−1D̃∗

f,π (λ(h− c)) + c and Lg,π = λ−1Lg,π (λ(h− c)) + c

and thus, since Dg = λ−1Df , both

Eν [h] ≤ λ−1D̃∗
f,π(λ(h − c)) + c+ λ−1Df (ν, π)

and its analogue using Lf,π hold. One can easily see that the same bounds would also arise by

evaluating (14) and (15) for h̃ = λ(h− c).

Theorem 3 states that we can control the mean of a random variable over a probability measure

ν from two terms : a measure of the distance between ν and π, and what is morally a moment of

the random variable with respect to π. The more the f -divergence discriminates between ν and π,

the weaker is the moment needed. On the other hand, if strong moment assumptions can be made

on the random variable, one can control its mean over ν for a larger set of probability measures.

The bounds can be optimised on two degrees of freedom, controlling the mean and fluctuation

of the random variable. The first bound is only valid on the strong condition that 1/f ′′ is concave

while the second bound is valid for all f -divergence. Let us remark that the condition 1/f ′′ concave

implies that lim inf f∗(t)/t2 > 0 (a proof of this claim is deferred to Appendix A.2), and therefore

(11) is not trivial only when the random variable has at least a moment of order 2. A non trivial

bound of form (12) can be found for any random variable h which admits a moment Eπ[g ◦ h+] for

any g such that limt→∞ g(t)/t = +∞.

Although the bounds can be optimised on two degrees of freedom, it might not be possible to

apply this double optimisation procedure. We do not have clear arguments to favour optimising

with respect to c over optimising with respect to λ or vice-versa. We note however that most of the

bounds we examined proved easier to optimise on the scale parameter rather than on the positional

degree of freedom.

Note that for all g ∈ F , the reverse f -divergence ν, µ 7→ Dg(µ, ν) is a f -divergence for fg(t) =
t× g

(

1
t

)

. Therefore, Theorem 3 can also be used to obtain change of measure inequalities for the

reverse f -divergence.

Remark 5 Embedded in the bounds of Theorem 3 is the condition that λ(h−c) < f ′(∞) π-almost

surely, since whenever that is not the case, the bounds become trivial. Plainly speaking, whenever

f ′(+∞) 6= +∞, h needs to be upperbounded for the bounds to be useable. Whenever this is the

case, we find it good practice to choose f such that f ′(∞) = 0, and as such, we can apply the

bound to λ(h− hmax − c) for λ > 0, c > 0.

Remark 6 One can reinterpret the minimisation on λ and c for every bound of the form (2) in term

of Legendre transforms. Indeed, for (12), define Γf,h,c,π : γ 7→ γLf,π(γ
−1(h− c)) for γ ≥ 0, +∞

for γ < 0. Γf,h,c,π is convex1, and we can rewrite (12) as

Eν [h] ≤ c− Γ∗
f,h,c,π(−Df (ν, π)).

1. Since λ 7→ Lf,π(λ(h− c)) is convex and for all F convex defined on R
+, t 7→ tF (t−1) is convex.

8
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On the other hand, noting βf,h,γ,π(c) = γLf,π(γ
−1(h − c)), β is also convex and we can rewrite

(12) as

Eν [h] ≤ −β∗
f,h,γ,π(−1) + γDf (ν, π).

The same argument can be used for (11), although in that case, Γf,h,c,π and βf,h,γ,π might not be

convex.

Remark 7 So far, we have assumed that, for all x < 0, f(x) = +∞. This basically introduces

a threshold at f ′(0), in the sense that the upperbounds evaluated at h and at max(h, f ′(0)) are

identical. This threshold can, for some f -divergences, be problematic when trying to optimise the

bounds on λ and c. A possible work around for (12) is to extend f to some part of R− in such

a way as to keep f̃ convex, and to use f̃∗ rather than f∗. As f∗ ≥ f̃∗, the bound remains valid.

Note that this is always possible to extend f whenever f ′(0) > −∞ and ∞ > f ′′(0) > 0 through

f̃(t) = f(0) + tf ′(0) + t2

2 f
′′(0) for t < 0. This gives some flexibility between tractability of

expressions and tightness of the bound.

4. Application to Learning Theory

4.1. Some more PAC-Bayesian bounds

We now explore how Theorem 3 can be leveraged in learning theory. We consider two random

variables X,Y on a product space X × Y , drawn from a joint (unknown) probability measure P.

We now set (Φ,ΣΦ) to be a set of predictors φ, which are measurables functions from
(

X ,P|X

)

to
(

Y,P|Y

)

. The reference probability measure π is now called prior in analogy with the usual

Bayesian prior (see Guedj, 2019, for a discussion on the terminology in PAC-Bayes). We choose a

measurable loss function ℓ : Y×Y 7→ R. For an observation (x, y), the empirical risk of a predictor

φ ∈ Φ is defined as

r(φ, (x, y)) := ℓ(φ(x), y),

and the risk of φ ∈ Φ is given by

R(φ) := EP [r(φ, (X,Y )] .

The function φ 7→ R(φ)− r(φ) is called the generalisation gap.

Applying Theorem 3 to |R− r| yields elementary PAC-Bayesian bounds. Since we control

Eν [|R− r|] in term of a moment of |R− r| for π and the distance between ν and π, making use of

the fact that the first term is independant of ν, we obtain that, with probability higher than 1− ε,

Eν [R] ≤ Eν [r] + ε−1
EPEπ [f

∗ ◦ |R− r|] +Df (ν, π).

Note that we consider a setting with only one observation. This enables us to apply bounds

to a wide variety of models, for instance n-i.i.d. observations (with (X × Y) = (X0 × Y0)
n and

P = P
n
0 ), but also Markov chains or other non independant data. To obtain tight PAC-Bayes bound,

some concentration inequality is needed on Eπ [f
∗ ◦ |R− r|]. Therefore the rate depends on the

structure of the data.

It is possible to apply our proposed change of measure inequalities to other measure of the

distance between the empirical risk and true risk. For instance, Bégin et al. (2016) introduced the

9
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notion of ∆-function. For ∆ convex, they give PAC-bounds for Eν [∆(R, r)] using Kullback–

Leibler penalisation. Such bounds can be obtained in our framework by applying the bounds with

h = ∆(R, r).
Note that Remark 2 all but imply that the generalisation gap, and therefore the loss, should have

f∗ moments to obtain non trivial PAC bounds. Notably, whenever f ′(∞) < ∞, the loss should

be bounded. On the other hand, we aim to help design tailored-made bounds for a diversity of

applications. The Legendre transform approach enables one to choose a penalisation suited for the

assumptions one is willing to make on the data-generating distribution. Indeed, the choice of the

convex function f defining the f -divergence implies a moment assumption on the generalisation gap

R − r. This moment assumption can afterwards be reversered engineered to a choice of adequate

penalisation. As a rule of thumb, the flatter the chosen f , the stronger the assumptions required,

with f(x) = x log(x) requiring exponential moment bounds, and f(x) ≃ xp only requiring finite

moment bounds.

4.2. Change of measure inequalities for standard f -divergence

We apply Theorem 1 to the most popular f -divergences found in the literature. Table 1 presents a

summary of all the resulting change of measure inequalities. Note that the optimal values of λ and

the Legendre transform f∗ are gathered, when available, in Table 2 which is deferred to Appendix A.

Equation 11 recovers the exact Legendre transform of the Kullback–Leibler divergence. The

bound is also quite tight for Pearson’s χ2- divergence. Indeed, (1) implies that for h such that h > 0
and Eπ [h] ≤ 1, D∗

f,π(h) = D̃∗
f,π(h).

The bounds presented in Table 1 are coherent with those obtained independently by Ohnishi and Honorio

(2021). The last three are, to the best of our knowledge, the first change of measure inequalities ob-

tained for these f -divergences.

For Kullback–Leibler, we recover the change of measure inequality established by Csiszár

(1975) and Donsker and Varadhan (1975). That bound is the starting point of the proof of the general

PAC bound established by Bégin et al. (2016), which recovers bounds obtained in Langford and Seeger

(2001), McAllester (2003), Catoni (2007) and Alquier et al. (2016). We leave for future work the

optimisation on λ (Dalalyan and Tsybakov, 2012 provide some preliminary heuristics).

For power p divergences with p > 1, only moments of order p
p−1 = q for h are needed rather

than exponential moments, considerably lessening the assumptions needed on the loss l and the

underlying data distribution. When 1 < p ≤ 2, the bounds we propose improve on those obtained

in Alquier and Guedj (2018). Indeed, these last bounds exactly match those we obtain through (12).

The bounds for 1 < p ≤ 2 can be slightly simplified, noticing that

Eπ [(h+)
q]− Eπ

[

(h+)
q

p

]p

≤ Eπ [h
q]− Eπ

[

h
q

p

]p

.

For all the remaining f -divergences, f ′(∞) < ∞. Therefore the Legendre transform of these

f -divergences only take real values on bounded functions h. The bounds are of the form hmax

minus a term controlling how much probability mass can be put on or close to h−1(hmax), knowing

the distance between ν and π and some moment of h on π.

For the power divergences with 0 < p < 1, let us remark that when Dfp(ν, π) → 0, the bound

is optimised for c → ∞, while when Dfp(ν, π) → 1, the bound is optimised for c → 0. A similar

behavior is observed for power divergences with p < 0. It seems important to pick adequatly

c
(

Dfp(ν, π)
)

if one wishes to obtain tight bounds for all ν.
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Table 1: Bounds for typical f -divergence. We denote max(h, 0) =: h+. For power-divergences, q
is such that 1

q
+ 1

p
= 1. For Lin’s measure, fθ is given by fθ(t) = (θt log(tθ)− (θt+ 1−

θ) log(θt+ 1− θ)− θ log(θ).

f -div f(t) Eν [h] ≤ . . . c, λ, γ

KL t log(t) λ−1 logEπ [exp (λh)] + λ−1KL(ν, π) λ > 0

Power-p,

1 < p ≤ 2
tp − 1 Eπ

[

hq−1
+

]p−1

+

(

Eπ

[

hq
+

]

− Eπ

[

h
q
p

+

]p
)

1
q

Dfp (ν, π)
1
p

Power-p,

1 < p
tp − 1 c+ Eπ

[

(h− c)q+
]

1
q
(

1 +Dfp (ν, π)
)

1
p c ∈ R

Pearson χ2 t2 − 1 Eπ [h+] + Varπ [h]
1
2 χ2 (ν, π)

1
2

Power-p,

0 < 1 < p
1− tp hmax + c− Eπ [(hmax − h+ c)

q
]
1
q
(

1−Dfp(ν, π)
)

1
p c > 0

Power-p,

p < 0
tp − 1 hmax + c− Eπ [(hmax − h+ c)q]

1
q
(

1 +Dfp(ν, π)
)

1
p c ≥ 0

TV
|t−1|
2 hmax + Eπ [max (h− hmax,−γ)] + γTV (ν, π) γ > 0

Squared

Hellinger

1−
√
t hmax + c−

(

1−H2(ν, π)
)2

Eπ

[

1

hmax − h+ c

]−1

c > 0

Reverse

Pearson

t−1 − 1 hmax + c− Eπ[
√
c+hmax−h]

2

1+χ2(π,ν) c > 0

Reverse KL − log(t) hmax + c− exp (E [log (hmax − h+ c)]− KL(π, ν)) c > 0

Lin’s

measure,

0 < θ < 1

fθ(t) hmax + c− λ−1(1− θ)Eπ

[

log
(

1− exp
(

λ(h−hmax−c)
θ

))]

+λ−1 [Lθ(ν, π) + (1− θ) log(1− θ)− θ log(θ)]

λ > 0,

c > 0

Jensen–

Shannon

fθ= 1
2
(t) hmax + c− λ−1

Eπ

[

1
2 log (1− exp (2λ(h− hmax − c)))

]

+λ−1JS(ν, π)
λ > 0,

c > 0

Vincze–Le

Cam

2−2t
t+1 2 (hmax + c) + Eπ [−h]− 4Eπ[

√
c+hmax−h]

2

2+VC(ν,π) c > 0

For total variation, let us first remark that since the generator f(x) = |x−1|
2 is not differentiable

at x = 1, it can not be approximated by a sequence of convex functions such that 1/f ′′
n is concave2.

It is possible to minimise the bound on c, but we could not compute the optimal scale parameter.

2. Whenever f ′ is not continuous at x0 > 0, then f ′′ is a Dirac mass at x0 and therefore 1/f ′′(x0) = 0. It follows that

1/f ′′ has a local minima at x0 since f ′′ ≥ 0, and therefore it can not be concave for any reasonable approximation.

11
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Vincze-Le Cam’s bound somewhat stands out as it involves 2hmax rather than hmax. This is

explained by the fact that the bound is not derived directly from Theorem 3, but results from remark

7, extending f to t ∈ (−1, 0) by f(t) = 2−2t
t+1 .

5. Perspectives

A new look at hostile data. Alquier and Guedj (2018) went beyond the usual bounded or bounded

exponential moment requirement on the generalisation gap and obtained bounds on the more rea-

sonable assumption of bounded moments. The Legendre transform framework we propose re-

quires at least bounded order 1 moment on h. We give here bounds on the assumption of bounded

Eπ[h log(h)]. For h ≥ 0,

Eν [h] ≤
∫

h log(h)dπ −
∫

hdπ log

(∫

hdπ

)

+ log

(∫

exp

(

dν

dπ

)

dπ

)∫

hdπ.

This limits the exploration of Π to probabilities with bounded exponential divergence from the prior.

Legendre transform of the entropy. We might be willing to tradeoff some tighteness on the

bound for more tractable expressions. One could for instance decide to explore the Legendre trans-

form of the f -entropy, which is defined as

Ef,π (h) = Eπ [f ◦ h]− f (Eπh) .

The f -entropy collapses to the f -divergence between µ and ν if h = dν
dπ

, since f(1) = 0. We can

not find any reason why the f -entropy should be convex on h. Nevermind: upperbounding E∗
f,π

amounts to upperbounding D∗
f,π . More generally, any extension of the f -divergence to a larger

space can be used to upperbound D∗
f,π.

Finding approximately optimal λ and c. As discussed in Section 4, an appropriate choice of c
and λ is necessary to obtain tight inequalities. In most cases, we could not explicity compute which

values are optimal, especially for c. Getting some theoretical or pratical insight on how to pick these

parameters in such a way as to obtain nearly optimal bounds is an exciting future avenue.
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Luc Bégin, Pascal Germain, François Laviolette, and Jean-Francis Roy. PAC-Bayesian Bounds
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Appendix A. Proofs

A.1. Proofs for Section 4

The proof for each bound follows the same pattern: for each f -divergence, compute f∗, check

whether (1/f ′′) is concave, then apply accordingly either (11) or (12) to obtain:

∫

hdν ≤ c+ λ−1B(λ(h− c)) + λ−1Df (ν, π).

Then optimise on λ and c whenever feasible. We therefore sum up the proofs in Table 2 which gives

the information listed above.

The Kullback–Leibler, power divergence for 1 < p ≤ 2 and Pearson χ2 satisfy 1/f ′′ concave,

and we therefore use (11). All the other bounds use (12). For the total variation, it is simple to see

that to get non trivial bounds, we need to pick c ≤ 1
2 − hmax. Diminishing c to c− δc decreases the

integral by at most δc (the threshold can only dampen the decrease), while the other term increases

by δc. This implies that c∗ = 1
2 − hmax.

For the Vincze–Le Cam divergence, we are in the situation described in Theorem 7. The upper-

bound obtained through f̃ is much more tractable than the one obtained through f , and in particular,
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Table 2: f∗, λ∗ optimising change of measure inequalities

f -div f∗(t) = . . . λ∗

KL exp (t− 1)

Power-p, 1 < p ≤ 2 p1−q

q max(t, 0)q + 1 p





Dfp (ν,π)

Eπ[hq
+]−Eπ

[

h
q
p
+

]p





1
q

Power-p, 2 < p p1−q

q max(t, 0)q + 1 p
(

1+Dfp (ν,π)

Eπ[hq ]

)
1
q

Pearson χ2
√
2max(t, 0)2 + 1 2

(

Df2
(ν,π)

Varπ[h+]

)
1
2

Power-p, 0 < p < 1

{

−1 + p1−q

−q (−t)q t < 0

+∞ else
p
(

1−Dfp (ν,π)

Eπ[(−h)q ]

)
1
q

Squared Hellinger

{

−1 + 1
4 (−t)−1 t < 0

+∞ t ≥ 0

Eπ[(−h)−1]
2−2H2(ν,π)

Power-p, p < 0

{

1− (−p)1−q

q (−t)q t ≤ 0

+∞ else
(−p)

(

1+Dfp (ν,π)

Eπ[(−h)q]

)
1
q

Reverse Pearson

{

1− 2(−t)1/2 t ≤ 0

+∞ else

(

1+χ2(π,ν)

Eπ

[√
(−h)

]

)2

Total Variation











− 1
2 t < − 1

2

t − 1
2 ≤ t ≤ 1

2

+∞ t > 1
2

Reverse KL

{

−(1 + log(−t) t < 0

+∞ else
exp (KL(π, ν)− Eπ [log(−h)])

Lin’s measure,

0 < θ < 1
(1− θ) log

(

1−θ
1−θ exp(tθ−1)

)

Jensen–Shannon − 1
2 log

(

2− e2t
)

Vincze–Le Cam











−2 t ≤ −4

−4
√
−t− t+ 2 −4 ≤ t ≤ 0

+∞ else

(

1+ 1
2
V C(ν,π)

Eπ[
√
−h]

)2

it can be optimised on the scale parameter λ. It is this bound through f̃ which we use to obtain the

final bound. Using the Legendre transform of f|R+
yields this tighter, though somewhat unusable in

practice, inequality for all C ≥ hmax, λ > 0

Eν [h] ≤ C + λ−1
Eπ

[

1

[

h ≥ C − 4

λ

]

(

4− 4
√

λ(C − h) + λ(C − h)
)

]

+ λ−1 (VC(ν, π)− 2) .
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A.2. Other proofs

1/f ′′ concave implies lim inf f∗(t)/t2 > 0. Since 1/f ′′ is concave and positive on R
∗
+, it follows

that 1/f ′′ is non decreasing. There thus exists α > 0, t0 such that for all t > t0, 1/f ′′(t) > α.

Therefore ∃ β0 > 0 such that for all t > t0, f ′(t) ≤ α−1(t− t0)+β0, which implies that all t > t1,

f∗′(t) ≥ α−1t+ β1. Integrating ends the proof.

Non trivial bounds with weak moment assumption. We assume that

Eπ[(g ◦ h)+] < +∞, (16)

with g such that limt→+∞ g(t)/t = +∞. Denote gc the lower convex enveloppe of g. Then define

g̃c : t 7→ gc(t)− tmax(0, inf g′c). g̃ still satisfies limt→+∞ g̃(t)/t = +∞ and (16). Then apply (12)

using f = g̃∗c − g̃∗c (1), which is non infinite on R
∗
+. This bound is not trivial for h on the condition

that Df (ν, π) < ∞. Since f is real valued on R
∗
+, the set {ν | ν ∈ Π,Df (ν, π) < ∞} is not

reduced to {π}.
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