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Abstract

Time series classification is a subfield of machine learning with numerous real-life
applications. Due to the temporal structure of the input data, standard machine
learning algorithms are usually not well suited to work on raw time series. Over the
last decades, many algorithms have been proposed to improve the predictive perfor-
mance and the scalability of state-of-the-art models. Many approaches have been
investigated, ranging from deriving new metrics to developing bag-of-words models
to imaging time series to artificial neural networks. In this review, we present in
detail the major contributions made to this field and mention their most prominent
extensions. We dedicate a section to each category of algorithms, with an intuitive
introduction on the general approach, detailed theoretical descriptions and explicit
illustrations of the major contributions, and mentions of their most prominent ex-
tensions. At last, we dedicate a section to publicly available resources, namely data
sets and open-source software, for time series classification. A particular emphasis
is made on enumerating the availability of the mentioned algorithms in the most
popular libraries. The combination of theoretical and practical contents provided
in this review will help the readers to easily get started on their own work on time
series classification, whether it be theoretical or practical.

Keywords: time series, classification, machine learning, data sets, open-source
software

1. Introduction

A time series is a time-ordered sequence of values. Because of their unstructured
nature, time series can be found in numerous fields. With the increase in data
gathering through sensors and Internet activity, the amount of time series data keeps
growing. From historic fields such as econometrics and finance to more recent ones
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such as marketing through churn prediction and recommender system, the possible
applications are almost endless.

In machine learning, classification is defined as the process of assigning a label to
an unlabeled observation by exploiting patterns of the training data. Classification
of time series data can address several real-world problems such as household device
classification to reduce carbon footprint (Lines et al, 2011) and disease detection
using electrocardiogram data (Olszewski, 2001).

However, standard machine learning classification algorithms, which are designed
for structured data, are not always well suited for unstructured data such as time
series. In particular, the order of the values is an essential part of time series, and
consecutive time points are likely to be highly correlated. One typically unsuited
algorithm is the Naive Bayes algorithm, which assumes conditional independence
between each feature given the label.

Many different categories of algorithms have been investigated to tackle time
series classification. In order to compare time series, specific metrics and kernels
have been proposed. Some algorithms consist in extracting features from time series
that can then be used as input of a standard machine learning classifier, while other
algorithms work on raw time series. Bag-of-words models relying on discretizing
time series are popular, with many algorithms being developed. Transforming time
series into images has also been studied.

Time series classification has been applied in many fields, with numerous orga-
nized open competitions and publicly available data sets. The 2008 IEEE World
Congress on Computational Intelligence presented a challenge based on a common
problem in the automotive industry: detecting whether a certain symptom (de-
fect) is present in an automotive subsystem based on a sequence of measurements
(Adeodato et al, 2009). The PhysioNet Computing in Cardiology Challenge 2004
was an open competition with the objective of developing automated methods for
predicting spontaneous termination of atrial fibrillation (Moody, 2004). Food spec-
trographs, represented as time series, are used in chemometrics to classify food types,
with applications in food safety and quality assurance (Al-Jowder et al, 2002). Au-
tomatic assessment of surgical skills based on kinematic data, instead of manual
feedback from experienced surgeons, which is subjective and time-consuming, was
proposed to improve surgical practice (Forestier et al, 2018; Ismail Fawaz et al, 2018,
2019c).

There exist two kinds of time series: univariate and multivariate time series. At
a given time point, the value of a univariate time series is a single element (typically
a real number), while the value of a multivariate time series is a vector (of real
numbers typically). The large majority of the time series classification literature is
focused on univariate time series classification. Therefore, unless otherwise specified,
time series are assumed to be univariate.

In this review, we present the major contributions to time series classification.
As the number of publications on this topic is very large, the aim of this review is
not to provide an exhaustive list, but rather to present the main contributions in
detail, with explicit illustrations. The following sections present these contributions,
grouped by categories. Finally, a section highlighting publicly available resources,
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namely data sets and software, is provided so that the readers can easily get started
with their own applications.

2. Nearest-neighbor classification with dynamic

time warping

Nearest-neighbor methods are one of the most intuitive algorithms for supervised
learning: the prediction for a new sample is based on the target value of similar
samples. A key element of nearest-neighbor algorithms is the metric, that is, the
mathematical function defining the (dis)similarity between any pair of samples.

Although the Euclidean distance is the most common metric, it is not well suited
to compare time series for two main reasons: (i) it is only defined for two vectors
with the same length, whereas the time series of a given data set often have differ-
ent lengths, and (ii) it compares the values of both time series at each time point
independently, whereas the values of time series are correlated. Considering the
minimum of the Euclidean distances between the smaller time series and the sub-
sequences of the same length from the larger time series may not be optimal. A
concrete example from automatic speech recognition is to consider a given sentence,
with one being pronounced slower than the other one. The corresponding time se-
ries will not only have different lengths, but the Euclidean distance between the
smaller time series and any subsequence of the same length with consecutive time
points of the larger time series will not be small, even though the same sentence
was pronounced and a relevant metric should yield a small value. Another concrete
example could consist of sequences of geographical positions, with several people
walking the same route but at different speeds.

Dynamic time warping (DTW) is a metric for time series that address both
limitations of the Euclidean distance (Sakoe and Chiba, 1978). The one-nearest
neighbor classifier with the DTW metric is often considered to be the baseline al-
gorithm for time series classification. The next subsections introduce dynamic time
warping and several of its variants.

2.1 Dynamic time warping

Let X = (x1, . . . , xn) ∈ Rn and Y = (y1, . . . , ym) ∈ Rm be two time series of length
n and m respectively. The cost matrix, denoted by C, is a n×m matrix consisting
of the cost between each pair of values in both time series:

∀i, j ∈ {1, . . . , n} × {1, . . . ,m}, Cij = f(xi, yj) (1)

where f , often called local divergence, is a function evaluating the cost between any
pair of real numbers; f is usually the squared difference function (and more generally
the squared Euclidean distance for multivariate time series):

∀x, y ∈ R, f(x, y) = (x− y)2 (2)

A warping path is a sequence p = (p1, . . . , pL) such that:

Machine Learning (Emerging Trends and Applications), ISBN 978–1–8381524–1–3



4 Faouzi

• value condition: ∀l ∈ {1, . . . , L}, pl = (il, jl) ∈ {1, . . . , n} × {1, . . . ,m}

• boundary condition: p1 = (1, 1) and pL = (n,m)

• step condition: ∀l ∈ {1, . . . , L− 1}, pl+1 − pl ∈ {(0, 1) , (1, 0) , (1, 1)}

The cost associated with a warping path, denoted by Cp, is the sum of the elements
of the cost matrix that belong to the warping path:

Cp (X, Y ) =
L∑
l=1

Cil,jl (3)

The dynamic time warping score is defined as the minimum cost among all the
warping paths:

DTW(X, Y ) = min
p∈P

Cp (X, Y ) (4)

where P is the set of warping paths. Instead of computing the costs for all the
warping paths, a more efficient computation is possible using dynamic programming.
Let X:i = (x1, . . . , xi) and Y:j = (y1, . . . , yj) be two subseries of the original time
series X and Y respectively, with i ∈ {2, . . . , n} and j ∈ {2, . . . ,m}. Since the step
condition constrains the difference between two consecutive elements of a warping
path, the DTW score between two time series can be computed based on the cost
matrix and the DTW scores of the subseries in which the last element has been
removed:

DTW(X:i, Y:j) = Ci,j +min{DTW(X:i−1, Y:j−1)

DTW(X:i−1, Y:j)

DTW(X:i, Y:j−1)}
(5)

This recurrence relation motivates the introduction of the accumulated cost ma-
trix, denoted by D and defined as:

∀i, j ∈ {1, . . . , n} × {1, . . . ,m}, Di,j = DTW(X:i, Y:j) (6)

The accumulated cost matrix can be computed by initializing its first row and col-
umn, for which the values are simply the cumulative sums of the first row and
column of the cost matrix C respectively, and by using the recurrence relation:

• ∀j ∈ {1, . . . ,m}, D1,j =
∑j

k=1C1,k

• ∀i ∈ {1, . . . , n}, Di,1 =
∑i

k=1 Ck,1

• ∀i, j ∈ {2, . . . , n} × {2, . . . ,m}, Di,j = Ci,j +min{Di−1,j−1, Di−1,j, Di,j−1}

The last entry of the accumulated cost matrix is the DTW score between X and Y:

DTW(X, Y ) = Dn,m (7)

When the cost function f is the squared difference, the square root of Dn,m is usually
defined as the DTW score so that the DTW score has the same “unit” as the time
series, as it is done for the Euclidean distance and more generally for Lp norms.
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2.2 Limitations and variants of dynamic time warping

Despite its advantages over the Euclidean distance to compare time series, dynamic
time warping has several important limitations.

First, its algorithmic complexity is O(nm), where n and m are the lengths of
both time series, which is high. Second, it is not a distance because it does not
satisfy not only the separation property (the DTW score between two different time
series can be zero) but more importantly the triangle inequality, meaning that ef-
ficient nearest-neighbor search algorithms such as the K-dimensional tree (Bentley,
1975) and the ball tree (Omohundro, 1989) structures cannot be used. Both limi-
tations make nearest-neighbor classification with DTW a computationally intensive
algorithm. Third, DTW allows for very large time warps, which may be undesired.
Fourth, DTW is not differentiable, making it difficult to use with machine learning
algorithms that rely on minimizing an objective function with gradient descent or a
variant thereof.

Several variants of DTW have been proposed to address one or several limitations
of its original version.

A common approach consists in limiting the time warps by using a constraint
region: the set of warping paths is restricted to the set of warping paths such that
all their elements belong to the constraint region. This approach also decreases
the computational complexity of the cost and accumulated cost matrices since only
the entries belonging to the constraint region have to be computed, but adds the
computational cost of the constraint region. Two commonly used constraint regions
are the Sakoe-Chiba band (Sakoe and Chiba, 1978) and the Itakura parallelogram
(Itakura, 1975). The Sakoe-Chiba band limits the time warps to be no greater than
half the bandwidth, while the Itakura parallelogram limits the time warps to be
no greater than a variable value, this value being larger in the middle of the time
series than at the starting and ending time points. The Sakoe-Chiba band and the
Itakura parallelogram do not depend on the values of the time series, but only on
their lengths. Other constraint regions depending on the values of the time series
have been proposed (Müller et al, 2006; Salvador and Chan, 2007), relying on the
optimal warping path for downsampled versions of the original time series. Figure 1
illustrates the optimal warping path for the original DTW algorithm and three of
its variants with constraint regions.

Another variant of DTW, called soft-DTW (Cuturi and Blondel, 2017), replaces
the min function, which is not differentiable, with a smooth minimum function,
namely the LogSumExp function, which is differentiable. The soft-DTW function,
being differentiable, can be used as a loss function for machine learning algorithms,
in particular artificial neural networks.

3. Kernel methods

Kernel methods are popular machine learning algorithms allowing for non-linear
transformations or decision functions, among which support vector machines are

Machine Learning (Emerging Trends and Applications), ISBN 978–1–8381524–1–3



6 Faouzi

Figure 1: Dynamic Time Warping. Illustration of the classic dynamic time
warping (DTW) algorithm (a) and three of its variants with a constraint region:
DTW with Sakoe-Chiba band (b), DTW with Itakura parallelogram (c), and Mul-
tiscale DTW (d). For each algorithm, the set of admissible alignments and the
optimal warping path is highlighted, and the corresponding score is computed. Mul-
tiscale DTW, by computing a constraint region specific to the input time series, is
able to retrieve the same warping path as classic DTW with no constraint region.
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probably the most famous ones and have been successfully used in numerous appli-
cations.

Kernel methods rely on a kernel function measuring similarity between any pair
of inputs. A key necessary assumption of kernel methods is that the kernel is
positive-definite. However, as mentioned in the previous section, DTW is not a
distance because it does not satisfy the triangle inequality, implying that DTW
cannot be used to define a positive-definite kernel. Although DTW has been used
with kernel methods in several publications with some tricks, the fact that the
theoretical assumptions are not satisfied is an important limitation.

A true positive-definite kernel for time series, called the global alignment kernel,
was proposed (Cuturi, 2011). The global alignment kernel, denoted by kγ

GA, is
defined as the sum of all the negatively exponentiated costs over all the possible
warping paths:

kγ
GA =

∑
p∈P

exp

(
−Cp(X, Y )

γ

)
(8)

where Cp(x, y), defined in Equation 3, is the cost associated with the warping path
p, P is the set of all the warping paths, and γ > 0 is a smoothing parameter. It is
important to note that the global alignment kernel is not a true kernel for every local
divergence f . However, it can be proven that, if 1/(1+exp(f)) is a positive-definite
kernel, then kγ

GA is a kernel. In particular, this condition is satisfied when f is the
squared difference function (and more generally the squared Euclidean distance for
multivariate time series). The global alignment kernel has the same computational
complexity as DTW, that is O(nm), because the score between two time series can
be computed using a recurrence relation similar to Equation 5. Constraint regions
such as the Sakoe-Chiba band and the Itakura parallelogram can also be used with
global alignment kernels.

Support vector machines with the global alignment kernel have been shown to
yield better predictive performances than with other pseudo kernels based on DTW
for several multivariate time series classification tasks (Cuturi, 2011).

4. Shapelet-based algorithms

A shapelet is defined as a subsequence of consecutive observations from a time
series. In some use cases, specific shapelets can be characteristic of the classes and
thus helpful at discriminating them. Several algorithms rely on shapelets, either by
extracting the best shapelets from the training data set or by directly learning them.

4.1 Extracting shapelets

Lines and colleagues proposed an algorithm, called Shapelet Transform, that ex-
tracts the best shapelets from a data set (Lines et al, 2012). Let X = (x1, . . . , xn)
be a time series of n real-valued observations and S = (s1, . . . , sl) be a shapelet
of l real numbers, with l ≤ n. The distance between the shapelet S and the time
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series X, denoted by d(S,X), is defined as the minimum of the squared Euclidean
distances between S and all the shapelets of length l from X:

d(S,X) = min
j∈{0,...,n−l}

∥S −Xj:j+l∥22 = min
j∈{0,...,n−l}

l∑
i=1

(si − xj+i)
2 (9)

The algorithm extracts all the shapelets whose length belongs to a range, the
range being a hyperparameter of the algorithm, and selects the k best shapelets,
k being another hyperparameter of the algorithm. This process can be seen as
univariate feature extraction, where each feature is the distance between a given
shapelet and all the time series in the data set. The shapelets are ranked based
on the F-statistics of the analysis of variance test that compares the between- and
within-class variabilities. In order to extract features (i.e., shapelets) that are not
highly correlated, self-similar shapelets are removed, with any pair of shapelets being
considered self-similar if they are from the same time series and have any overlapping
indices.

When the k best shapelets have been identified and the corresponding features
have been generated, any standard machine learning classifier can be applied to this
new data set. Lines and colleagues investigated 8 classifiers, including one-nearest
neighbor classifier, support vector machine with a linear kernel, and random forest.
In their experiments, the support vector machine with a linear kernel yielded the
best results on average.

One limitation of this algorithm is its computational complexity. For a data
set of N time series of length n, there are N × (n − l + 1) shapelets of length l.
Since many values of l ∈ {1, . . . , n} are investigated, the maximal computational
complexity is O(N × n2). Moreover, the definition of self-similarity for shapelets
does not take into account the values of the shapelets, meaning that two shapelets
very similar in terms of Euclidean distance but extracted from two different time
series are not considered self-similar, even though they yield very similar features.

Several modifications to the algorithm have been proposed such as using other
criteria to rank shapelets (Hills et al, 2014), in particular for multi-class classifica-
tion tasks (Bostrom and Bagnall, 2015), and other classifiers built on top of the
transformation (Hills et al, 2014).

4.2 Learning shapelets

In order to address the limitations of the Shapelet Transform algorithm, another
algorithm relying on learning shapelets, instead of extracting them, was proposed
(Grabocka et al, 2014).

The distance between a shapelet and a time series defined in Equation 9 relies
on the min function, which is not differentiable. Similar to the soft-DTW variant of
DTW, the minimum function is replaced with a smooth minimum function, namely
the LogSumExp function, which is differentiable. The logistic regression algorithm
is used as the machine learning classifier built on top of the transformation. Figure 2
illustrates two learned shapelets and the distances between both shapelets and time
series, highlighting that each shapelet is characteristic of one class.

Machine Learning (Emerging Trends and Applications), ISBN 978–1–8381524–1–3
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Figure 2: Learning Shapelets. Two shapelets have been learned from a training
data set (a) and the distances between both shapelets and the training time series are
plotted (b). The first shapelet is really specific of the second class, while the second
shapelet is present in all the time series belonging to the first class and in some time
series belonging to the second class.

Since both the transformation and classification functions are differentiable, the
chain rule allows for computing the gradients of the objection function with respect
to the shapelets and the logistic regression coefficients respectively, thus minimizing
the objective function can be attempted to be solved by gradient descent.

Learning shapelets instead of extracting them has several advantages. First, it
may lead to shapelets that are not from the data set but are discriminative of the
classes. Second, it does not require going through the whole data set, and thus may
be faster to train, especially with stochastic variants of gradient descent.

Nonetheless, learning shapelets also comes with drawbacks. As both the shapelets
and the logistic regression coefficients need to be learned, the objective function is
not convex (one can see the analogy with some clustering algorithms, such as k-
means and Gaussian mixture models, where both the parameters and the members
of the clusters need to be learned). Therefore, the optimization algorithm may
converge to a bad local minimum. It also leads to more hyperparameters as the
optimization process is a key component of the algorithm. Finally, as learning
shapelets is embedded into the algorithm, it may not be optimal to try other clas-
sifiers than logistic regression later on, whereas the Shapelet Transform algorithm
is independent of the machine learning classifier, and thus the transformation step
can be computed only once and many classifiers can be built on top of it to find the
best performing classifier.

Machine Learning (Emerging Trends and Applications), ISBN 978–1–8381524–1–3
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Figure 3: Time Series Forest. Random intervals are generated and the corre-
sponding subsequences from each time series are extracted (a). Three features are
derived from each subsequence: the mean, the standard deviation (SD) and the slope
(b).

5. Tree-based algorithms

Standard tree-based machine learning algorithms, such as random forest (Breiman,
2001) and extremely randomized trees (Geurts et al, 2006), are popular algorithms
that have proven to be powerful. The use of such algorithms for time series clas-
sification has been investigated, ranging from extracting features used as input to
modifying the construction of each tree in the ensemble.

5.1 Time series forest

One of the first proposed algorithms based on the random forest algorithm is called
time series forest (Deng et al, 2013) and is relatively simple. The algorithm considers
information from subsequences of the time series. Given a minimum length for the
subsequences, which is a hyperparameter, random intervals are generated, with the
start indices, end indices, and lengths of all the intervals being all randomly gener-
ated. For a given time series and a given interval, the corresponding subsequence is
the ordered set of values from the time series belonging to the interval. From each
subsequence, three features are extracted: the mean, the standard deviation, and
the slope. Figure 3 illustrates this feature extraction.

The total number of extracted features is thus three times the number of consid-
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Figure 4: Time Series Bag-of-Features. Random intervals are generated and
each window is split into subintervals, from which subsequences are extracted (a).
Three features are derived from the subsequences of each subinterval (the mean,
the standard deviation (SD) and the slope) and four features are derived from the
subsequences of each interval (the mean, the standard deviation (SD) and the start
and end indices) (b).

ered intervals. A random forest classifier is then trained on these extracted features.
Predictions for new time series are obtained in the same manner: given the already
generated intervals, the three features are extracted from each subsequence, then
the fitted random forest classifier outputs its prediction.

5.2 Time series bag-of-features

Time series bag-of-features (Baydogan et al, 2013) is a more advanced algorithm
also based on features extracted from subsequences and random forest.

First, time series bag-of-features also randomly generates intervals. However, this
algorithm extracts more features than time series forest. Each interval is divided
into non-overlapping subintervals, and the same three features (mean, standard
deviation, and slope) are extracted from the subsequences corresponding to each
subinterval. Moreover, four features from each interval are also extracted: the mean
and the standard deviation of the subsequence corresponding to this interval, as
well as the start and end indices of this interval. Figure 4 illustrates this feature
extraction.

A new data set is created, whose samples are the subsequences extracted from the
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time series for every interval, and whose features are the aforementioned extracted
features. In this new data set, the number of samples is thus the number of time
series times the number of intervals, while the number of features is equal to four
plus three times the number of subintervals (four features for the interval and three
features for each subinterval in the interval). The class of each subsequence is defined
as the class of the time series from which the subsequence was extracted.

Then, a first random forest classifier is trained on this new data set, then outputs
the probabilities to belong to each class for each subsequence. During the training
phase, out-of-bag probabilities are actually used to have unbiased estimates of prob-
abilities, that is only trees that were built on bootstrap samples that did not contain
the subsequence are used to compute the probabilities. Then, the probabilities are
binned in order to summarize the distribution of the probabilities over all the sub-
sequences, i.e., the histogram of probabilities is computed to identify, for each class,
how many subsequences were given high probabilities to belong to this class. More
precisely, for each time series and for each class, the (out-of-bag) probabilities of
belonging to the given class for all the subsequences extracted from the given time
series are binned. For each time series and for each class, the mean probability
over all the subsequences is also computed. Performing this operation for each time
series and each class creates a new data set whose samples are the time series and
whose features are the mean and binned probabilities for each class over all the
subsequences.

Finally, a second random forest classifier is trained on this new data set during
the training phase and outputs the predicted class for an unseen time series during
the inference phase.

5.3 Proximity forest

In contrast to the time series forest and time series bag-of-features algorithms that
rely on extracting features from time series and then build a random forest, the
proximity forest algorithm (Lucas et al, 2019) works directly with raw time series
and is inspired by the extremely randomized trees algorithm.

To better understand the proximity forest algorithm, we briefly recall the main
concepts of the extremely randomized trees algorithm. Like in a random forest, sev-
eral trees are independently trained. The major difference between both algorithms
comes from the splitting criterion used to split a node into child nodes. In a ran-
dom forest, only a random subset of the features is considered, and the best (feature,
threshold) pair is chosen over all the possible (feature, threshold) pairs. In extremely
randomized trees, randomness goes one step further: instead of considering all the
possible thresholds for each feature from the random subset of features, a single
threshold is randomly generated for each feature, and the best (feature, threshold)
pair is chosen. The node splitting process is thus much faster in extremely ran-
domized trees since much fewer (feature, threshold) pairs are considered. Another
consequence is that a single tree from extremely randomized trees usually performs
worse than a single tree in a random forest, but the extremely randomized trees
are less correlated than the trees of a random forest, thus benefitting more from
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averaging the predictions of each tree.
The proximity forest algorithm is heavily inspired by the extremely randomized

trees algorithm, the only difference being the splitting criterion that we now describe.
In standard decision trees, the splitting criterion is a (feature, threshold) pair that
splits a set of samples into two subsets: the subset of samples whose values for
the given feature are greater than the threshold, and the subset of samples whose
values for the given feature are lower than the threshold. In a proximity forest,
the splitting criterion is a (metric, set of exemplars) pair: the metric allows for
measuring similarity between any pair of time series, and the set of exemplars is a
set containing one exemplar of each class from all the time series belonging to the
given node. The number of (metric, set of exemplars) considered at each splitting
node is a hyperparameter of the algorithm. Like in extremely randomized trees, the
metric and the set of exemplars are randomly chosen: the metric is chosen uniformly
at random from a set of 11 metrics for time series, and the exemplar for each class
is chosen uniformly at random from all the time series belonging to this class and
this node.

Because only a small set of (metric, set of exemplars) pairs is considered at each
splitting node and because the decision tree growing process exponentially decreases
the sample size at each depth of the tree, the proximity forest is highly scalable to
large data sets of time series (both in terms of the number of time series and the
number of time points). Because the trees of the proximity forest tend not to be
highly correlated, the proximity forest benefits from aggregating the predictions of
each tree by decreasing the variance of the final model and has proven to give a
good predictive performance on average.

6. Bag-of-words (dictionary-based) approaches

Bag-of-words approaches, also known as dictionary-based approaches, consists in
discretizing time series into sequences of symbols, then extracting words from these
sequences with a sliding window, and finally counting the number of words for all the
words in the dictionary. These approaches are split into two groups: the ones based
on discretizing raw time series, and the other ones based on discretizing Fourier
coefficients.

6.1 Approaches based on discretizing raw time series

The most commonly used algorithm to discretize raw time series is called Symbolic
Aggregation approXimation (SAX) and simply maps each real-valued observation
of the time series to its corresponding bin (Lin et al, 2007). Several strategies to
compute the bin edges are possible: quantiles of the standard normal distribution
if the time series was standardized (zero mean, unit variance), uniform bins based
on the extreme values of the time series, or quantiles of the time series. Figure 5
illustrates the SAX discretization with different strategies to compute the bins.

Based on the SAX discretization of standardized time series with quantiles of the
standard normal distribution, the Bag-of-patterns algorithm (Lin et al, 2012) uses a
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Figure 5: Symbolic Aggregate approXimation. A time series is discretized
using bin edges. Different strategies to compute the bin edges are possible: quantiles
of the standard normal distribution, uniform bins based on the extreme values of the
time series or quantiles of the time series. The resulting sequences of symbols for
each strategy are shown at the bottom.
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sliding window to extract words from the discretized time series and computes the
corresponding histogram, that is the frequency of each word is computed, resulting
in a new data set in which each feature is a word from the dictionary and each
value is the number of occurrences of the given word in a given time series. Since
consecutive subsequences are likely to be very similar and thus lead to identical
words, it was proposed to count a single occurrence of identical consecutive words,
this process being called numerosity reduction. Finally, a nearest-neighbor classifier
was built on top of this transformation to perform classification.

Another algorithm, called Symbolic Aggregation approXimation in Vector Space
Model (SAX-VSM), was later proposed with two major differences from the Bag-of-
patterns algorithm (Senin and Malinchik, 2013). First, the order of the preprocessing
steps is changed. The sliding window is applied to the raw time series to extract
subsequences. Each subsequence is standardized and discretized using the SAX
algorithm, resulting in an ordered sequence of words, to which numerosity reduction
is usually applied. Second, classification is based on a simple numerical statistic used
in natural language processing: the term frequency—inverse document frequency
(TF-IDF) matrix. The idea is to identify words that are specific to each class.
After computing the frequency of each word in the dictionary for each time series
(resulting in a vector for each time series), all the vectors corresponding to time
series belonging to the same class are summed in order to obtain the frequency of
each word for each class. This process results in the term frequency matrix, whose
rows represent the words in the dictionary, the columns represent the classes in the
data set, and each entry is the frequency of the given word for the given class. Each
row of this matrix is then normalized by the number of classes in which the word is
present so that words that are specific to a small number of classes are more heavily
weighted than words present in many classes. This normalized matrix is the so-called
TF-IDF matrix. Classification is performed using the cosine similarity between the
word frequency vector of a new time series and each column of the TD-IDF matrix,
the predicted class being the one yielding the highest cosine similarity.

6.2 Methods based on discretizing Fourier coefficients

Instead of discretizing raw time series, other methods rely on discretizing Fourier
coefficients. The most commonly used algorithm to do so is called Symbolic Fourier
Approximation (SFA) and is a two-stage algorithm (Schäfer and Högqvist, 2012).
In the first stage, the discrete Fourier transform of the time series is computed and
a subset of the Fourier coefficients is kept. In unsupervised learning, this subset is
usually the set of first coefficients (the ones corresponding to the lowest frequencies)
since they represent the trend of the time series. In supervised learning, univariate
feature selection can be applied in order to select the more highly ranked coefficients
based on statistics such as the F-statistics returned by one-way analysis of variance
tests. Importantly, the same Fourier coefficients must be selected for all the time
series. This transformation results in a matrix whose rows are time series and whose
columns (i.e., features) are Fourier coefficients. In the second step, each column of
this matrix is independently discretized. In unsupervised learning, the bin edges are
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usually computed so that the bins are uniform (i.e., the bin edges are based on the
extreme values of the Fourier coefficients) or the number of Fourier coefficients falling
in each bin is the same (i.e., the bin edges are based on the quantiles of the Fourier
coefficients). In supervised learning, the bin edges can be computed to minimize an
impurity criterion such as entropy. Therefore, the SFA algorithm transforms a time
series into a single sequence of symbols (i.e., a single word). Figure 6 illustrates the
SFA transformation.

Based on the SFA transformation, the Bag-of-SFA-Symbols (BOSS) algorithm
was proposed (Schäfer, 2015). First, subsequences of a time series are extracted
with a sliding window and the SFA transformation is applied to each subsequence,
resulting in an ordered sequence of words. Numerosity reduction is often applied to
this sequence to avoid outweighing stable sections of time series. The frequency of
each word is computed to obtain the word histogram of the time series. Figure 7
illustrates these stages of the BOSS algorithm. Finally, classification is performed
using the nearest neighbor algorithm with the BOSS metric, which is a variant of the
squared Euclidean distance that does not take into account the words that are not
present in the histogram of the first time series. An ensemble of BOSS classifiers with
sliding windows of different lengths is usually built to capture patterns of different
lengths.

Several extensions of the BOSS algorithm have been proposed.

The Bag-of-SFA-Symbols in Vector Space (BOSSVS) combines the BOSS and
vector space models (Schäfer, 2016). Similar to some modifications of the Bag-
of-patterns algorithm in SAX-VSM, a single histogram is computed for each class
(instead of a histogram for each time series) and the TF-IDF matrix is computed.
Classification is performed by finding the class yielding the highest cosine similarity
between the histogram of the time series and the TF-IDF vector of each class.

Randomized BOSS (RBOSS) introduces randomization in the choice of the
lengths of the sliding windows and uses a more sophisticated aggregation of the
predictions of the base BOSS classifiers, leading to lower computational time while
maintaining similar performance (Middlehurst et al, 2019). BOSS with Spatial
Pyramids (SP-BOSS) makes use of spatial pyramids, a method commonly used
in computer vision, in order to combine temporal and phase independent features,
and replaces the BOSS metric with the histogram intersection metric (Large et al,
2019).

The Word Extraction for Time Series Classification (WEASEL) algorithm ex-
tends BOSS by integrating the sliding windows of different lengths inside the trans-
formation, thus before the classification step (Schäfer and Leser, 2017a). To decrease
the size of the resulting dictionary, only non-overlapping subsequences are extracted
for each sliding window and the chi-squared test is applied to filter in the most
relevant features. Since the constructed input matrix of word counts may have
many features and be very sparse, logistic regression is built on top of the WEASEL
transformation as this algorithm can handle both characteristics. WEASEL plus
Multivariate Unsupervised Symbols and Derivatives (WEASEL+MUSE) is an ex-
tension of WEASEL to multivariate time series classification (Schäfer and Leser,
2017b).
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Figure 6: Symbolic Fourier Approximation. Raw time series (a) are ap-
proximated using a subset of the coefficients of the discrete Fourier transform, with
the values of the coefficients for each time series being displayed at the bottom (b).
The coefficients are discretized using bin edges that are computed either as uniform
bins based on the extreme values of of the Fourier coefficients or as quantiles of
the Fourier coefficients, and the resulting sequences of symbols are displayed at the
bottom (c).
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Figure 7: Bag-of-SFA Symbols. From a raw time series (a), a sliding window
is applied to extract subsequences (b). Each subsequence is transformed into a word
using the Symbolic Fourier Approximation (SFA) algorithm, and only the first oc-
currence of identical back-to-back words are kept (c). Finally, the histogram of the
bag of words (i.e., the frequency of each word) is computed (d).

Machine Learning (Emerging Trends and Applications), ISBN 978–1–8381524–1–3



Time Series Classification: A review of Algorithms and Implementations 19

The Temporal Dictionary Ensemble (TDE) algorithm combines design features
of four of these algorithms (BOSS, RBOSS, SP-BOSS, and WEASEL) with a novel
mechanism of base classifier model selection based on an adaptative form of Gaussian
process modeling of the parameter space (Middlehurst et al, 2021a).

7. Imaging time series

In order to investigate temporal correlations between all the pairs of observations,
several methods relying on transforming time series (i.e., vectors) into images (i.e.,
matrices) have been proposed. In this section, we focus more on presenting these
transformations than the classification algorithms built on top of them. Since these
classifiers often belong to the class of deep learning algorithms, they will be more
detailed in the next section.

7.1 Recurrence plot

A recurrence plot is an old technique that was originally introduced to visually
inspect time constancy in dynamical systems through trajectories (Eckmann et al,
1987). A trajectory is defined as a subsequence of equally spaced values:

∀i ∈ {1, . . . , n− (m− 1)τ}, x⃗i = (xi, xi+τ , . . . , xi+(m−1)τ ) (10)

where m is the length of the trajectory and τ is the time delay, that is the time gap
between back-to-back time points in the trajectory.

A recurrence plot, denoted by R, is a matrix consisting of the binarized pairwise
distances between all the pairs of trajectories from a time series:

∀i, j ∈ {1, . . . , n− (m− 1)τ}, Rij = 1 (∥x⃗i − x⃗j∥2 < ε) (11)

where ε is the threshold used to binarize the distance and 1 is the indicator function,
which is equal to 1 if the condition is true and equal to 0 otherwise. Visually, as a
black-and-white image, a pixel is black if and only if the distance between the two
considered trajectories is smaller than the threshold (Figure 8).

Recurrence plots have been used as a preprocessing step to classify time series.
Silva and colleagues used a k-nearest neighbor classifier with the Campana-Keogh
distance (Campana and Keogh, 2010) to measure the similarity between recurrence
plots (Silva et al, 2013). Tamura and colleagues used the recurrence plots com-
puted from moving average convergence divergence histograms to train an artificial
neural network consisting of stacked auto-encoders (Tamura and Ichimura, 2018).
Hatami and colleagues trained a 2D convolutional neural network using as input non-
binarized recurrence plots by skipping the thresholding step, resulting in grayscale
texture images (Hatami et al, 2018).

7.2 Gramian angular field

While recurrence plots consider phase space trajectories, another method, called
the Gramian angular field and based on the polar coordinate representation of time
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Figure 8: Recurrence plot. Starting from a time series (a), the Euclidean dis-
tances between all the pairs of trajectories are computed and binarized using a thresh-
old (b). The thresholding step is sometimes skipped and the raw pairwise Euclidean
distances are considered (c).
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series, was proposed (Wang and Oates, 2015).
A time seriesX = (x1, . . . , xn) of real-valued observations is first linearly rescaled

into the range [a, b] with −1 ≤ a < b ≤ 1:

∀i ∈ {1, . . . , n}, x̃i = a+ (b− a)× xi −min(X)

max(X)−min(X)
(12)

The values of a and b may depend on the time series if the scale of the time series
is important. Otherwise, the range is usually [a, b] = [−1, 1] or [a, b] = [0, 1].

The rescaled time series X̃ is then represented in polar coordinates with the radii
depending on the time points and the angles depending on the values of the rescaled
time series:

∀i ∈ {1, . . . , n}, ri =
i

n
(13)

∀i ∈ {1, . . . , n}, ϕi = arccos(x̃i) (14)

Only the angles are considered since the radii do not depend on the values of the
time series.

A Gramian angular field measures temporal correlation by computing the trigono-
metric sum or difference between all the pairs of angles. When the trigonometric sum
is applied, the Gramian angular field is called a Gramian angular summation field,
while it is called a Gramian angular difference field when the difference is applied.
Let GASF be the matrix of a Gramian angular summation field and then GADF
the matrix of a Gramian angular difference field. The entries of both matrices are
computed using the following equations:

∀i, j ∈ {1, . . . , n}, GASFi,j = cos(ϕi + ϕj) (15)

∀i, j ∈ {1, . . . , n}, GADFi,j = sin(ϕi − ϕj) (16)

(17)

Figure 9 summarizes the whole process to generate Gramian angular fields and
illustrates both the Gramian angular summation and difference fields. By default, a
Gramian angular field is an n×n matrix, which can be excessively large for large n.
A common approach consists in first downscaling the time series from n points to m
points, with m being the desired size of the Gramian angular fields. It should also
be noted that the computation of Gramian angular fields can be simplified using
trigonometric identities:

∀i, j ∈ {1, . . . , n}, GASFi,j = x̃ix̃j −
√

(1− x̃i)(1− x̃j) (18)

∀i, j ∈ {1, . . . , n}, GADFi,j = x̃j

√
(1− x̃i)− x̃i

√
(1− x̃j) (19)

Gramian angular fields have been used for time series classification as a prepro-
cessing step to generate images used as input of a tiled convolutional neural network
(Wang and Oates, 2015) and of the pre-trained Inception v3 model followed by a
multilayer perceptron (Karimi-Bidhendi et al, 2018).
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Figure 9: Gramian Angular Fields. A raw time series is normalized in range
[-1, 1] (a) and is represented in polar coordinates (b). The Gramian angular fields
are computed either as the cosine of the sum (c) or the sine of the difference (d) of
all the pair of angles.
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7.3 Markov transition field

Another method consists in assimilating a time series, after discretization, as a
Markov chain, and is called Markov transition field (Wang and Oates, 2015).

A time series X = (x1, . . . , xn) of real-valued observations is first discretized
based on its quantile bins, that is each xi is assigned to its corresponding bin qj
with j ∈ {1, . . . , Q} and Q being the number of quantile bins, resulting into a
discretize-valued time series of length n. By considering this discretize-valued time
series as observations of a first-order Markov chain, one can compute the number of
occurrences of pairs of back-to-back bins for every pair of bins, resulting in a Q×Q
matrix. This matrix is then normalized to transform the frequencies into probabili-
ties, leading to the Markov transition matrix, whose entries give the probabilities of
going from qj to qk for every pair (qj, qk) of bins.

The Markov transition matrix is insensitive to the temporal distribution of the
time series X since it only captures the frequencies of the transition, but not at
which time points they occurred. Moreover, its size depends on the number of bins
and not the length of the time series, although larger time series may allow for a
larger number of bins. To overcome these issues, the Markov transition matrix is
projected onto a n× n matrix that is called the Markov transition field.

Let MTF be a Markov transition field and q be the function that maps the real-
valued observations of the time series into their bins. Each entry of the Markov
transition field is an entry of the Markov transition matrix, and thus a transition
probability. MTFi,j, that is the Markov transition field entry for the pair (xi, xj),
is the probability of going from the bin associated to xi, that is q(xi), to the bin
associated to xj, that is q(xj):

∀i, j ∈ {1, . . . , n}, MTFi,j = P (q(xj)|q(xi)) (20)

Figure 10 summarizes the whole process to generate Markov transition fields
from raw time series. By default, a Markov transition field is an n×n matrix, which
can be excessively large for large n. There are two common approaches to address
this issue. The first approach consists in first downscaling the time series from n
points to m points, with m being the desired size of the Markov transition fields, as
it is done for Gramian angular fields. The second approach consists in downscaling
the Markov transition field itself, from n × n to m ×m, by taking the mean value
of each submatrix, which is commonly referred to as average pooling in the deep
learning literature.

Like Gramian angular fields, Markov transition fields have been used for time
series classification as a preprocessing step to generate images then train a tiled
convolutional neural network (Wang and Oates, 2015).

8. Deep learning

Over the past decade, deep learning has led to many breakthroughs in several fields
such as computer vision and natural language processing. Deep learning has also
been recently investigated for time series classification. We refer the readers to an
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Figure 10: Markov Transition Field. A raw time series is discretized with
bin edges being defined as quantiles of the time series (a). The discretized time
series is seen as a first-order Markov chain and the corresponding Markov transition
matrix, representing the probability of going from a given bin to another given bin,
is computed (b). The Markov transition matrix is spread through time to obtain the
Markov transition field (c). The size of the Markov transition field can be reduced
by taking the mean value inside each submatrix (d).
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Figure 11: InceptionTime architecture. The InceptionTime artificial neural
network consists of several Inception modules with residual connections, followed by
a global average pooling layer and a fully connected layer. Reproduced from (Is-
mail Fawaz et al, 2020).

exhaustive review on this specific topic (Ismail Fawaz et al, 2019a) and present only
the major contributions in this review.

Ismail Fawaz and colleagues (Ismail Fawaz et al, 2019b) proposed an ensemble
of 60 neural network models to perform time series classification. The 60 models
come from 6 architectures: a multi-layer perceptron (Wang et al, 2017), a fully
convolutional neural network (Wang et al, 2017), a residual network (Wang et al,
2017), an encoder (Serrà et al, 2018), a multi-channel deep convolutional neural
network (Zheng et al, 2014) and a time convolutional neural network (Zhao et al,
2017). Each architecture is used to train 10 different models with different initial
weight values.

InceptionTime (Ismail Fawaz et al, 2020) is probably the main deep learning ar-
chitecture for time series classification. InceptionTime is a neural network ensemble
consisting of five Inception networks. Figure 11 illustrates the architecture of each
Inception network, consisting of blocks of three Inception modules (6 blocks by de-
fault), followed by a global averaging pooling layer and a fully-connected layer with
the softmax activation function. Each Inception module consists of convolutions
with kernels of several sizes followed by batch normalization and the rectified linear
unit activation function.

Other investigations of deep learning for time series classification include trans-
fer learning (Ismail Fawaz et al., 2018b), data augmentation (Fawaz et al., 2018),
adversarial attacks (Ismail Fawaz, Forestier, Weber, Idoumghar, et al., 2019b) and
neural architecture search (Rakhshani et al., 2020).

9. Random convolutions

Convolutional neural networks, containing several convolutional layers, have been
investigated for time series classification. The values of the convolutional layers
are trainable parameters that are optimized by stochastic gradient descent or a
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variant thereof. Convolutional neural networks have a large number of trainable
parameters in comparison to more classic algorithms such as logistic regression or
support vector machines, thus usually requiring a large sample size to find good
values for the trainable parameters.

Based on this observation, the Random Convolutional Kernel Transform
(ROCKET) algorithm was proposed (Dempster et al, 2020). This algorithm ex-
tracts features from time series using a large number of random convolutional ker-
nels, meaning that all the parameters of all the kernels (length, weights, bias, di-
lation, and padding) are randomly generated from fixed distributions. Instead of
extracting a single feature for each kernel, such as the maximum or the mean, as it
is usually performed in convolutional neural networks, two features are extracted:
the maximum and the proportion of positive values.

The classifier built on top of the transformation is responsible for selecting the
most relevant features to perform classification. A ridge regression classifier was orig-
inally proposed for several reasons. First, it is highly efficient when the number of
classes is high, because the multiclass classification task is treated as a multi-output
regression task, with the predicted class corresponding to the output with the high-
est value, thus the projection matrix needs to be computed only once. Second,
the optimization of the λ parameter (controlling the amount of regularization) us-
ing leave-one-out cross-validation is also highly efficient (Rifkin and Lippert, 2007).
Logistic regression was rather used for data sets in which the number of training
time series was much larger than the number of extracted time series due to the
better scalability of logistic regression solved with stochastic gradient descent for
large numbers of training samples.

The ROCKET algorithm combined with a linear classifier has a much lower com-
putational complexity than the best-performing time series classification algorithms
while having a comparable performance. Its reported performance is actually higher
on average than the ones of convolutional neural networks on the commonly bench-
marked data sets. Given its high predictive performance and low computational
time, ROCKET is one of the most prominent transformation algorithms for time
series classification.

Several recent extensions have been proposed. MiniROCKET (Dempster et al,
2021) reduces the randomness of the parameters of the kernels by using a fixed value
or sampling from smaller distributions. Moreover, it only extracts the proportion of
positive values for each kernel. These modifications also allow for more optimization
and lead to a much lower computational complexity while maintaining similar per-
formance. MultiROCKET (Tan et al, 2021) extends MiniROCKET by extracting
possibly several features, leading to a slightly higher computational time but better
accuracy. In particular, the authors found that the proportion of positive values
and the longest period of consecutive positive values are the most effective features
to be extracted from time series convolutional outputs.
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10. Ensemble models

Averaging the predictions of several independently trained models into a single pre-
diction is a common approach to build a better final model by decreasing the variance
of the predictions. In traditional ensemble methods, all the base classifiers belong to
a given type of algorithms. For instance, in a random forest, all the base classifiers
are decision trees. However, using a single type of algorithm limits the upsides and
downsides of the final model to the ones of the base classifier. On the other hand,
using several types of algorithms allows for learning a more diverse representation of
the data. In particular, for time series classification, ensemble models that combine
different types of algorithms (bag-of-words approaches, shapelet-based algorithms,
convolutions, etc.) have been developed. They often are state-of-the-art in terms of
predictive performance, at the cost of high computational complexity.

The Collective of Transformation-Based Ensembles (COTE) algorithm was the
first proposed ensemble classifier (Bagnall et al, 2015). The most effective ensem-
ble strategy was found to combine all the classifiers into a flat hierarchy and the
corresponding model is often referred to as Flat-COTE (Lines et al, 2018). Flat-
COTE combines 35 classifiers over four data representations: 11 classifiers based on
whole series similarity measures, 8 classifiers based on shapelet-transform, 8 based
on autocorrelation features, and 8 based on power spectrum.

The Hierarchical Vote Collective of Transformation-Based Ensembles (HIVE-
COTE) algorithm is an extension of COTE with significant modifications (Lines
et al, 2018), including a new type of spectral classifier called Random Interval Spec-
tral Ensemble, two more classifiers (BOSS and Time Series Forest), and a hierar-
chical voting procedure, defined as a weighted average of the probabilities returned
by each classifier, with the weights being proportional to the classification accuracy
estimated through cross-validation. HIVE-COTE is often updated based on newly
published algorithms, with versions 1.0 (Bagnall et al, 2020) and 2.0 (Middlehurst
et al, 2021b) being recently published.

The Time Series Combination of Heterogeneous and Integrated Embedding For-
est (TS-CHIEF) algorithm is another ensemble model rivaling with HIVE-COTE in
terms of predictive performance while having a substantially lower run time (Shifaz
et al, 2020). TS-CHIEF builds a random forest of decision trees whose splitting
functions are time series specific and based on similarity measures, dictionary (bag-
of-words) representations, and interval-based transformations.

11. Public data sets and open-source software

So far, we have presented the mathematical aspects of time series classification algo-
rithms. However, in practice, implementations and evaluations of these algorithms
are equally important. In this section, we briefly present the commonly used data
sets to assess the performance of time series classification algorithms, and popular
software making available implementations of such algorithms.
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11.1 Public data sets

The main resource used to benchmark time series classification algorithms is the
UCR Time Series Classification Archive (Bagnall et al, 2017; Dau et al, 2018),
providing public access to univariate time series classification data sets that are
already split into training and test sets, leading to a consistent benchmark between
algorithms. The current version of the archive contains 128 data sets from various
domains (audio, medicine, motion, sensor, simulation, spectroscopy, etc.). Figure 12
presents the distribution of several variables (number of time series in the training
and test sets, number of time points, and number of classes) over the 128 data sets.

For multivariate time series classification algorithms, the main benchmark re-
sources are the UEA Multivariate Time Series Classification Archive (Bagnall et al,
2018) and a publicly available archive (Baydogan, 2017), with some data sets being
available in both resources.

A website (Bagnall et al, 2021a) provides useful information about the data sets,
the algorithms, and the performance of these algorithms on all the data sets, as well
as download links for the data sets in the UCR & UEA Time Series Classification
Repository.

11.2 Open-source software

Another key element of scientific research in machine learning is code availability.
Although the code of most of the algorithms presented in this review is provided by
their original authors, it is not trivial, for a new user, to build their work on top of
it for several reasons. First, the code is usually only organized in order to reproduce
the experiments (i.e., obtaining the same performance for all the data sets included
in the analysis). Second, the code is usually neither commented nor documented.
Third, different authors may code in different programming languages. For instance,
among the algorithms presented in this review, the programming languages used in
their original implementations included Java, Python, and R. All of these reasons
make, for a given user, reusing the provided code and comparing different algorithms
difficult.

Open-source software aims at providing, under the same application program-
ming interface, a variety of tools, including implementations of specific algorithms,
preprocessing tools, data set fetching and loading utilities, and visualization tools,
all being documented, with the source code being publicly available. Popular open-
source libraries for general machine learning already exist, such as scikit-learn

(Pedregosa et al, 2011) in Python and caret (Kuhn, 2008) in R. Several open-source
libraries, focused on time series classification to different extents, have been devel-
oped, most of them being Python packages, which is not surprising as Python has
become one of the most popular programming languages for machine learning.

pyts (Faouzi and Janati, 2020) is a Python package entirely dedicated to time
series classification, providing implementations of many algorithms presented in this
review. sktime (Löning et al, 2019) and tslearn (Tavenard et al, 2020) are more
general machine learning toolboxes for time series, providing tools for other types
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Figure 12: Descriptive statistics of the data sets in the UCR Time
Series Classification archive. The UCR Time Series Classification archive
provides 128 univariate time series classification data sets. The histograms of four
features of these data sets are plotted: the number of training time series (a), the
number of test time series (b), the number of time points (c) and the number of
classes (d).
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Table 1: Availability of time series classification algorithms in open-
source libraries. For each algorithm, the availability of an implementation in
the main libraries dedicated to time series classification is provided. pyts and sk-
time, in addition to their documentation and unit tests, provide implementations
of many algorithms under a unified application programming interface. Versions of
the libraries: pyts (0.11.0), sktime (0.7.0), sktime-dl (0.2.0dev) and tslearn

(0.5.2).

Category Algorithms pyts sktime sktime-dl tslearn

Metrics KNN with DTW ✔ ✔ ✘ ✔

Kernels SVM with GAK ✘ ✘ ✘ ✔

Shapelets
Shapelet Transform ✔ ✔ ✘ ✘

Learning Shapelet ✔ ✘ ✘ ✔

Tree-based

Time Series Forest ✔ ✔ ✘ ✘

Time Series Bag-of-Features ✔ ✘ ✘ ✘

Proximity Forest ✔ ✔ ✘ ✘

Bag-of-words

Bag-of-Patterns ✔ ✘ ✘ ✘

SAX-VSM ✔ ✘ ✘ ✘

BOSS ✔ ✔ ✘ ✘

BOSSVS ✔ ✘ ✘ ✘

WEASEL ✔ ✔ ✘ ✘

WEASEL+MUSE ✔ ✔ ✘ ✘

Randomized BOSS ✘ ✔ ✘ ✘

BOSS with Spatial Pyramids ✘ ✘ ✘ ✘

Temporal Dictionary Ensemble ✘ ✔ ✘ ✘

Image

Recurrence Plot ✔ ✘ ✘ ✘

Gramian Angular Field ✔ ✘ ✘ ✘

Markov Transition Field ✔ ✘ ✘ ✘

Deep learning

Multilayer Perceptron ✘ ✘ ✔ ✔

Residual Network ✘ ✘ ✔ ✘

InceptionTime ✘ ✘ ✔ ✘

Random convolutions

ROCKET ✔ ✔ ✘ ✘

MiniROCKET ✘ ✘ ✘ ✘

MultiROCKET ✘ ✘ ✘ ✘

Ensemble

COTE ✘ ✘ ✘ ✘

HIVE-COTE ✘ ✘ ✘ ✘

HIVE-COTE version 1.0 ✘ ✔ ✘ ✘

HIVE-COTE version 2.0 ✘ ✘ ✘ ✘

TS-CHIEF ✘ ✘ ✘ ✘
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of machine learning such as forecasting and clustering. Nonetheless, sktime also
provides implementations for a lot of time series classification algorithms. sktime-dl
(Large et al, 2021) is a recent sktime-compatible extension dedicated to deep learning
for time series analysis, whose time series classification section heavily relies on the
dl-4-tsc GitHub repository (Fawaz, 2021), but it is still under development and is
not mature yet.

Table 1 enumerates the time series classification algorithms made available in the
following libraries: pyts, sktime, sktime-dl / dl-4-tsc, and tslearn. pyts and
sktime separate themselves from the other libraries by the numerous implemented
algorithms in both Python packages. Very recent research works, such as the second
version of HIVE-COTE and the extensions of ROCKET, are not yet available in
any of these libraries, which is normal as a delay between the initial publication
of an algorithm and its implementation in another library is inevitable. Similarly,
research on deep learning approaches is recent, and the fact that it is developed in
other libraries and that it is computationally intensive while not being the current
state-of-the-art may explain that the development of dedicated libraries is lacking
behind.

Other noteworthy software for time series classification includes the Python pack-
ages seglearn (Burns and Whyne, 2018), tsfresh (Christ et al, 2018), and cesium

(Naul et al, 2016), although these libraries do not provide implementations of many
specific time series classification algorithms published in the literature, as well as the
Java library tsml (Bagnall et al, 2021b), which provides benchmarks but is mostly
oriented towards academic research as it is neither tested nor documented yet.

12. Conclusion

Over the last decades, a lot of research on time series classification has led to major
improvements in terms of predictive performance and scalability. Many approaches
have been investigated, ranging from specific metrics to simple and complex feature
extraction and transformations. More recently, open-source libraries dedicated to
time series classification have been developed in order to provide implementations of
these algorithms under a unified application programming interface. All this research
on time series classification has been applied to real-life problems in various fields.

In this review, we presented in detail the main contributions and mentioned
their most prominent extensions. We also presented the availability of implemen-
tations of these algorithms in the most prominent libraries dedicated to time series
classification. We hope that the theoretical and practical contents provided in this
review will allow the readers to easily get started in their own work on time series
classification.
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