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Résumé : Pour améliorer la �abilité des applications critiques en termes de latence, un
système de communication point à point avec des délais de décodage hétérogènes est envisagé.
Contrairement aux travaux existants, ce système permet à un message d'arriver avant la date
limite de décodage d'un message précédent. Un nouveau schéma de codage avec des mots de
code de longueur de bloc �nie est introduit en exploitant le principe de codage du Dirty Paper
Coding. Des limites rigoureuses sont dérivées pour les probabilités d'erreur atteignables. De
plus, les résultats numériques montrent que le schéma proposé surpasse le partage de temps pour
une large gamme de longueurs de bloc.

Mots-clés : URLLC, Régime de longueur de bloc �ni, Date limite de décodage hétérogène
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4 Nikbakht & Egan & Gorce

1 Introduction

Mobile wireless networks in 5G and proposals for 6G are increasing intended for use in latency-
critical and high-reliability systems; notably in industrial control applications as well as for
autonomous vehicles and remote surgery [1�4]. Commonly known as ultra-reliable low-latency
communications (URLLC), packets are typically short. As a consequence, data transmission is
no longer arbitrarily reliable and a key challenge is to design coding schemes that support high
reliability requirements [5].

A standard assumption in the design of coding schemes is that consecutive messages have
separated arrival times and decoding deadlines. As such, there is no choice but to encode the
messages independently. On the other hand, this assumption is violated when a message arrives
before the decoding deadline of a prior message. For example, a sensor in an unstable control
system may send rapid measurements in order to stablize the system. In general, each of the
messages will have a di�erent decoding deadline.

In such a situation, code design must account for two issues: (i) messages with close arrival
times; and (ii) messages with heterogeneous decoding deadlines. One approach is to begin
encoding only after the second message has arrived. In this case, joint encoding is possible;
however, messages must be decoded at di�erent times.

The problem of code design with heterogeneous deadlines was �rst considered in the context
of static broadcasting [6], where a single message is decoded at multiple receivers under di�erent
relative decoding delay constraints. The work in [6] was recently generalized to multi-source and
multi-terminal networks by Langberg and E�ros in [7]. In particular, the notion of a time-rate
region was introduced, which accounted for di�erent decoding delay constraints for each message
at each receiver.

The work in both [6] and [7] focused on the asymptotic regime. In the �nite blocklength
regime, a coding scheme for the Gaussian broadcast channel with heterogeneous blocklength
constraints depending on channel signal-to-noise ratio was introduced in [8]. By exploiting an
early decoding scheme, the authors showed that signi�cant improvements are possible over stan-
dard successive interference cancellation.

Nevertheless, the work in [6�8] all focused on the case where both messages are available
at the time of encoding. In our previous work [9], we introduced a coding scheme for the
Gaussian point-to-point channel where encoding begins for the �rst message before the second
message arrives. This scheme exploited power sharing for symbols between the arrival time of the
second message and the decoding deadline of the �rst message. Under a Gaussian interference
assumption, bounds on the error probabilities for each message were established accounting for
the message set size and �nite decoding deadline constraints.

In this paper, we introduce a coding scheme for the Gaussian point-to-point channel model
with heterogeneous decoding deadlines in [9] exploiting the dirty paper coding (DPC) principle.
Accounting for �nite decoding deadline constraints (corresponding to �xed blocklengths), we
derive rigorous bounds on the achievable error probabilities for each of the messages. This is
achieved by combining techniques to analyze the Gel'fand-Pinsker channel in the �nite block-
length regime in [10] and multiple parallel channels in [11].

A natural question is under what conditions our joint encoding scheme outperforms time
sharing with each message allocated a disjoint set of channel uses? We show via a numerical
study that for su�ciently large power constraints and a wide range of �nite blocklengths error
probability of both messages can outperform time sharing.

Inria
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Figure 1: System model.

2 Problem Setup

Consider a sensor that seeks to send two messages, where each message lies in the set {1, . . . ,M}.
At time t = a1, transmission commences for the �rst message m1. At time t = a2, transmission
commences for the second message m2. The two messages m1,m2 are assumed to be drawn
independently and uniformly on {1, . . . ,M}. For the sake of consistency we only consider the
symmetric case where both messages are of same size. The study can be easily extended to
asymmetric cases.

Each message is subject to di�erent decoding delay constraints. In particular, at time d1,
the receiver attempts to reconstruct the message m1. Similarly, at time d2 > d1, the receiver
attempts to reconstruct the message m2.

Under the assumption that a1 < a2 and a2 < d1 < d2, the encoder outputs symbols at time
t ∈ {a1, . . . , d2} as

Xt =


ft(m1), t ∈ {a1, . . . , a2 − 1}
ψt(m1,m2), t ∈ {a2, . . . , d1}
ϕt(m2), t ∈ {d1 + 1, . . . , d2},

(1)

where f, ψ, ϕ are the encoding functions corresponding to the channel uses where only message
m1 has arrived but not m2, where both m1,m2 are present, and m1 has been decoded. We
highlight that m2 is not known before time t = a2; i.e., encoding is causal.

The channel inputs can then be written as

X1 = {Xa1 , . . . , Xa2−1}
X2 = {Xa2 , . . . , Xd1}
X3 = {Xd1+1, . . . , Xd2}. (2)

We assume that the encoding functions satisfy an average block power constraint; namely,

E[∥Xi∥2] ≤ niPi, i ∈ {1, 2, 3}, (3)

where

n1 = a2 − a1, n2 = d1 − a2 + 1, n3 = d2 − d1. (4)

Denote the channel outputs by

Y 1 = {Ya1 , . . . , Ya2−1}

RR n° 9462



6 Nikbakht & Egan & Gorce

Y 2 = {Ya2 , . . . , Yd1}
Y 3 = {Yd1+1, . . . , Yd2}. (5)

The conditional distributions governing the three channels are then denoted by PY 1|X1
, PY 2|X2

,
and PY 3|X3

. We assume that each channel is additive, memoryless, stationary, and Gaussian;
that is,

Y i = Xi +Zi, (6)

where Zi ∼ N (0, Ini
). This setup is illustrated in Fig. 1.

At the receiver, the decoder attempts to reconstruct the two messages m1,m2 based on the
channel outputs via the decoding functions g1 and g2; i.e.,

m̂1 = g1(Y 1,Y 2) and m̂2 = g2(Y 2,Y 3). (7)

Observe that both decoders are causal.
The average probability of error for each of the messages is then

ϵ1 = P[m̂1 ̸= m1], ϵ2 = P[m̂2 ̸= m2]. (8)

The focus of the remainder of this paper is to characterize the tradeo� between the size of the
message set M , the error probabilities ϵ1, ϵ2, and the decoding deadlines d1, d2. Formally, we
study the achievable region de�ned as follows.

De�nition 1 Given the power constraints P1, P2, P3, a tuple (a1, a2, d1, d2,M, ϵ1, ϵ2) is achiev-
able if the messages m1,m2 of cardinality M arriving at the a1-th and a2-th channel uses can
be decoded by the d1-th and d2-th channel uses with an average probability of error not exceeding
ϵ1, ϵ2, respectively.

3 Random Coding Scheme

In this section, we introduce a random coding scheme that is based on dirty paper coding [10], [13]
and [15]. In Section 4, we provide upper bounds on ϵ1, ϵ2 for this scheme.

3.1 Encoding

Let β1, β2 ∈ [0, 1] such that β1 + β2 < 1. The encoding process consists of four phases.

3.1.1 Channel 1

In the �rst channel, consisting of n1 channel uses, only m1 is known to the encoder. The
channel input X1 corresponding to message m1 is a codeword X1(m1) ∈ Rn1 , where X1(m1) ∼
N (0, P1In1) with X1(m) ⊥ X1(m

′), m ̸= m′.

3.1.2 Channel 2− 1

In the second channel, both m1 and m2 are known to the encoder. The channel input X2 is
based on the DPC scheme in [10], which makes use of the notion of a power type.

Inria
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De�nition 2 (Power Types) For a given blocklength n, �x δ > 0. For each Pt = iδ
n with

i ∈ {0, 1, 2, . . .}, de�ne the type class

Tn(Pt) = {x ∈ Rn : nPt ≤ ∥x∥2 < nPt + δ}. (9)

For each x ∈ Tn(Pt), we call Pt the type of x and i the index of the type. The set of all types is
given by

Pn =

{
iδ

n
: i ∈ {0, 1, 2, . . .}

}
. (10)

In general, the type Pt of x can be arbitrarily large with non-zero probability. It is therefore
desirable to consider a typical set of power types, de�ned as

P̃n = {Pt ∈ Pn : Pt ≤ Π} (11)

for some Π > 0. To produce the channel input X2, consider the �rst n2,1 < n2 symbols of
n2 symbols allocated to the second channel. These n2,1 symbols are utilized to send the power
type Pt to the receiver. Over the remaining n2,2 = n2 − n2,1 symbols in the second channel, a
codeword constructed from both m1 and m2 is sent to the receiver.

More precisely, in the second channel, the encoder �rst produces a codeword X2,2 ∈ Rn2,2

drawn from a Gaussian codebook of power β2P2, β2 ∈ [0, 1] to encode m2. The encoder then
computes the power type of X2,2.

Indeed, for a �xed δ2, the power type of X2,2 is of the form

Pt =
k2δ2
n2,2

, k2 ∈ {0, 1, 2, . . .}. (12)

The set of all power types Pt is then given by

Pn2,2
=

{
k2δ2
n2,2

: k2 ∈ {0, 1, 2, . . .}
}
. (13)

The corresponding typical set is given by

P̃n2,2 = {Pt ∈ Pn2,2 : Pt ≤ Pmax} (14)

for some Pmax > 0. A power type Pt belongs to P̃n2,2
if its index belongs to the set {0, . . . , ⌊n2,2Pmax

δ2
⌋}.

Denoting by Pt as the power type of the signal X2,2, we have the following error event:

E1,1
△
= {Pt /∈ P̃n2,2}. (15)

To send the power type, the index k2 is encoded to produce a codeword XT ∈ Rn2,1 drawn
from a Gaussian point-to-point codebook of power (1− β1 − β2)P2.

3.1.3 Channel 2− 2

Over the remaining n2,2 symbols allocated to the second channel, called channel 2−2, the encoder
exploits DPC treating X2,2 associated to m2 as the state. To employ DPC, we generate the
following codebooks.

Codebook Generation: Denote by L(Pt) the random coding parameter illustrating the number
of auxiliary codewords for the type Pt ∈ P̃n2,2

. For each message m1 ∈ {1, . . . ,M} and each

RR n° 9462



8 Nikbakht & Egan & Gorce

power type Pt a random codebook C(Pt)
U containing ML(Pt) auxiliary codewords {U (Pt)(m1, ℓ)}

with ℓ ∈ {1, . . . , L(Pt)}, where each codeword is independently distributed on the sphere Sn2,2−1

with power n2,2(β1P2+α2Pt), α ∈ (0, 1). That is, the probability density function of U is given
by

f
(Pt)
U (u) =

δ
(
||u||2 − n2,2(β1P2 + α2Pt)

)
Sn2,2

(
√
n2,2(β1P2 + α2Pt))

, (16)

where δ(·) is the Dirac delta function, and Sn(r) is the surface area of a sphere of radius r in
n-dimensional space.

Given X2,2, the second channel input over the n2,2 symbols allocated for transmission of
m1,m2 is given by

X2 = X2,1 +X2,2, (17)

where

X2,1 = U − αX2,2. (18)

Here, U ∈ C
(Pt)
U with ℓ chosen such that X2,1 ∈ D, where

D = {x2,1 : n2,2β1P2 − δ1 ≤ ∥x2,1∥2 ≤ n2,2β1P2} (19)

for some δ1 > 0. If more that one index exists, then one is selected arbitrarily. We have the
encoding error event:

E1,2
△
= {no ℓ exists such that U − αX2,2 ∈ D}. (20)

3.1.4 Channel 3

Over the last n3 channel uses, the sensor encodes onlym2 with a codewordX3(m2) ∼ N (0, P3In3)
with X3(m2) ⊥ X3(m

′
2), m2 ̸= m′

2.

3.2 Decoding

Given the structure of the encoding functions, receiver observations can be viewed as arising
from four channels: over the �rst channel of n1 blocks only m1 is transmitted; over the second
channel of n2,1 blocks the power type index k2 is transmitted; over the third channel of n2,2
blocks, both m1 and m2 are transmitted; and over the fourth channel of n3 blocks only m2 is
transmitted. We de�ne the outputs of these four channels by Y 1,Y T , Ỹ 2 and Y 3, respectively
which are of the following forms

Y 1 = X1 +Z1, (21a)

Y T = XT +ZT , (21b)

Ỹ 2 = U − αX2,2 +X2,2 + Z̃2, (21c)

Y 3 = X3 +Z3, (21d)

where Z1 ∈ Rn1 , ZT ∈ Rn2,1 , Z̃2 ∈ Rn2,2 and Z3 ∈ Rn3 are i.i.d standard Gaussian noise
sequences.

Inria
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3.2.1 Decoding the power type

The receiver �rst decodes the power type based on the outputs of the second channel (channel
2 − 1). Denoting by k̂2 the decoded index of the power type, then we have the following error
event while decoding the power type

E1,3
△
= {Decoder chooses an index k̂2 ̸= k2}. (22)

In our scheme, we �x the maximum error probability of decoding the power type at ϵT ∈ [0, 1].
Then for a given Pmax, P2, β2, n2 and δ2, we �x n1,2 at the smallest value such that the probability
that event E1,3 occurs is less than ϵT .

3.2.2 Decoding m1

Given the power type Pt, the receiver decodes m1 based on the outputs of the �rst and third
channels (channel 1 and channel 2− 2). More speci�cally, given observations y1, ỹ2, the receiver
estimates m1 according to the pair (m̂1, ℓ̂), such that the corresponding sequences UPt(m̂1, ℓ̂)
and X1(m̂1) maximize

i1(u,x1;y1, ỹ2) = ln

(
fY 1|X1

(y1|x1)fỸ 2|U (ỹ2|u)
fY 1

(y1)fỸ 2
(ỹ2)

)
(24)

over all pairs of x1 and u ∈ C
(Pt)
U . We have the following error event while decoding m1:

E1,4
△
= {Decoder chooses a message m̂1 ̸= m1}. (25)

3.2.3 Decoding m2

The receiver decodes m2 based on the outputs of the third and fourth channels (channel 2−2 and
channel 3). After observing ỹ2 and y3, the receiver estimates m2 such that the corresponding
sequences x2,2,x3 maximize

i2(x2,2,x3; ỹ2,y3) = ln

(
fỸ 2|X2,2

(ỹ2|x2,2)fY 3|X3
(y3|x3)

fỸ 2
(ỹ2)fY 3

(y3)

)
. (26)

over all pairs of x2,2 and x3. We have the following error event while decoding m2:

E2
△
= {Decoder chooses a message m̂2 ̸= m2}. (27)

γ̃1
△
= −2γ1 + 2ln (J1) + n1ln (1 + P1) + n2,2

(
1 + ln

(
σ2
y∗
2

σ2
z∗

)
− δy
σ2
y∗
2

)

−n2,2
σ2
z∗

(√
σ2
y∗
2
+ δy +

√
σ2
u∗ − 1

)2

, (23a)

γ̃2
△
= −2γ2 + 2ln (J2) + n3ln (1 + P3) + n2,2

(
1 + ln

(
σ2
y∗
2

σ2
u∗

)
− δy
σ2
y∗
2

)

−n2,2
σ2
u∗

(√
σ2
y∗
2
+ δy + (1− α)

√
Pt + δ2/n2,2

)2

. (23b)

RR n° 9462



10 Nikbakht & Egan & Gorce

4 Main Result

Fix β1 ∈ [0, 1] and β2 ∈ [0, 1] such that β1 + β2 < 1 and de�ne

Q1
△
= v1 − v2 and Q2

△
= v′1 − v′2, (28)

with v1 ∼ X 2(n1), v2 ∼ X 2(n1), v′1 ∼ X 2(n3) and v′2 ∼ X 2(n3) where X 2(s) is central chi-squared
distribution of degree s. Also de�ne

σ2
y∗
2

△
= 1 + (β1 + β2)P2, (29a)

σ2
z∗

△
= 1 + (1− α)2β2P2, (29b)

σ2
u∗

△
= 1 + β1P2 + α2Pt. (29c)

By employing the scheme proposed in Section 3 we have the following theorem on the upper
bounds on the error probabilities ϵ1 and ϵ2.

Theorem 1 (Achievability bounds) For a �xed message set size M , the error probabilities
ϵ1 and ϵ2 are upper bonded by

ϵ1 ≤ 1− FQ1(γ̃1) +ML(Pt)e−γ1(1− e−n
1/3
2,2 κ) + ϵT

+Γ(
n2,2
2
,
n2,2Pmax

2β2P2
)/Γ(

n2,2
2

) +G+ e−n
1/3
2,2 κ, (30)

ϵ2 ≤ 1− FQ2(γ̃2) +Me−γ2(1− e−n
1/3
2,2 κ)

+Γ(
n2,2
2
,
n2,2
2

)/Γ(
n2,2
2

) +G+ e−n
1/3
2,2 κ, (31)

for any γ1 and γ2, where γ̃1 and γ̃2 are de�ned in (23), and

G
△
=

(
1−A

(
β1P2/(β1P2 + α2Pt)

)n2,2
2

)L(Pt)

, (32a)

A
△
=

δ1(β1P2 + α2Pt)

2αn2,2β1P2

√
πPmaxβ1P2

·
Γ(

n2,2

2 )

Γ(
n2,2−1

2 )

×
(
1− (c+ α2δ2 + δ1

√
Pt/Pmax)/n2,2β1P2

)n2,2−3

2

(32b)

c
△
=
(
αδ2/(2

√
n2,2Pt) + δ1/(2α

√
n2,2Pmax)

)2
. (32c)

Note that J1, J2, κ, δ1, δ2 and δy are constants and Γ(·) is the gamma function, Γ(·, ·) is the
upper incomplete gamma function, FQ1

(·) and FQ2
(·) are the cumulative distribution functions

of Q1 and Q2, respectively.

Proof: See Appendix A.

4.1 Numerical Results

In Figure 2, we evaluate the bounds in Theorem 1 for the case where the consecutive messagesm1

andm2 are each of a transmission window of 20 channel uses, i.e., |d1−a1+1| = |d2−a2+1| = 20.
The solid lines correspond to the error probabilities under our scheme and the dashed lines to
time sharing scheme, where each message is allocated the same number of channel uses.

Inria
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ϵ 2
,ϵ

1

ϵ2, P1 = 1

ϵ1, P1 = 1

ϵ2, P1 = 5

ϵ1, P1 = 5

Time-Sharing

Figure 2: Upper bounds on ϵ1 and ϵ2 in terms of n1 for P1 = P2 = P3, Pmax = 2P1, β1 = 0.4,
β2 = 0.4, R1 = R2 = 0.3466 and ϵT = 10−10.

The bounds are evaluated for di�erent values of n1, di�erent transmit power levels and for α
set at β1P2

1+β2P2
. Recall that n1 is equal to the number of channel uses between the arrivals of m1

and m2. As n1 increases, the transmissions of m1 and m2 overlap over a fewer number of channel
uses and thus their corresponding error probabilities decrease. The minimum error probabilities
occur at n1 = 20. In the time-sharing scheme, for example when n1 = 4, we assign 12 channel
uses to the transmission of each message. Note that in this �gure we assign (1 − β1 − β2)P2 to
the transmission of the power type. One can increase this power up to n2

n2,1
(1− n2,2

n2
(β1 + β2))P2

which still satis�es the power constraint in (3).

Observe that when the transmit power is small, the error probabilities obtained under the
time sharing scheme are slightly lower than the bound on ϵ2. For larger transmit powers, however,
the error probabilities of both messages outperform time sharing over a wide range of n1.

5 Conclusions

We considered a point-to-point communication where messages arrive at di�erent times and are
subject to heterogeneous decoding delay constraints. We proposed a coding scheme exploiting
the dirty paper coding principle to jointly transmit consecutive messages with heterogeneous
decoding deadlines. We derived rigorous bounds on the achievable error probabilities for each
of the messages. We also numerically analyzed the obtained bounds in the �nite block length
regime and identi�ed potential performance improvements over standard time sharing schemes.
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A Proof of Theorem 1

A.1 Analyzing ϵ1

The average error probability ϵ1 is lower bounded based on the four error events E1,1, E1,2, E1,3
and E1,4 de�ned in (15), (20), (22) and (25), respectively and is as following:

ϵ1 ≤ P[E1,1] + P[E1,2|Ec
1,1] + P[E1,3|Ec

1,1, Ec
1,2] + P[E1,4|Ec

1,1, Ec
1,2, Ec

1,3]. (33)

A.1.1 Analyzing P[E1,1]

We start by analyzing the probability that the power type of the signal X2,2 denoted by Pt does
not belong to the typical set P̃n2,2

.

P[E1,1] = P[Pt /∈ P̃n2,2
] (34)

= P[||X2,2||2 > n2,2Pmax] (35)

= P
[
|| X2,2√

β2P2

||2 > n2,2Pmax

β2P2

]
(36)

= 1− F (
n2,2Pmax

β2P2
;n2,2) (37)

= 1−
γ(

n2,2

2 ,
n2,2Pmax

2β2P2
)

Γ(
n2,2

2 )
(38)

= 1−
Γ(

n2,2

2 )− Γ(
n2,2

2 ,
n2,2Pmax

2β2P2
)

Γ(
n2,2

2 )
(39)

=
Γ(

n2,2

2 ,
n2,2Pmax

2β2P2
)

Γ(
n2,2

2 )
(40)

where in (36), the variable X2,2√
β2P2

∼ N (0, In2,2
) and therefore || X2,2√

β2P2
||2 has a central chi-squared

distribution of degree n2,2. In (37), F (·; ·) is the cumulative distribution function (CDF) of the
central chi-squared distribution and in (38) this CDF is replaced by its following form

F (x; k) =
γ(k2 ,

x
2 )

Γ(k2 )
, (41)

where γ(·, ·) is the lower incomplete gamma function and Γ(·) is the gamma function. In (39),
the lower incomplete gamma function is replaced by

γ(s, x) = Γ(s)− Γ(s, x), (42)

where Γ(·, ·) is the upper incomplete gamma function.

A.1.2 Analyzing P[E1,2|Ec
1,1]

To calculate this probability we follow the same argument provided in [10, Appendix E]. Recall
that for a �xed power type Pt, we have ||U ||2 = n2,2(β1P2 + α2Pt) almost surely. From (19) we
have that U − αX2,2 ∈ D if and only if

n2,2β1P2 − δ1 ≤ ||U ||2 + α2||X2,2||2 − 2α⟨X2,2,U⟩ ≤ n2,2β1P2 (43)
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or equivalently

n2,2αPt

2
≤ ⟨X2,2,U⟩ − α

2
||X2,2||2 ≤ n2,2αPt

2
+
δ1
2α
. (44)

Since U is drawn uniformly from the sphere, the distribution of ⟨X2,2,U⟩ depends on X2,2 only
through its magnitude, this is seen by noting that the inner product of two vectors is unchanged
when an orthogonal transformation is applied to both arguments, and the distribution of U is
unchanged under any orthogonal transformation. Thus assume that X2,2 = (||X2,2||, 0, . . . , 0).
In this case,

n2,2αPt

2
≤ u1||X2,2|| −

α

2
||X2,2||2 ≤ n2,2αPt

2
+
δ1
2α

(45)

or equivalently

n2,2αPt

2||X2,2||
+
α

2
||X2,2|| ≤ u1 ≤ n2,2αPt

2||X2,2||
+

δ1
2α||X2,2||

+
α

2
||X2,2||. (46)

According to the de�nition of the typical power set in (14), for Pt ∈ P̃n2,2
, we have ||X2,2|| ≤√

n2,2Pmax, thus

n2,2αPt

2||X2,2||
+
α

2
||X2,2|| ≤ u1 ≤ n2,2αPt

2||X2,2||
+
α

2
||X2,2||+

δ1

2α
√
n2,2Pmax

. (47)

We conclude that P[U − αX2,2 ∈ D] is lower bounded by the probability of the �rst entry of U
falling with an interval of length δ1

2α
√

n2,2Pmax

starting at n2,2αPt

2||X2,2|| +
α
2 ||X2,2||. The distribution

of a given symbol in a length-n2,2 random sequence distributed uniformly on the sphere is [16]

fU1
(u1) =

1√
πn2,2(β1P2 + α2Pt)

Γ(
n2,2

2 )

Γ(
n2,2−1

2 )

(
1− u21

n2,2(β1P2 + α2Pt)

)n2,2−3

2

×1{u1 ≤ n2,2(β1P2 + α2Pt)}. (48)

This density function is decreasing in u21, which implies that

P[U − αX2,2 ∈ D] ≥ δ1

2α
√
n2,2Pt

fU1

(
n2,2αPt

2||X2,2||
+
α

2
||X2,2||+

δ1

2α
√
n2,2Pmax

)
(49)

Conditioning on Pt ∈ P̃n2,2 , then from (9) we have

n2,2αPt

2||X2,2||
+
α

2
||X2,2|| ≤ α||X2,2|| ≤ α

√
n2,2Pt + δ2 (50)

≤ α
√
n2,2Pt +

αδ2

2
√
n2,2Pt

(51)

where the last inequality is because
√
1 + a ≤ 1 + a

2 . Thus(
n2,2αPt

2||X2,2||
+
α

2
||X2,2||+

δ1

2α
√
n2,2Pmax

)2

(52)

≤

(
α
√
n2,2Pt +

αδ2

2
√
n2,2Pt

+
δ1

2α
√
n2,2Pmax

)2

(53)
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14 Nikbakht & Egan & Gorce

= n2,2α
2Pt + 2α

√
n2,2Pt

(
αδ2

2
√
n2,2Pt

+
δ1

2α
√
n2,2Pmax

)

+

(
αδ2

2
√
n2,2Pt

+
δ1

2α
√
n2,2Pmax

)2

(54)

≤ n2,2α
2Pt + α2δ2 +

√
Pt

Pmax
δ1 +

(
αδ2

2
√
n2,2Pt

+
δ1

2α
√
n2,2Pmax

)2

(55)

= n2,2α
2Pt + α2δ2 +

√
Pt

Pmax
δ1 + c, (56)

where

c
△
=

(
αδ2

2
√
n2,2Pt

+
δ1

2α
√
n2,2Pmax

)2

. (57)

By substituting (56) into (49), and again using the fact that fU1
(u1) is a decreasing function

of u21, we have

P[U − αX2,2 ∈ D] ≥ A ·
(

β1P2

β1P2 + α2Pt

)n2,2
2

(58)

where

A
△
=

δ1(β1P2 + α2Pt)

2αn2,2β1P2

√
πPmaxβ1P2

·

1−
c+ α2δ2 +

√
Pt

Pmax
δ1

n2,2β1P2


n2,2−3

2

·
Γ(

n2,2

2 )

Γ(
n2,2−1

2 )
. (59)

Since the L(Pt) codewords are generated independently, thus the probability of the error event
E1 conditioning on that X2,2 has a given type Pt is equal to

P[E1,2|Ec
1,1] ≤

(
1−A

(
β1P2

β1P2 + α2Pt

)n2,2
2

)L(Pt)

. (60)

A.1.3 Analyzing P[E1,3|Ec
1,1, Ec

1,2]

In our scheme, we �x the error probability of decoding the power type at ϵT ∈ [0, 1]. Recall that
the sensor transmits the power type over an AWGN channel during n2,1 channel uses. Then for
a given Pmax, P2, β2, n2 and δ2, we �x n1,2 at the smallest value such that this probability is
less than ϵT .

A.1.4 Analyzing P[E1,4|Ec
1,1, Ec

1,2, Ec
1,3]

Note that the output sequence Ỹ 2 does not follow a Gaussian distribution due to the fact that
the vector U is not Gaussian. Thus similar to [14, Section IV.B], for the outputs of the third
channel, we de�ne the following set of typical channel outputs

F △
= {ỹ2 ∈ Rn2,2 :

1

n2,2
||ỹ2||2 ∈ [σ2

y∗
2
− δy, σ

2
y∗
2
+ δy]}. (61)

Inria



Dirty Paper Coding for Consecutive Messages with Heterogeneous Decoding Deadlines 15

for a �xed δy > 0 where σ2
y∗
2
is de�ned in (29a). By Cramer's theorem in [12], we have

Ey
△
= P[Ỹ 2 /∈ F ] < exp(−n2,2κδ2y) (62)

for some constant κ > 0. By setting δy = n
−1/3
2,2 , then exp(−n2,2κδ2y) decays faster than any

polynomial.
To evaluate this error event, we use the threshold bound for maximum-metric decoding. I.e.,

P[E1,4|Ec
1,1, Ec

1,2, Ec
1,3] ≤ Ey + P[i1(U ,X1;Y 1, Ỹ 2) ≤ γ1|Ỹ 2 ∈ F ]Ec

y

+ML(Pt)P[i1(Ū , X̄1;Y 1, Ỹ 2) > γ1|Ỹ 2 ∈ F ]Ec
y (63)

for any γ1, where Ū ∼ fU and X̄1 ∼ fX1
are independent of (X2,2,U ,X1,Y 1, Ỹ 2).

We start by bounding P[i1(Ū , X̄1;Y 1, Ỹ 2) > γ1]. By Bayes rule we have

fX1
(x̄1)fU (ū) =

fY 1(y1)fỸ 2
(ỹ2)fU |Ỹ 2

(ū|ỹ2)fX1|Y 1
(x̄1|y1)

fY 1|X1
(y1|x̄1)fỸ 2|U (ỹ2|ū)

(64)

= fU |Ỹ 2
(ū|ỹ2)fX1|Y 1

(x̄1|y1) exp (−i1(ū, x̄1;y1, ỹ2)) (65)

For �xed sequences y1 and ỹ2 ∈ F , by multiplying both side of the above equation by 1{i1(ū, x̄1;y1, ỹ2) >
γ1} and integrating over all x̄1 and ū, we have∫

x̄1

∫
ū

1{i1(ū, x̄1;y1, ỹ2) > γ1}fX1
(x̄1)fU (ū)dūdx̄1 (66)

=

∫
x̄1

∫
ū

exp (−i1(ū, x̄1;y1, ỹ2))

×1{i1(ū, x̄1;y1, ỹ2) > γ1}fU |Ỹ 2
(ū|ỹ2)fX1|Y 1

(x̄1|y1)dūdx̄1. (67)

=

∫
x̄1

∫
ū

exp (−i1(ū, x̄1;y1, ỹ2))

×1

{
fY 1|X1

(y1|x̄1)fỸ 2|U (ỹ2|ū)
fY 1

(y1)fỸ 2
(ỹ2)

> eγ1

}
fU |Ỹ 2

(ū|ỹ2)fX1|Y 1
(x̄1|y1)dūdx̄1. (68)

≤
∫
x̄1

∫
ū

exp (−i1(ū, x̄1;y1, ỹ2))

×
fY 1|X1

(y1|x̄1)fỸ 2|U (ỹ2|ū)
fY 1

(y1)fỸ 2
(ỹ2)

e−γ1fU |Ỹ 2
(ū|ỹ2)fX1|Y 1

(x̄1|y1)dūdx̄1. (69)

≤ e−γ1 (70)

Equivalently

P[i1(Ū , X̄1;Y 1, Ỹ 2) > γ1|Ỹ 2 ∈ F ] ≤ e−γ1 . (71)

Thus

P[i1(Ū , X̄1;Y 1, Ỹ 2) > γ1|Ỹ 2 ∈ F ] · Ec
y ≤ (1− e−n

1/3
2,2 κ)e−γ1 . (72)

To calculate P[i1(U ,X1;Y 1, Ỹ 2) ≤ γ1|Ỹ 2 ∈ F ], for a �xed Pt we �rst de�ne the output
Y ∗

2 ∼ N (0, In2,2
σ2
y∗
2
). Then by [5, proof of Lemma 61], we have

min
ỹ2∈F

fỸ 2
(ỹ2)

fY ∗
2
(ỹ2)

≤ j1 (73)
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16 Nikbakht & Egan & Gorce

for a �nite constant j1 > 0.
To calculate fỸ 2|U (Ỹ 2|U), we de�ne vector U∗ following the distribution N (0, (β1P2 +

α2Pt)In2,2). Then by [5, proof of Lemma 61] and also by [17, Proposition 2]:

min
u:||u||2=n2,2(β1P2+α2Pt)

fU (u)

fU∗(u)
≤ j2 (74)

where j2 > 0 is a constant. We also de�ne fU∗,Y ∗
2
(u, ỹ2) as the joint distribution of Y ∗

2 and U∗.
We have

fU ,Ỹ 2
(u, ỹ2)

fU∗,Y ∗
2
(u, ỹ2)

= D∗
f,Q (75)

where it can be shown that there is a constant j3 such that

D∗
f,Q ≥ j3. (76)

By combining (73) and (74), we have

fỸ 2|U (ỹ2|u)
fỸ 2

(ỹ2)
≥
fU |Ỹ 2

(u|ỹ2)

j2fU∗(u)
(77)

=
fU ,Ỹ 2

(u, ỹ2)

j2fU∗(u)fỸ 2
(ỹ2)

(78)

≥
fU ,Ỹ 2

(u, ỹ2)

j1j2fU∗(u)fY ∗
2
(ỹ2)

(79)

≥ j3
j1j2

·
fU∗,Y ∗

2
(u, ỹ2)

fU∗(u)fY ∗
2
(ỹ2)

(80)

= J1
fY ∗

2 |U∗(ỹ2,u)

fY ∗
2
(ỹ2)

(81)

where J1
△
= j3

j1j2
. We thus have

Ec
y · P[i1(U ,X1;Y 1, Ỹ 2) ≤ γ1|Ỹ 2 ∈ F ] (82)

≤ P

[
ln

(
fY 1|X1

(Y 1|X1)fY ∗
2 |U∗(Ỹ 2|U)

fY 1
(Y 1)fY ∗

2
(Ỹ 2)

)
≤ γ1 − ln (J1) |Ỹ 2 ∈ F

]
· Ec

y (83)

= P

[
ln

 1
(
√
2π)n1

exp
(
− ||Y 1−X1||2

2

)
1

(
√

2π(1+P1))n1
exp

(
− ||Y 1||2

2(1+P1)

)


+ln


1

(
√

2πσ2
z∗ )

n2,2
exp

(
− ||Ỹ 2−U ||2

2σ2
z∗

)
1

(
√

2πσ2
z∗ )

n2,2
exp

(
− ||Ỹ 2||2

2σ2
y∗
2

)
 ≤ γ1 − ln (J1) |Ỹ 2 ∈ F

]
· Ec

y (84)

= P

[
n1
2
ln (1 + P1)−

||Y 1 −X1||2

2
+

||Y 1||2

2(1 + P1)
+
n2,2
2

ln

(
σ2
y∗
2

σ2
z∗

)

−||Ỹ 2 −U ||2

2σ2
z∗

+
||Ỹ 2||2

2σ2
y∗
2

≤ γ1 − ln (J1) |Ỹ 2 ∈ F

]
· Ec

y (85)
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= P

[
||Y 1 −X1||2 −

||Y 1||2

(1 + P1)
+

||Ỹ 2 −U ||2

σ2
z∗

− ||Ỹ 2||2

σ2
y∗
2

≥ γ′′1 |Ỹ 2 ∈ F

]
· Ec

y (86)

≤ P

[
||Z1||2 −

1

1 + P1
||Y 1||2 +

||Ỹ 2 −U ||2

σ2
z∗

≥ γ′′1 + n2,2 −
n2,2δy
σ2
y∗
2

|Ỹ 2 ∈ F

]
· Ec

y (87)

≤ P

[
||Z1||2 −

1

1 + P1
||Y 1||2 +

||Ỹ 2||2 + ||U ||2 + 2||U || · ||Ỹ 2||
σ2
z∗

≥ γ′1|Ỹ 2 ∈ F

]
· Ec

y (88)

≤ P

[
||Z1||2 −

1

1 + P1
||Y 1||2 ≥ γ′1 − n2,2

σ2
y∗
2

σ2
z∗

− n2,2δy
σ2
z∗

− ||U ||2

σ2
z∗

−
2||U ||

√
n2,2(σ2

y∗
2
+ δy)

σ2
z∗

]
· Ec

y(89)

≤ P

[
||Z1||2 − || Y 1√

1 + P1

||2 ≥ γ̃1

]
, (90)

where

γ′′1
△
= −2γ1 + 2ln (J1) + n1ln (1 + P1) + n2,2ln

(
σ2
y∗
2

)
− n2,2ln

(
σ2
z∗

)
(91)

γ′1
△
= γ′′1 + n2,2 −

n2,2δy
σ2
y∗
2

(92)

γ̃1
△
= γ′1 − n2,2

σ2
y∗
2

σ2
z∗

− n2,2δy
σ2
z∗

− ||U ||2

σ2
z∗

−
2||U ||

√
n2,2(σ2

y∗
2
+ δy)

σ2
z∗

. (93)

Note that Y 1√
1+P1

∼ N (0, In1
). De�ne

v1
△
= ||Z1||2 : v1 ∼ X 2(n1) (94)

v2
△
= || Y 1√

1 + P1

||2 : v2 ∼ X 2(n1) (95)

where X 2(s) is central chi-squared distribution of degree s. We de�ne

Q1
△
= v1 − v2. (96)

Thus

Ec
y · P[i1(U ,X1;Y 1, Ỹ 2) ≤ γ|Ỹ 2 ∈ F ] (97)

≤ P[Q1 ≥ γ̃1] = 1− FQ1(γ̃1) (98)

where FQ1
is the CDF of Q1. To calculate this CDF we follow the argument in [18] on the

di�erence of correlated chi-squared random variables.
To sum up,

ϵ1 ≤ 1− FQ1
(γ̃1) +

(
1−A

(
β1P2

β1P2 + α2Pt

)n2,2
2

)L(Pt)

+ ϵT + e−n
1/3
2,2 κ

+
Γ(

n2,2

2 ,
n2,2Pmax

2β2P2
)

Γ(
n2,2

2 )
+ML(Pt)e−γ(1− e−n

1/3
2,2 κ). (99)
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A.2 Analyzing ϵ2

Recall the de�nition of E2 from (27). We upper bound the average error probability ϵ2 as

ϵ2 ≤ P[E2] + P[||X2,2||2 > n2,2β2P2] + P[E1,2|Ec
1,1]. (100)

A.2.1 Analyzing P[E2]

Similar to Section A.1.4, to evaluate this error event, we use the threshold bound for maximum-
metric decoding and we condition on ỹ2 ∈ F . I.e.,

P[E2] ≤ Ec
y · P[i2(X2,2,X3; Ỹ 2,Y 3) ≤ γ2|Ỹ 2 ∈ F ]

+MP[i2(X̄2,2, X̄3; Ỹ 2,Y 3) > γ2|Ỹ 2 ∈ F ] · Ec
y + Ey (101)

for any γ2, where X̄2,2 ∼ fX2,2 and X̄3 ∼ fX3
are independent of (X2,2,X3,Y 3, Ỹ 2).

For given channel outputs Ỹ 2 and Y 3, we follow the same argument proposed in Section A.1.4
to bound P [i2(X̄2,2, X̄3; Ỹ 2,Y 3) > γ2]. Thus

P [i2(X̄2,2, X̄3; Ỹ 2,Y 3) > γ2|Ỹ 2,Y 3] ≤ e−γ2 . (102)

We continue by calculating P[i2(X2,2,X3; Ỹ 2,Y 3) ≤ γ2|Ỹ 2 ∈ F ]. First note that similar to
the argument provided for bonding ϵ1, here also Ỹ 2 does not follow a Gaussian distribution. We
again bound fỸ 2

as in (73). To calculate fỸ 2|X2,2
(ỹ2|x2,2), note that Ỹ 2|X2,2 is equivalent to

the output of a Gaussian channel with a Gaussian noise Z̃ ∼ N ((1−α)X2,2, In2,2) and with the
input vector U that is on the power-shell. According to [17, equation 109], fỸ 2|X2,2

(ỹ2|x2,2) is
of the following form:

fỸ 2|X2,2
(ỹ2|x2,2) (103)

=
1

2(
√
π)n2,2

Γ(
n2,2
2

) exp
(
−||U ||2 − ||ỹ2 − (1− α)x2,2||2

)
×
In2,2/2−1 (||ỹ2 − (1− α)x2,2|| · ||u||)
(||ỹ2 − (1− α)x2,2|| · ||U ||)n2,2/2−1

, (104)

where Ia(·) is the modi�ed Bessel function of the �rst kind and a-th order. De�ne QY ∗|X2,2
as

the output distribution of the Gaussian channel with noise Z̃ but where the input sequence U
follows the Gaussian distribution N (0, (β1P2+α

2Pt)In2,2). Then according to [17, Appendix B]:

fỸ 2|X2,2
(ỹ2|x2,2)

QY ∗|X2,2
(ỹ2|x2,2)

= Df,Q,2 (105)

where one can prove that for all ỹ2 and x2,2

Df,Q,2 ≥ j4 (106)

where j4 > 0. De�ne J2
△
= j4

j1
, then by employing above arguments, we have

Ec
y · P[i2(X2,2,X3; Ỹ 2,Y 3) ≤ γ2|Ỹ 2 ∈ F ] (107)

≤ P

[
ln

(
QY ∗|X2,2

(Ỹ 2|X2,2)fY 3|X3
(Y 3|X3)

fY ∗
2
(Ỹ 2)fY 3

(Y 3)

)
≤ γ2 − ln (J2) |Ỹ 2 ∈ F

]
· Ec

y (108)
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= P

[
ln


1

(
√

2πσ2
u∗ )

n2,2
exp

(
− ||Ỹ 2−(1−α)X2,2||2

2σ2
u∗

)
1

(
√

2πσ2
y∗
2
)n2,2

exp

(
− ||Ỹ 2||2

2σ2
y∗
2

)


+ln

 1
(
√
2π)n3

exp
(
− ||Z3||2

2

)
1

(
√

2π(1+P3))n3
exp

(
− ||Y 3||2

2(1+P3)

)
 ≤ γ2 − ln (J2) |Ỹ 2 ∈ F

]
· Ec

y (109)

= P

[
n2,2
2

ln
(
σ2
y∗
2

)
− n2,2

2
ln
(
σ2
u∗

)
− ||Ỹ 2 − (1− α)X2,2||2

2σ2
u∗

+
||Ỹ 2||2

2σ2
y∗
2

+
n3
2
ln (1 + P3)−

||Y 3 −X3||2

2
+

||Y 3||2

2(1 + P3)
≤ γ2 − ln (J2) |Ỹ 2 ∈ F

]
· Ec

y (110)

= P

[
||Ỹ 2 − (1− α)X2,2||2

σ2
u∗

− ||Ỹ 2||2

σ2
y∗
2

+ ||Y 3 −X3||2 −
||Y 3||2

1 + P3
≥ γ′′2 |Ỹ 2 ∈ F

]
· Ec

y (111)

≤ P

[
||Z3||2 −

1

1 + P3
||Y 3||2 +

||Ỹ 2 − (1− α)X2,2||2

σ2
u∗

≥ γ′′2 + n2,2 −
n2,2δy
σ2
y∗
2

|Ỹ 2 ∈ F

]
· Ec

y (112)

≤ P

[
||Z3||2 −

1

1 + P3
||Y 3||2

+
||Ỹ 2||2 + (1− α)2||X2,2||2 + 2(1− α)||X2,2|| · ||Ỹ 2||

σ2
u∗

≥ γ′2|Ỹ 2 ∈ F

]
· Ec

y (113)

≤ P

[
||Z3||2 −

1

1 + P3
||Y 3||2 ≥ γ′2 − n2,2

σ2
y∗
2

σ2
u∗

− n2,2δy
σ2
u∗

−n2,2Pt + δ2
σ2
u∗

−
2
√
n2,2Pt + δ2

√
n2,2(σ2

y∗
2
+ δy)

σ2
u∗

]
· Ec

y (114)

≤ P

[
||Z3||2 − || Y 3√

1 + P3

||2 ≥ γ̃2

]
, (115)

where

γ′′2
△
= −2γ2 + 2ln (J2) + n3ln (1 + P3) + n2,2ln

(
σ2
y∗
2

)
− n2,2ln

(
σ2
u∗

)
(116)

γ′2
△
= γ′′2 + n2,2 −

n2,2δy
σ2
y∗
2

(117)

γ̃2
△
= γ′2 − n2,2

σ2
y∗
2

σ2
u∗

− n2,2δy
σ2
u∗

− n2,2Pt + δ2
σ2
u∗

−
2
√
n2,2Pt + δ2

√
n2,2(σ2

y∗
2
+ δy)

σ2
u∗

(118)

De�ne

v′1
△
= ||Z3||2 : v′1 ∼ X 2(n3), (119)

v′2
△
= || Y 3√

1 + P3

||2 : v′2 ∼ X 2(n3). (120)

Also de�ne
Q2

△
= v′1 − v′2. (121)
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Thus

Ec
y · P[i2(X2,2,X3; Ỹ 2,Y 3) ≤ γ2] ≤ P[Q2 > γ̃2] = 1− FQ2

(γ̃2). (122)

where FQ2(·) is the CDF of Q2.

A.2.2 Analyzing P[||X2,2||2 > n2,2β2P2]

We calculate P[||X2,2||2 > n2,2β2P2] by following the same argument as in that of Section A.1.1.
We can prove that

P[||X2,2||2 > n2,2β2P2] =
Γ(

n2,2

2 ,
n2,2

2 )

Γ(
n2,2

2 )
. (123)

To sum up

ϵ2 ≤ 1− FQ2
(γ̃2) +Me−γ2(1− e−n

1/3
2,2 κ) +

Γ(
n2,2

2 ,
n2,2

2 )

Γ(
n2,2

2 )

+e−n
1/3
2,2 κ +

(
1−A

(
β1P2

β1P2 + α2Pt

)n2,2
2

)L(Pt)

. (124)
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