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Abstract.

In this paper, we propose a contribution in the field of Reinforcement
Learning (RL) with continuous state space. Our work is along the line
of previous works involving a vector quantization algorithm for learning
the state space representation on top of which a function approximation
takes place. In particular, our contribution compares the performances
of the Kohonen SOM and the Rougier DSOM with the Göppert function
approximation scheme on both the mountain car problem. We give a
particular focus to DSOM as it is less sensitive to the density of inputs
and opens interesting perspectives in RL.

1 Introduction

Reinforcement Learning (RL) methods have gained in popularity in the last few
years, mainly thanks to end-to-end deep learning approaches, especially in the
context of value function approximation [1]. In the deep learning approaches,
the state directly feeds in the neural network approximating the function and the
representation is learned and driven by the TD error backpropagated through
the network.

This paper contributes to another approach to approximation by exploring
the use of interpolation methods where the set of support points of the in-
terpolation is self-organized using vector quantization algorithms, such as Self-
Organizing Maps (SOM) [2] and Dynamic Self-Organizing Maps (DSOM) [3].
Using a topological representation of the state space as in SOM and DSOM al-
lows to consider function interpolation algorithms which exploit that topology,
as in the CI-SOM algorithm of Göppert [4] for example. Another advantage lies
in the possible hindsight gained from analyzing the position of the reference vec-
tors of the quantization, for example revealing portion of the state space that are
frequently visited or giving us more information on the structure of the problem.

The SOM algorithm is, as several other quantization algorithms, strongly
dependent on the density of the inputs feeding it. In the context of (RL), this
means that the dynamics of the environment drives the density of the reference
vectors. However, it might be that the dynamics of the environment makes the
agent wanders around in some part of the state space which is not necessarily
very interesting, informative and any case does not necessarily deserve to be



over represented by a lot of reference vectors. Indeed, the regions of the space
that the agent encounters more frequently are not necessarily the regions where
it is the most difficult to learn the value function. DSOM, an alternative of
SOM, which is less sensitive to the density of the inputs has been proposed in [3]
and relies on a slightly different update functions of the reference vectors. This
opens a way to more flexibly control where it is relevant to allocate the limited
resources of the reference vectors.

The major contributions of our paper are 1) using DSOM as a vector quanti-
zation method in the context of RL using Göppert’s interpolation, 2) comparing
SOM and DSOM merits in that context. To that end, we first present some
background materials and our methodology (sec 2), then give some results on
the classical Mountain-Car benchmark (sec 3) and conclude with some discussion
in the light of related works (sec 4).

2 Materials and methods

In the Reinforcement Learning paradigm [5], an agent confronted to a situation st
from state space S at time tmust learn to choose the “best” action at to optimize
its long term discounted reward sum (E [

∑∞
t=0 γ

trt]) where scalar reward rt is re-
ceived after each state transition (γ ∈ [0, 1) being a scalar discount). Q-Learning,
a classical algorithm, learns an optimal policy π∗(st) = argmaxa∈A Q∗(st, a)
where the action-value function Q∗() is updated after each (st, at, rt, st+1) tran-
sition using

Q∗(st, at)← Q∗(st, at) + α
[

rt + γmax
a

Q∗(st+1, a)−Q∗(st, at)
]

. (1)

When the state space is large or continuous, approximation methods must
be used to represent the action-value function Q∗().

In this paper, we work with continuous state space S and discrete action
spaces A. Therefore, the value function can be learned by approximating the set
of value functions {Q∗(., a), a ∈ A}. We perform approximations by using vector
quantization to learn a representation (a set of support vectors) of the state space
S from which we run interpolation algorithms described later. While the agent
is operating in the environment, its states st ∈ S feed a vector quantization
algorithm, SOM or DSOM in our experiments.

Neurons in SOM and DSOM are topologically related (in a grid lattice for
example) with each other, each one embeds a prototype (or reference vector)
lying in space S. In all our experiments, inputs are normalized in [0, 1]. The
Self-Organizing Map algorithm[2] proceeds by finding the best matching unit1

(BMU) indexed i∗ among the reference vectors wi and updates every reference
vector depending on its distance in the SOM lattice to the BMU according to :

∀i, wi ← wi + ǫShσ(i, i
∗)(st − wi) (2)

1The BMU is the unit which has its reference vector closest to the current input



with the neighborhood function defined as hσ(i, j) = exp(−d(i,j)2

2σ2

h

) where d(i, j)

is the distance in the SOM lattice between units i and j. In our experiments,
ǫD (resp. σ) decreases geometrically from 0.5 to 0.01 (resp. 1.0 to 0.1).

We also consider DSOM [3] which has a slightly different update function :

∀i, wi ← wi + ǫD‖st − wi‖Shη(i, i
∗, st)(st − wi) (3)

with the neighborhood function defined as hη(i, i
∗, s) = exp(− d(i,i∗)2

η2‖st−wi∗‖S
). In

other words, there is not much learning when the reference vector of the BMU
wi∗ is sufficiently close to the current input st. Therefore the 1

‖s−wi∗‖S
term

prevents the reference vectors from aggregating in the case of densely packed
inputs. In our experiments, ǫD is fixed at 0.1 and η at 10.

In the context of reinforcement learning, we use either SOM or DSOM to
quantize the state space S and add a Q-table with one entry qti(a) for each
action to every neuron i. A basic piece-wise constant interpolation function is
thus Q̂p(s, a) = qtBMU(s)(a) and the Q-table of the BMU is updated after each
transition using eq (1), with α decreasing from 0.1 to 0.001. A more complex
interpolation function Q̂g has also been tested using Göppert’s interpolation [4]
in an evaluation phase.
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Fig. 1: Position of and best action (’<’ for left, ’>’ for right, ’||’ for none) of the
support vectors at the end of learning. Left plot: SOM. Right plot: DSOM. For both,
we plot in green the trajectory of a greedy policy starting from the bottom of the valley.

The interpolation algorithm of [4] works in two stage as an interpolated I-
SOM is smoothed with Shepard’s functions. I-SOM value for a state s is a
weighted average of neighboring units QValues through the use of local coordi-
nates in the map lattice. This interpolation leads to local linear interpolation
with discontinuities that is smoothed with inverse distance weighting functions
(Shepard’s function) in CI-SOM which we call the Göppert scheme.



3 Results

3.1 Mountain car

We run experiments on the Mountain Car of the OpenAI Gym set of benchmark
environments [6]. SOM and DSOM maps are arbitrarily organized in 10 × 10
grids. Each experiment is run for 1.000 episodes with a fixed max number of
iterations. During the first 1/3 episodes, the learning agent follows a uniform
random policy and during the last 2/3 episodes, a random Boltzmann policy
based on the current piece-wise constant QValue function Q̂p(s, a). At fixed
intervals and at the end of learning, a deterministic greedy policy is derived
from the SOM or DSOM mapping in order to compare performances.
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Fig. 2: Histograms of the normalized distances between the neighboring neurons in the
lattices for SOM (left) and DSOM (right).
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Fig. 3: Statistics of the evaluation episodes for both SOM (left) and DSOM (right).
The top plot is a boxplot (median, first and third quartiles) of the length of episodes
lasting less than 500 iterations. The bottom plot is the number of failed evaluation
episodes. Results are over 100 tests episode every 100 training episodes.

Experiments with SOM and DSOM both converge to a near optimal policy
that reach the goal in approximately 130 steps. But, as shown on Figure 1,
the neurons (and thus the support vectors) are better deployed when using
DSOM. In addition, as shown on figure 3 where average performance and the



average number of failed trajectories are presented, it seems that DSOM allow
faster learning than SOM. This is mostly due to DSOM better unsupervised
deployment of the support vectors, as illustrated on Figure 2 where inter-neurons
distance are more varied for SOM. Note also that, in the case of SOM, two peaks
on distances appear at the end corresponding to a twist of the SOM map and
apparent on figure 1, left.
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Fig. 4: At end of training, comparison of both interpolation function. Piece-wise
constant (Closest) using Q̂p and Göppert (Goppert) using Q̂g.

Interpolation using Göppert computation scheme is costly and we use it on
the support vectors obtained at the end of learning to get an interpolated QValue
function Q̂g(s, a) and compare greedy policies derived either from that interpo-

lated function or the basic piece-wise function Q̂p(s, a). Figure 4 shows that
Göppert interpolation could be really useful for the SOM, maybe compensating
for the difficulties of SOM to map the state space.

4 Discussion

Our experiments on the Mountain Car benchmark confirmed other works ([7,
8, 9]) demonstrating the use of self-organized maps, SOM or DSOM, to learn
an adaptive state representation in RL. To our knowledge, it is the first time
that this Dynamic-SOM (DSOM) has been explored in this setting even though
its main characteristic - a lower sensitivity to the density of training samples -
seems to be a strong asset in reinforcement learning. Indeed, is it very frequent
in RL that the “decisive” states are rarely visited compared to more trivial less
important states. Classical SOM is likely to focus on a good representation of
these frequently visited states detrimental to rarer and more important states.
It is particularly the case with the Mountain Car where states at the bottom of
the valley are over visited as long as the agent has not learned to reach the goal.
Also, SOM had more trouble unfolding over the state space than DSOM.



Still, our work can be considered as preliminary. Exploring the influence
of the hyper-parameters, in order to finely tune them, is still to be done. We
should also explore the influence of the underlying lattice structure. We should
also consider other environments, with other characteristics, to really assess the
strength and weaknesses of DSOM. For example, our current experiments on the
acrobot problem tend to give a slight advantage of SOM over DSOM.

In the future, we would like to explore more deeply how to intertwine inter-
polation of the QValue and self-organizing maps. If more complex interpolation
schemes like Göppert may compensate for the situation where classical SOM
do not unfold easily, we would like to test its usage during learning, to see if it
can accelerate learning. Beside, instead of using a 2D regular grid of fixed size,
it could be interesting to use an adaptive structure like in growing SOM (see
[10, 11]) to better fit the reachable state space. As in [12], DSOM could also be
used to map the QValue function space instead of the state space. But, in the
short term, our most likely focus will be on using the current QValue approxi-
mation to try to guide learning, either by orienting the agent to states where the
QValue still has a big variance or even by modulating the self-adaptation rules
with some criteria derived from the QValue.
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