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ABSTRACT

Explicit descriptions of the progression of biomarkers across
time usually involve priors on the shapes of the trajectories.
To circumvent this limitation, we propose a geometric frame-
work to learn a manifold representation of longitudinal data.
Namely, we introduce a family of Riemannian metrics that
span a set of curves defined as parallel variations around a
main geodesic, and apply that framework to disease progres-
sion modeling with a mixed-effects model, where the main
geodesic represents the average progression of biomarkers
and parallel curves describe the individual trajectories. Learn-
ing the metric from the data allows to fit the model to longitu-
dinal datasets and provides few interpretable parameters that
characterize both the group-average trajectory and individual
progression profiles. Our method outperforms the 56 methods
benchmarked in the TADPOLE challenge for cognitive scores
prediction.

Index Terms— Disease Modeling - Riemannian manifolds
- Mixed-effects models - Alzheimer’s disease

1. INTRODUCTION

1.1. Motivation

Modeling progressive diseases plays a crucial role in the de-
velopment of new treatments. For a given individual, the
progression of biological phenomenons can be measured by
several biomarkers across time, and the collection of these
observations allows to derive a progression model that helps
us to both understand the average behavior of the features,
and how each individual compares to this reference scenario,
allowing to make assumptions about their future progression.

Longitudinal databases are well suited for the study of neu-
rodegenerative diseases, and are usually multimodal as they
include imaging scans and a collection of clinical observa-
tions. However, in order to remain in low dimension, we fo-
cus on the scalar parameters that can be easily extracted from
the other types of data, such as brain regions volumes, white
matter density map and cortical thicknesses from MRI scans.

1.2. Related work

One approach to construct disease progression models for
biomarkers is to formulate the changes using differential
equations [1H3]], with the caveat that covariates and all sources
of random variations should be integrated in the differen-
tial equation system which makes interpretation difficult.
Another approach called event-based models is proposed
in [4})5]], in which cutoff points of abnormality are inferred
from observed biomarkers, and disease stage is mapped to a
discrete set of biomarker-abnormality events. While provid-
ing good robustness, the dichotomization of variables can be
ill suited for continuous biomarkers. Lately, recurrent neural
networks have also been used to model the progression of
scalar [6}/7]], imaging [8]] and multi-modal data [9}/10] offer-
ing a flexible framework for regression.

A more interpretable approach is proposed with mixed-
effects models [11]], which account for both the average tra-
jectory of the population, called the fixed-effects, and individ-
ual variations to that trajectory that account for inter-subjects
variability, called the random-effects. The inter-subject vari-
ability can be thought of as the combined effect of the pace
at which individuals evolve, and of their instrinsic biologi-
cal caracteristics. That variability can be modeled by a time
reparametrization to “align” patients on a common pathologi-
cal timeline and spaceshifts that define how each patient com-
pares to the average trajectory. Early models used linear mod-
eling [12,/13]] while, later, non linearities were added with
polynomial [[14f], logistic [[15[], exponential [[16]] and semi-
parametric regressions [[17].

To model the progression of a disease, one less restrictive
assumption is to consider that the observed biomarkers follow
continuous trajectories in the space of observations that is as-
sumed to be a Riemannian manifold [[18]. Particular cases
have been derived for the analysis of longitudinal scalar mea-
surements in [[19,[20]], where this model is studied with a fixed
metric that is known a priori to yield logistic trajectories. Be-
sides, for multivariate data, the metric is usually set to be a
product metric, so that the average trajectory is estimated as a
product of independant 1-dimensionnal trajectories.



1.3. Contributions

In this work we extend the geometric approach, in which the
data is embedded in a Riemannian manifold, by loosing the a
priori on the metric. We introduce a family of parametrized
Riemannian metrics and propose a trajectory model that de-
fines, for each metric, a set of curves that are composed of
variations around a reference geodesic of the manifold. We
then illustrate how this set of curves can be used for disease
progression models through a statistical mixed-effects model
where the reference geodesic represents the average progres-
sion of the observed biomarkers through time, and the parallel
curves describe the trajectory of each patient. The metric can
then be estimated to fit the model to longitudinal datasets and
yield few interpretable parameters that describe both the av-
erage trajectory and how the individual progressions relate to
this reference evolution. Namely, the main benefits of learn-
ing the metric are that :

* the trajectories can take a wide variety of shapes and pro-
vide better understanding of the qualitative progression
and asymptotic evolution of biomarkers,

¢ the multivariate metric is not simplified to a product met-
ric, so the parallel curves can differ in shapes from the
average trajectory.

2. TRAJECTORY MODEL

2.1. A general metric

The set of possible observation points M is endowed with a
Riemannian manifold structure within the total normalized
observation space [0, 1]V. As suggested in [7] we consider
the family of Riemannian metrics on this manifold, which are
defined via their cometrics as a Gaussian interpolation on a
set of control points (¢;)1<i<n; € MYs,
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where 6, the kernel width, decides how coarse our metric
is and is the only hyperparameter to tune. (L;)1<i<n; 1S a
family of upper-triangular matrices, such that (LT L;)1<i<n;
constitutes a family of definite positive matrices (by
Cholesky’s decomposition theorem) that approximate the in-
verse metric at each control point. We use a grid of regularly
spaced control-points that are § appart in every direction so
that we have N5 = (|67 | + 1). We choose to parametrize
the inverse metric rather than the metric itself as it appears in
the Hamiltonian equations. For a position p € M and a veloc-
ity v € T,M tangent to M at p, we introduce the Hamiltonian
H(p,v) := 207G™"(p)v and obtain the following equations
for geodesics
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2.2. Reference geodesic and parallel curves

For any metric, given a reference geodesic v : t € I — (t)
with I < R, we can define a family of trajectories called the
Exp-parallel curves. A vector field X is said to be parallel
along acurve v : I — Mif V)X = 0 where V is the
connection on M, and for ¢y € I and wo € T’ (4,)M, one can
show there exists a unique vector field w parallel along v such
that w(t) = wy. Thus, given a vector wy, called a spaceshift,
we can define the parallel curve n* : t — Exp(w(t)) where
Exp is the exponential map on M, that maps the vectors of
the tangent bundle to the manifold.

The following figure illustrates the benefits of learning the
metric (right) when compared to a fixed logistic metric (left)
where M < [0, 1]? and ¢ € I represents the pathological time.
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Fig. 1. Top row shows the progression of the features across
time for main geodesic (plain) and its Exp-parallel curves
(dotted). Bottom row shows these trajectories in M, with im-
plicit time, and a kernel density estimation (80% threshold)
of the observed data in grey. One parallel curve is highlighted
with crosses to display the effect of a spaceshift. Logistic tra-
jectories are extrapolated (shaded) beyond the datapoints to
exhibit the forced 0 and 1 asymptotes.

The protocol to get these curves is detailed in the Results
section. Learning the metric allows to obtain a wide vari-
ety of trajectories for the reference geodesic, and allows the
spaceshifts to impact the shape of the parallel curves, as op-
posed to the fixed product metric where the spaceshift only
changes the timing and ordering of feature progression.

3. STATISTICAL MODEL

In practice, we consider the repeated scalar observations of
p individuals, such that the i-th individual has been observed
k; € N* times at times ¢, 1 < --- < t; x,. The observation at
time ¢; ; is denoted y; ; € M < [0, 1]V.



3.1. Generative statistical model

The average trajectory of the population can be entirely char-
acterised by two parameters py € M and v € T}, (M) that are
respectively a position in the observation space and a velocity
in the tangent plane at this point. If we add a reference time
to, this defines a unique geodesic o : t € R — ~y(t) € M
such that o (tg) = po and ¥(t9) = vo. Fig. 2l summarizes
this geometric description.

Fig. 2. The geodesic ~o(t) represents the group-average tra-
jectory and the individual trajectories 1" (t) correspond to
the exponential mapping of the vectors P, ;, +(w;), that are
the parallel transport of the vector w; € T,,, M along 7y

As in [18]], each patient is described by a couple of indi-
vidual parameters a; € R* and 7; € R that align the individ-
ual timeline to the reference timeline via the affine time-warp
function v; : t — «;(t — 7;) + to, as well as a spaceshift
w; € Tpy (M) = RM. 7; is the onset age, o; represents the
pace at which the patient evolves and the spaceshift defines
which Exp-parallel curve represents the progression of the
patient. For convenience purposes, we write the acceleration
factor o; = exp(&;) with & € R. For every subject i, given
both 1); and w;, we can now model the scalar measurements
(¥i.5)1<j<k; as the sample points at times (1;(¢; j))1<j<k:
with additional noise €

Yij =Ny cWiltiz)) +eij

3.2. Mixed-effects formulation

We choose a Gaussian noise ; ; ~ N(0,02). Then, the pre-
viously introduced latent variables are modeled as random-
effects z = (£,7,5), with § ~ N(0,07), 7 ~ N(to,07)
and s; ~N(0,1). The source s; € RNs reconstructs
w; through w; = As;, where the "mixing matrix” A €
RN*Ns is also estimated and serves a purpose of dimen-
sionality reduction. Then, the fixed-effects are written
0= (p07 o, to, A, (Li)1<i<N¢s )06, 0¢, UT)'

4. ESTIMATION

We proceed to a Maximum A Posteriori (MAP) estimation
of the parameters. The Expectation (E) step from a regular
Expectation Maximisation (EM) algorithm would require the
computation of intractable integrals for the likelihood, so we
resort to the Stochastic Approximation EM (SAEM) in which
the E step is replaced by a Simulation (S) and Approxima-
tion (A) step. For curved Exp-parallel models, the S step
can be replaced by a single transition of an ergodic Monte-
Carlo Markov Chain (MCMC) whose stationary distribu-
tion is estimated iteratively using a Metropolis-Hastings sam-
pler. This global algorithm is called the Monte-Carlo Markov
Chain Stochastic Approximation Expectation-Maximization
(MCMC-SAEM) [21}[22], and is proven to converge towards
a global maximum of the averaged likelihood [23]]

0 p(y]0) = f a(y, 210)dz

We refer the reader to [|18]] for an extensive presentation
of the estimation algorithm for non linear mixed-effects mod-
els for manifold valued longitudinal observations. The speci-
ficity of our approach resides in the additional (L;) parame-
ters for the metric, which are estimated via a line-search gra-
dient descent between each iteration of the MCMC-SAEM
procedure. Besides, there is no closed-form expression for
Yo, so we integrate the Hamiltonian differential system using
a Runge-Kutta numerical scheme, and the parallel transport of
the spaceshifts is computed using the Fanning scheme [24].

5. EXPERIMENTS AND RESULTS

To validate this approach, we simulated 2 dimensional data
according to trajectories that are known to occur naturally,
namely a logistic shape with asymptotes other than 0 and 1,
and a sum of logistics that represents features with multiple
inflection points. We engineered a metric that yields these
trajectories as geodesics by fitting our model to a family of
shifted and accelerated versions of these shapes. With this
metric we generated a realistic dataset of 200 patients with
an average follow-up of 10 visits spanned over 5 years. We
choose 0. = 0.02,0, = 15,0¢ = 0.5,%9 = 70 and sampled
the individual parameters, then used the engineered geodesic
(vo, po) and parameters ((L;), A) for the generative model
Yij = 1My 6(¥i(ti;)) + €i,; with random age at baseline.

J. (RMSE) to

Metric € — &lavg | |7 — Tlavg
Linear 022 +.002 | 71 £1.1 | 40+.08 | 5.1 +1.1
Logistic | .023 +.001 | 70 +£1.0 | .38 +.05 8.1 £0.9
Learned | .020 +.001 | 70 +1.1 | .22+ .08 | 2.0 £ 0.8

Table 1. Results over 5 successive estimations. The errors on
7 and & are averaged across patients.



Log acceleration factor (xi)

The output of the fit is shown in Fig. [T} Our model recov-
ered both the fixed effects and the individual parameters more
accurately than their ”fixed metric” counterparts (Table 1.).
Reconstruction error is almost perfect for the fixed-metric
models, but the individual parameters are not correctly es-
timated because the average trajectory does not reflect the
dynamics of the data. Our approach is expected to better re-
cover the model parameters for any data that can be modeled
with a mixed-effect model, without prior knowledge, at the
expense of additional computational cost.

We applied that approach to data from the Alzheimer Dis-
ease Neuroimaging Initiative (ADNI) to fit three features that
are known to be good markers of the decline through Alzheih-
mer’s disease : Hippocampal volume, Ventricles volume and
the Alzheimer’s Disease Assessment Scale (ADAS) cognitive
score. We used all patients with multiple visits for a total
1,452 patients and 9,465 visits. All features are normalized.
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Fig. 3. Normative scenario predicted by our model for the
3 features : main logistic (plain) and parallels (dotted). One
parrallel curve is highlighted with crosses.

As expected, we recover a ’sigmoid-like” trajectory for the
cognitive score and “linear-like” trajectories for the imaging
markers. Both our method and the logistic fixed metric out-
perform the 56 methods benchmarked in the TADPOLE chal-
lenge [25] with improved prediction of the ADAS score (re-
spectively 4.33 and 4.27 MAE compared to 4.70 for the best
method in TADPOLE). Since the reconstruction errors and
prediction errors are not significatively different, it is interest-
ing to question whether the estimated individual parameters
offer greater quantitative insights with the learned metric.

Fixed logistic metric Learned metric

CN
MClI
AD

40 50 60 70 80 90 40 50 60 70 80 90 100
Onset age (tau)

Fig. 4. Estimated individual parameters for the logistic (left)
and learned (right) metric with unsupervised Gaussian Mix-
ture Model to predict diagnosis.

FigH] illustrates the distribution of individual parameters
for patients diagnosed Cognitively Normal (CN), Mild Cogni-
tive Impairment (MCI) and Alzheimer Disease (AD) on their
last visit. Fitting a Gaussian Mixture Model (GMM) shows
that the distribution for each diagnosis cluster are better sep-
arated with our approach. 20 repetitions of 5-fold valida-
tion with GMM for diagnosis prediction gave us an average
62.5%+0.8% test accuracy (confusion matrix reported be-
low) compared to 53.7%+1.2% for the logistic metric model.

100 Considering only the last
diagnosis available makes
the labels overlap which
means perfect accuracy is
% not reachable. However,
20 the improvement of cluster-
ing abilities shows that the
individual parameters from
our approach offer more in-
terpretability.
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Fig. 5. Confusion matrix (test
set) for diagnosis prediction.

6. CONCLUSION

In this work, we introduced an efficient geometric repre-
sentation of longitudinal data to formulate explicit disease
progression models with mixed effect modelinﬂ Learn-
ing the Riemannian metric allows to describe with accuracy
both the average trajectory of a biomarker and the individual
progression profiles. Our approach reaches state-of-the-art
reconstruction and prediction errors, like the fixed metric
approaches, but offers greater interpretability. Current work
focuses on applying this model to high dimension data like
images.
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