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Highlights

• Two-temperature Euler plasma model is an asymptotic regime for weakly magnetized plasma of two-fluid
MHD system.
• Previous derivations are immediate consequences of our work.
• Newly designed robust relaxation scheme solves two-temperature Euler plasma model.
• Finite volume method in toroidal geometry, that retains the strong conservative form of equations of the

model, is devised.
• Finite volume approximation is performed on unstructured mesh of tokamak toroidal geometry.

Abstract. This paper gives a derivation of the two-temperature Euler plasma system from the two-fluid MHD

model. The two-temperature Euler plasma system is proved to be an asymptotic regime for weakly magnetized

plasma of the two-fluid MHD model. Our procedure is more general, enabling us to show that assumptions in
previous derivations in literature are straightforward consequences of our work. We then propose a finite volume

approximation to compute the solution of the two-temperature Euler plasma model in unstructured tessellations

used to adequately mesh the toroidal geometry of the tokamak, where flows the plasma. Numerical tests illustrate
our method.
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1. Introduction

A Plasma is a gas composed of electrons and ions that interact throughout electromagnetic forces [19, 23]. The
dynamics of plasma charged particles can be described by a two-fluid MHD model. This description considers
a plasma as a mixture of ions fluid and electrons fluid that are coupled by exchanged terms such as momentum
transfer terms, ion and electron heating terms due to collisions, and undergoing electromagnetic forces. This system
is quite intricate so that it is usually reduced to more tractable single fluid models. In such models, the plasma
is described as one fluid whose characteristic quantities are weighted averages of ones of electrons and ions: only
one density ρ, one velocity v, either one temperature T or both ions temperature Ti and electrons temperature Te
are then considered [19, 23]. On one side, when the evolution of magnetic field is taken into account in a one-fluid
model with one temperature T , the ideal or resistive MHD equations are then evoked, meaning that the plasma
is a perfect electrical conductor or all dissipative processes are considered, respectively. On other side, the two-
temperature Euler plasma model is an elaborated one-fluid model, in which electrons and ions possess two different
temperatures, Ti for ions and Te for electrons [13, 32, 1]. Such a description is assumed to restitute the correct
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plasma behaviour once either the difference between Ti and Te or the gradient of the deviation Ti − Te becomes
important. The two-temperature Euler plasma model is known as either the bi-temperature Euler model or the
Ti–Te Euler model. The two-temperature Euler model is principally used in the context of Inertial Confinement
Fusion [2], while the ideal and resistive MHD equations entered mainly in the frame of Magnetic Confinement
Fusion [34]. As such, these two types of models are not often connected, making then questionable their domains
of validity and their derivation from first principles. In particular, electromagnetic fields are not explicitly present
in two-temperature model while they are important variables in the ideal and resistive MHD equations.

Here, we are concerned with a derivation and numerical approximation of two-temperature Euler plasma model.
The derivation of two-temperature Euler model, the ideal and resistive MHD equations from the same background
model is crucial, since it gives a solid foundation of modeling of plasma which exhibits different behaviors in physical
domain of interest where it flows. In a tokamak for instance, the plasma presents a large variety of properties requiring
different models to simultaneously describe it. Our derivation starts from the two-fluid MHD model. After scaling it
with pertinent parameters such as the plasma β parameter, the electron and ion skin depths, the magnetic Reynold
number, we identify the two-temperature Euler model. Our procedure is more general, enabling us to show that
assumptions in previous derivations in literature [13, 32, 1] are straightforward consequences of our work.

Numerical approximation of the two-temperature Euler model is also challenging. An important part of the
present work is concerned with a numerical approximation of two-temperature Euler model. The numerical approx-
imation of the proposed model by finite volume schemes is difficult since the two-temperature Euler model system
is non-conservative. A significant work towards the numerical computation of solutions of the two-temperature
Euler model was suggested by Coquel and Marmignon in [13] for multi-species plasma: they transformed the non-
conservative form into conservative one under the assumption of null electron entropy jump across shocks, and then
solved the obtained system by a Roe-type scheme. As application of Riemann solvers derived in [17] in the La-
grangian framework, Després has proposed a remarkable procedure to compute two-temperature Euler model using
again an equation of total energy and an equation on electron entropy. In the present work, a relaxation scheme is
proposed to solve the two-temperature Euler model both in Cartesian and cylindrical coordinates. With in mind
future applications to Magnetic Confinement Fusion, we study the modification of finite volume type method to
approximate the solutions of the two-temperature Euler model in a toroidal geometry. Such a geometry is relevant
in tokamaks [3, 4, 19, 27, 29, 34], and in astrophysical systems as stars and galaxies [23].

The difficulty when dealing with models in a toroidal geometry is to appropriately take into account curvilinear
coordinate systems within equations are formulated. Put simply in other words, the strong conservative form of
equations of the model can be destroyed, introducing artificial source terms if cautions are not considered when
manipulating vectorial equations in curvilinear coordinates. The scheme we proposed is based on recent works
reported in [9, 8] where it is shown that the strong conservative form of the model can be kept whatever the system
of curvilinear coordinates used. More precisely, the finite volume scheme designed in this paper is an application of
the method described in [9, 8] to the two-temperature Euler model in cylindrical coordinates for toroidal problems.
However, such as application is not straightforward due to both the complexity of the two-temperature Euler model
and the unstructured tessellation used to adequately mesh the toroidal geometry of the tokamak.

This work is organised as follows. In Section 2 a review of the two-fluid MHD model is given. We derive the two-
temperature Euler model from the two-fluid MHD system, and show that it corresponds to an asymptotic regime
for weakly magnetized plasmas. The two-temperature Euler model considered in this paper is introduced as a limit
for large plasma β parameter of the two-fluid model. The mathematical properties of this model are then studied.
A numerical strategy devised to approximate the two-temperature model constitutes the matter of Section 3. It is
based on a finite volume method in a toroidal geometry addressed in [9, 8] coupled to a newly devised relaxation
scheme. Numerical tests are performed in Section 4. A conclusion is finally given in Section 5.

2. Derivation of the two-temperature Euler plasma model

In this section, the two-fluid MHD plasma model is first presented, then the two-temperature Euler plasma system
is derived from it. Finally, some mathematical properties of the two-temperature Euler equations, important for
the numerical approximation envisaged in this paper, are addressed.

2.1. Two-fluid MHD plasma model. The two-fluid MHD model is a set of hydrodynamic equations combined
to the low frequency Maxwell equations, intended to describe a totally ionized plasma in both weak and strong
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magnetic fields. The two-fluid MHD equations are given by the following system:

∂tρe +∇ · (ρeue) = 0, (1.a)
∂tρi +∇ · (ρiui) = 0, (1.b)
∂t(ρeue) +∇ · (ρeue ⊗ ue) +∇pe +∇ ·Πe = qene(E + ue ×B) + Fei, (1.c)
∂t(ρiui) +∇ · (ρiui ⊗ ui) +∇pi +∇ ·Πi = qini(E + ui ×B)− Fei, (1.d)
∂tEe +∇ · [(Ee + pe)ue] +∇ · (Πeue) +∇ ·Qe = qeneE · ue +Qei + Fei · ue, (1.e)
∂tEi +∇ · [(Ei + pi)ui] +∇ · (Πiui) +∇ ·Qi = qiniE · ui +Qie − Fei · ui, (1.f)
∂tB = −∇×E, (1.g)
µ0J = ∇×B, (1.h)
ε0∇ ·E = ρ, (1.i)
∇ ·B = 0. (1.j)

The quantities that intervene in the two-fluid MHD model are collected in Table 1. The derivation of the two-fluid
MHD model from plasma kinetic equations is addressed in [1, 4, 7, 16, 14, 19, 20, 23] and not reproduced in the
present paper.

From experiment point of view, the mass density ρ of the mixture of ion and electron populations, the charge
of the plasma ρ̄, the velocity of the mixture u and the current density J matter instead of ρi, ρe, ui and ue. This
translates to rewrite (1) in term of ρ, ρ̄, u, and J using the bijection

ρ = mene +mini = ρe + ρi,

ρ̄ = qene + qini = qe
ρe
me

+ qi
ρi
mi
,

u = meneue+miniui
mene+mini

= ρe
ρ ue + ρi

ρ ui,

J = qeneue + qiniui = qe
ρe
me

ue + qi
ρi
mi

ui.

Implicitly ρ > 0 is assumed throughout this work, meaning that phenomena leading to vacuum are excluded.
The formulation of the two-fluid MHD model (1) in term of ρ, ρ̄, u, and J is postponed to Section 2.2, where
quasi-neutrality assumption will enable further simplifications. For the moment, we are interested in writing (1.e),
(1.f), in terms of total energy ET of two-fluid MHD model and electron entropy Se. This choice is guided by the
numerical approximation of the two-temperature Euler model suggested in this work and will be clarified at the end
of this section. In this way, we recall the expression of the total mechanical energy E of the plasma:

E = Ee + Ei =
1

2
ρeu

2
e +

pe
γ − 1

+
1

2
ρiu

2
i +

pi
γ − 1

,

where γ = 5
3 is the monoatomic gases index. By summing the energy equations of the ions (1.e) and electrons (1.f),

the equation of total mechanical energy E is obtained:

(2) ∂tE +∇ · [(Ee + pe)ue + (Ei + pi)ui] +∇ · (Πeue + Πiui) +∇ · (Qe + Qi) = E · J.
Along this paper, the plasma charged particles speed is negligeable with respect to light speed, so that the electro-

magnetic energy writes EEM =
B2

2µ0
and undergoes the following equation:

(3) ∂tEEM +∇ ·
(
E× B

µ0

)
= −E · J.

Therefore, adding (2) and (3) yields the equation of the total energy ET of the two-fluid MHD model:

(4) ∂tET +∇ ·
[
(Ee + pe)ue + (Ei + pi)ui + E× B

µ0

]
+∇ · (Πeue + Πiui) +∇ · (Qe + Qi) = 0,

where the total energy, the sum of the mechanical and electromagnetic energies, is given by

(5) ET = Ei + Ee +
1

2µ0
B2 =

pi + pe
γ − 1

+
1

2
ρiu

2
i +

1

2
ρeu

2
e +

1

2µ0
B2.

Inserting the definition of electron pressure pe into (1.e) gives:

(6) ∂tpe + ue · ∇pe + γpe∇ · ue + (γ − 1) [Πe : ∇ue +∇ ·Qe] = (γ − 1)Qei.
Now plugging the definition of electron entropy Se = peρ

−γ
e into the electron pressure equation (6) leads to

(7) ∂t(ρeSe) +∇ · (ρeSeue) + ρ1−γ
e (γ − 1) [Πe : ∇ue +∇ ·Qe] = ρ1−γ

e (γ − 1)Qei.
Let us emphasize that for smooth (C 2) solutions, it is mathematically equivalent to use in (1) instead of the two
equations for the mechanical energies of the species, any two independent equations derived from any combination of
these equations. However, for discontinuous solutions, these combinations are not equivalent. In the sequel, we will
choose for one of these two equations, the total energy equation (4) since this one has a clear physical meaning. We
must then supplement it by another equation. A rigorous procedure [5] would be to choose this equation based on
the analysis of travelling wave solutions of the system (1). However, this analysis presents formidable mathematical
difficulties that are far beyond the scope of this work. Instead we will complement equation (4) by an equation
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Name Notation Formulae
Boltzmann constant kB
Vacum permeability µ0

Vacum permittivity ε0

Electron mass me

Ion mass mi

Electron charge qe
Ion charge qi
Electron number density ne
Ion number density ni
Electron mass density ρe ρe = mene
Ion mass density ρi ρi = mini
Mass density of mixture ρ ρ = mene +mini
Plasma charge ρ̄ ρ̄ = qene + qini
Electron velocity ue
Ion velocity ui
velocity of mixture u u = meneue+miniui

mene+mini
Plasma current J J = qeneue + qiniui
Electron temperature Te
Ion temperature Ti
Electron pressure pe pe = kBneTe
Ion pressure pi pi = kBniTi
Electron traceless stress tensor Πe

Ion traceless stress tensor Πi

Electron energy Ee Ee = ρeu
2
e/2 + 3kBneTe/2

Ion energy Ei Ei = ρiu
2
i /2 + 3kBniTi/2

Electron heat flux Qe

Ion heat flux Qi

Electron/ion collision time τei
Ion/electron collison time τie
Electron/ion collision frequency νei νei = 1/τei
Ion/electron collison frequency νie νie = 1/τie
Electron/ion frictional force Fei Fei = memi

(τieme+τeimi)e
J

Ion/electron frictional force Fie Fie = −Fei
Ion heat flux qi
Electron/ion energy exchange coefficient rate νE

ei νE
ei = 3

2kB
neni

νiene+νeini
Ion/electron energy exchange coefficient rate νE

ie

Qei
Qei =νE

ei(Ti − Te)

+
1

2

[
τeiρi

τieρe + τeiρi
+

τiene
τiene + τeini

]
Fei · (ui − ue)

Qie
Qie =− νE

ei(Ti − Te)

+
1

2

[
τieρe

τieρe + τeiρi
+

τeini
τiene + τeini

]
Fei · (ui − ue)

Electric field E
Magnetic field B

Table 1. Characteristic quantities of the two-fluid MHD model.

for the electron entropy. For discontinuous solutions, this implies (see the next section) that we assume that the
electron entropy remains constant through a shock. This assumption is the translation of the Born-Oppenheimer
approximation that decouples the plasma motion into frozen nuclei and free electrons that adjust adiabatically to
nuclei background [11, 12, 26]. This is reasonable since the mass of the electrons is considerably smaller than the
one of the ions. Thus one can expect that the changes in the electron entropy will have a minimal impact on the
behaviour of the other macroscopic quantities. This assumption on entropy has also been used in different context
than plasma physics for instance in the modelling of multiphase flows where the hypothesis that the entropy of the
lighter species is constant has shown to give results in reasonable agreement with the experiments [21]. Thus, from
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now on, the equations of the two-fluid MHD model to be considered are the following:
(8)

∂tρe +∇ · (ρeue) = 0,
∂tρi +∇ · (ρiui) = 0,
∂t(ρeue) +∇ · (ρeue ⊗ ue) +∇pe +∇ ·Πe = qene(E + ue ×B) + Fei,
∂t(ρiui) +∇ · (ρiui ⊗ ui) +∇pi +∇ ·Πi = qini(E + ui ×B)− Fei,

∂tET +∇ ·
[
(Ee + pe)ue + (Ei + pi)ui + E× B

µ0

]
+∇ · (Πeue + Πiui) +∇ · (Qe + Qi) = 0,

∂t(ρeSe) +∇ · (ρeSeue) + ρ1−γe (γ − 1) [Πe : ∇ue +∇ ·Qe] = ρ1−γe (γ − 1)Qei,

∂tB = −∇×E,
µ0J = ∇×B,
ε0∇ ·E = ρ,
∇ ·B = 0.

2.2. The two-temperature Euler plasma model. We are concerned in this section with the derivation of the
two-temperature Euler plasma model. The quasi-neutrality assumption of the plasma is reviewed. After scaling the
two-fluid equations, we show that two-temperature Euler plasma model is the limit of two-fluid equations for large
plasma parameter β, meaning that dynamical pressure largely dominates the electromagnetic effects.

2.2.1. The quasi-neutral regime. As ε0 is very small, it is reasonable to assume that the local charge of the plasma
is near zero:

ε0∇ ·E ≈ 0

leading to the plasma quasi-neutrality assumption:

0 = ρ̄ = qene + qini.

The quasi-neutrality hypothesis deserves itself a huge literature, recent studies could be found in [32]. With qe = −e,
where e = 1.6022×10−19C is the elementary charge, and qi = Ze, Z being the charge number of the ion, an immediate
consequence of quasi-neutrality assumption is: ne = Zni. Since we are concerned with Deuterium-Tritium plasma,
Z = 1, we get:

ne = ni = n.

The mass densities ρi, ρe, and ρ are thus proportional:

ci =
ρi
ρ

=
mi

me +mi
, ce =

ρe
ρ

=
me

me +mi
.

The quantities ce, ci, are known as electron mass concentration, and ion mass concentration, respectively. As
consequence, only one equation for mass density is needed, and in the sequel we retain the equation of ρ, the mass
density of the mixture:

(9) ∂tρ+∇ · (ρu) = 0.

Under the quasi-neutrality assumption, u, and J take the following form:{
u = ciui + ceue,
J = ne (ui − ue),

that can be inverted into: 
ui = u +

ce
ne

J,

ue = u− ci
ne

J.

Next we substitute equations on ρu and J for equations on ρeue and ρiui. Summing equations on ρeue and ρiui,
and using ρu = ρeue + ρiui, give:

(10) ∂t(ρu) +∇ · (ρu⊗ u) +∇ · [ρeue ⊗ (ue − u) + ρiui ⊗ (ui − u)] +∇p+∇ ·Π = ρ E + J×B,

where p = pe + pi is the total pressure and Π = Πe + Πi is the traceless total stress tensor. Immediately, the total
momentum equation turns to:

(11) ∂t(ρu) +∇ · (ρu⊗ u) +
mime

mi +me
∇ ·
(

J⊗ J

ne2

)
+∇p+∇ ·Π = J×B.

Regarding the current equation, the momentum equations of electron and ions are rewritten in the following form

(12) ∂t(neue) +∇ · (neue ⊗ ue) +
1

me
(∇pe +∇ ·Πe) =

qene
me

(
E + ue ×B

)
+

1

me
Fei,

(13) ∂t(niui) +∇ · (niui ⊗ ui) +
1

mi
(∇pi +∇ ·Πi) =

qini
mi

(
E + ui ×B

)
− 1

mi
Fei.
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By multiplying the equation (12) by qe and the equation (13) by qi and finally summing the results leads to the
generalized Ohm’s law

(14)

∂tJ +∇ · [neqeue ⊗ ue + niqiui ⊗ ui] +
neqe
ρe

(∇pe +∇ ·Πe) +
niqi
ρi

(∇pi +∇ ·Πi)

=

(
(neqe)

2

ρe
+

(niqi)
2

ρi

)
E +

(
(neqe)

2

ρe
ue +

(niqi)
2

ρi
ui

)
×B +

(
neqe
ρe
− niqi

ρi

)
Fei.

Thanks to quasi-neutrality simplifications, the generalized Ohm’s law becomes

(15)

mime

me +mi

[
1

e

(
∂tJ +∇ · (u⊗ J + J⊗ u)

)]
− memi(mi −me)

(me +mi)2
∇ ·
(

1

ne2
J⊗ J

)

+ce [∇pi +∇ ·Πi]− ci [∇pe +∇ ·Πe] = ne
[
E + u×B− ηJ

]
− mi −me

mi +me
J×B,

where η is the isotropic resistivity of the plasma defined by

(16) η =
mime

ne2(τieme + τeimi)
.

Under the quasi-neutrality assumption, the equation of the total energy ET of the two-fluid model writes:

(17)
∂tET +∇ ·

[
(E + pe + pi)u + E× B

µ0

]
+∇ ·

[
(ce(Ei + pi)− ci(Ee + pe))

J
ne

]
+∇ · ((Πe + Πi) u) +∇ ·

(
(ceΠi − ciΠe)

J
ne

)
+∇ · (Qe + Qi) = 0.

For the electron entropy, we simplify the expression of Qei with the quasi-neutrality assumption

Qei = νE
ei(Ti − Te) + ζeiηJ

2,

where

(18) ζei =
1

2

[
τeimi

τieme + τeimi
+

τie
τie + τei

]
,

and finally, the electron entropy equation of system (8) becomes

∂t(ρeSe) +∇ · (ρeSeu)− ci∇ ·
(

1

ne
ρeSeJ

)
+ ρ1−γ

e (γ − 1) [Πe : ∇u +∇ ·Qe]

−ciρ1−γ
e (γ − 1)Πe : ∇

(
1

ne
J

)
= ρ1−γ

e (γ − 1)
[
νE
ei(Ti − Te) + ζeiηJ

2
]
.

As consequence, the two-fluid MHD equations in the quasi-neutral regime write:

∂tρ+∇ · (ρu) = 0,

∂t(ρu) +∇ · (ρu⊗ u) +
memi

me +mi
∇ ·
(

1

ne2
J⊗ J

)
+∇p+∇ ·Π = J×B,

mime

me +mi

[
1

e

(
∂tJ +∇ · (u⊗ J + J⊗ u)

)]
− memi(mi −me)

(me +mi)2
∇ ·
(

1

ne2
J⊗ J

)
+ce [∇pi +∇ ·Πi]− ci [∇pe +∇ ·Πe] = ne

[
E + u×B− ηJ

]
− mi −me

mi +me
J×B,

∂tET +∇ ·
[
(E + pe + pi)u + E× B

µ0

]
+∇ ·

[(
ce(Ei + pi)− ci(Ee + pe)

) 1

ne
J

]
+∇ · (Πeue + Πiui) +∇ · (Qe + Qi) = 0,

∂t(ρeSe) +∇ · (ρeSeu)− ci∇ ·
(

1

ne
ρeSeJ

)
+ ρ1−γe (γ − 1) [Πe : ∇u +∇ ·Qe]

−ciρ1−γe (γ − 1)Πe : ∇
(

1

ne
J

)
= ρ1−γe (γ − 1)

[
νE
ei(Ti − Te) + ζeiηJ

2
]
,

∂tB = −∇×E,
µ0J = ∇×B,
∇ ·B = 0.

In the sequel, we will neglect the dissipative effects in the previous system in order to concentrate on the first-order
part of the system. Neglecting dissipative terms usually means that we are mainly interested in the short term
behaviour of the system since dissipative phenomena are generally associated to large time scales. Therefore, the
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system that we will consider from now on is

(19)



∂tρ+∇ · (ρu) = 0,

∂t(ρu) +∇ · (ρu⊗ u) +
memi

me +mi
∇ ·
(

1

ne2
J⊗ J

)
+∇(pe + pi) = J×B,

mime

me +mi

[
1

e

(
∂tJ +∇ · (u⊗ J + J⊗ u)

)]
− memi(mi −me)

(me +mi)2
∇ ·
(

1

ne2
J⊗ J

)
+ce∇pi − ci∇pe = ne

[
E + u×B− ηJ

]
− mi −me

mi +me
J×B,

∂tET +∇ ·
[
(E + pe + pi)u + E× B

µ0

]
+∇ ·

[(
ce(Ei + pi)− ci(Ee + pe)

) 1

ne
J

]
= 0,

∂t(ρeSe) +∇ · (ρeSeu)− ci∇ ·
(

1

ne
ρeSeJ

)
= ρ1−γ

e (γ − 1)
[
νE
ei(Ti − Te) + ζeiηJ

2
]
,

∂tB = −∇×E,
µ0J = ∇×B,
∇ ·B = 0.

2.2.2. The scalings. The system (19) contains two momentum equations: one for the total momentum ρu and one
for the current density J. Our goal now is to eliminate the fast part of the dynamics related to the movement of
the electrons while keeping the possibility for the ions and electrons to have different temperatures. To establish
the range of validity of this simplification, we introduce non-dimensional parameters and to this end, we first begin
by setting the reference quantities in order to express (19) in non-dimensional form. First, we denote respectively,
L0, n0, Te,0, Ti,0, and B0 the reference length, density, electron temperature, ion temperature, and magnetic field
strength. Then, since we are interested in phenomena where the velocities can be large, we introduce a reference
velocity u0 defined as:

(20) u0 =

√
kB(Te,0 + Ti,0)

me +mi
.

Later on, we will see that this velocity corresponds to the speed of sound of the ion-electron mixture. Thus, this
choice of velocity scale means that we are interested in phenomena where the material velocity is comparable to the
speed of sound. The time scale is chosen such that

t0 =
L0

u0
,

and this implies as usual that this choice of scales leaves unchanged the continuity equation and the material
derivatives. Then from the state laws nαkBTα = pα, the pressure scales are defined by

pα,0 = n0kBTα,0,

where α = e for electron, and α = i for ion.
From the Maxwell-Ampère equation, we will also use the following scaling to define the reference current:

J0 =
B0

L0µ0
.

Then each variable is re-defined in term of reference quantities and non-dimensional variables as:

t̃ =
t

t0
, x̃ =

1

L0
x, ũ =

1

u0
u, ρ̃ =

ρ

(me +mi)n0
, T̃α =

Tα
Tα,0

, α = e, i, B̃ =
1

B0
B,

where a super tilde ·̃ denotes a non-dimensional variable.

We recall the following parameters which are important for the analysis that we will be conducted later. The
total plasma β parameter:

(21) β =
(me +mi)n0u

2
0

B2
0/µ0

=
n0kB(Te,0 + Ti,0)

B2
0/µ0

measures the ratio between the dynamic pressure and the magnetic pressure. It is worthwhile to mention that our

definition is different from the usual plasma parameter
(me +mi)n0u

2
0

B2
0/2µ0

, by a factor 2, that is no importance since

in the sequel we are considering the asymptotic form of the equation obtained when β → +∞.
The plasma electron frequency ωpe is given by:

(22) ω2
pe =

n0e
2

ε0me
=
n0e

2c2µ0

me
.
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The electron skin depth δe represents the distance travelled by the light with speed c in the plasma at electron
frequency ωpe and is defined by:

(23) δ2
e =

c2

ω2
pe

=
me

n0e2µ0
.

Similarly, the plasma ion frequency ωpi and the electron skin depth δi are defined by:

(24) ω2
pe =

n0e
2

ε0me
=
n0e

2c2µ0

me
, δ2

i =
c2

ω2
pi

=
mi

n0e2µ0
,

so that:

(25)
δi
δe

=

√
mi

me
≈ 40.

According to [18] the value of the plasma frequency ωpe varies between 6.1011 in tokamaks and 6.1015 in inertial
confinement experiments while [28] gives the value of 6.1014 for laser plasma. Thus the electron skin depths range
from 2.5 × 10−15 to 2.5 × 10−7 while the ion skin depths take values between 10−14 and 10−6, correspondingly.
Therefore the electron and ion skin depths are always small in fusion plasma.
Now let us introduce the non-dimensional version of the skin depths defined by:

(26) δ∗e =
δe
L0
, δ∗i =

δi
L0
.

Along these parameters and the choice (20) of the velocity scale, the non-dimensional momentum equation writes

(27) ∂̃t(ρ̃ũ) + ∇̃ · (ρ̃ũ⊗ ũ) + ci
(δ∗e )2

β
∇̃ ·
[

1

ñ
J̃⊗ J̃

]
+

Te,0
Te,0 + Ti,0

∇̃p̃e +
Ti,0

Te,0 + Ti,0
∇̃p̃i =

1

β
J̃× B̃.

This expression establishes that except for small β the factor in front of the quadratic term in the current in the
equation (27) is small and therefore the current term can be neglected in this equation. Note that this result is
valid independently of the mass ratio between electrons and ions. In particular, this result does not rely on the
usual assumption that the electrons can be considered as massless. Actually, in the sequel, as we will consider large
plasma β parameter, we do not need any assumption on the non-dimensional electron skin depth except that it is
bounded.

The equation for the non-dimensional electron entropy variable S̃e = ρ̃−γe p̃e, is given by
(28)

∂̃t(ρ̃eS̃e) + ∇̃ · (ρ̃eS̃eũ)−
√
ci
δ∗i√
β
∇̃ ·

[
ρ̃eS̃e
ñ

J̃

]
= ρ̃1−γ

e

[(
Ti,0
Te,0

T̃i − T̃e
)
ν̃E
ei + (γ − 1)ζei

(
1 +

Ti,0
Te,0

)
(δ∗e )2

β
η̃J̃2

]
,

where the non-dimensional temperature relaxation coefficient is defined as

ν̃E
ei =

ñ

τ̃ei + τ̃ie
,

with τ̃ei = τeiu0/L0, and τ̃ie = τieu0/L0 denoting the non-dimensional temperature relaxation times while the
non-dimensional resistivity is

η̃ =
mi

ñ(τ̃ieme + τ̃eimi)
.

Its worth noticing that in this equation, ζei does not change since it is dimensionless according its definition (18).
We now consider the total energy equation. With the choice of the velocity scaling (20), the kinetic energy is of

the same order as the thermal energy and therefore we choose to define the non-dimensional total energy and the
non-dimensional total energy by species by:

E = n0(me +mi)u
2
0Ẽ , Eα = n0kBTα,0Ẽα, α = e, i.

The choice of a scale for the electric field is delicate. Faraday’s law favours the use of the scaling

E = B0u0Ẽ,

and this is the choice that is usually done in MHD. However, since Faraday’s law involves the curl of E, we see that
the gradient part of E (if it exists) has no reason to scale with B0u0. To take this possibility into account, we will
set

E = κB0u0Ẽ,

leaving for the present time the parameter κ unspecified.
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With these choices, we obtain:

(29)

∂̃t

(
Ẽ +

B̃2

2β

)
+ ∇̃ ·

[
(Ẽ +

Te,0
Te,0 + Ti,0

p̃e +
Ti,0

Te,0 + Ti,0
p̃i)ũ +

κẼ× B̃

β

]
+

1√
β
∇̃ ·

[(
√
ceδ
∗
e

Ti,0
Te,0 + Ti,0

(p̃i + Ẽi)−
√
ciδ
∗
i

Te,0
Te,0 + Ti,0

(p̃e + Ẽe)

)
J̃

ñ

]
= 0.

Once again, the terms containing the current are multiplied by expressions involving the skin depths.

It remains to consider the equation governing the evolution of the current. For the generalized Ohm’s law, the same
scaling procedure gives:

(30)

κẼ + ũ× B̃ = (δ∗e )2η̃J̃ +

√
ciδ
∗
i −
√
ceδ
∗
e√

β

J̃× B̃

ñ

−
√
ciδ
∗
i

√
β

Te,0
Te,0 + Ti,0

1

ñ
∇̃p̃e +

√
ceδ
∗
e

√
β

Ti,0
Te,0 + Ti,0

1

ñ
∇̃p̃i

+ci(δ
∗
e )2 1

ñ

[
∂̃tJ̃ + ∇̃ ·

(
ũ⊗ J̃ + J̃⊗ ũ

)]
+
√
ci(ci − ce)

(δ∗e )2δ∗i√
β

1

ñ
∇̃ ·
[

1

ñ
J̃⊗ J̃

]
.

2.2.3. Derivation of the two-temperature Euler plasma model. We are now ready to show that the two-temperature
Euler plasma model is an asymptotic limit of the two-fluid MHD model.

Although two different temperatures Ti,0 and Te,0 are considered in the non-dimensional equations (27), (28),
(29), we assume that these temperatures remain comparable and that the ratio Ti,0/Te,0 remains bounded. We also
assume that the non-dimensional parameters δ∗i , δ

∗
e and κ are bounded. When formally β tends to +∞, in (27),

(28), (29), we get:

(31)

∂̃t(ρ̃ũ) + ∇̃ · (ρ̃ũ⊗ ũ) +
Te,0

Te,0 + Ti,0
∇̃p̃e +

Ti,0
Te,0 + Ti,0

∇̃p̃i = 0,

∂̃t(ρ̃eS̃e) + ∇̃ · (ρ̃eS̃eũ) = ρ̃1−γ
e

[(
Ti,0
Te,0

T̃i − T̃e
)
ν̃E
ei

]
,

∂̃tẼ + ∇̃ ·
[
(Ẽ +

Te,0
Te,0 + Ti,0

p̃e +
Ti,0

Te,0 + Ti,0
p̃i)ũ

]
= 0.

Immediately we recover the two-temperature Euler plasma model:

(32)


∂tρ+∇ · (ρu) = 0,
∂t(ρu) +∇ · (ρu⊗ u) +∇(pe + pi) = 0,
∂tE +∇ · [(E + pe + pi)u] = 0,

∂t(ρeSe) +∇ · (ρeSeu) = ρ1−γ
e (γ − 1)

[
νE
ei(Ti − Te)

]
.

The system (32) has been obtained with the assumption that κ/β → 0. In this case, we emphasize that (32) is
a closed system: corresponding to the hypothesis of large β the electromagnetic energy becomes negligible with
respect to the mechanical one. Moreover in the definition of the mechanical energy

(33) E =
pi + pe
γ − 1

+
1

2
ρiu

2
i +

1

2
ρeu

2
e =

pi + pe
γ − 1

+
1

2
ρu2 +

1

2

memi

me +mi

J2

ne2
,

the last term is of order O(ci(δ
∗
e )2/β) and thus must be neglected.

Let us remark that to obtain (32), we do not need to consider Ohm’s law (30). In this sense, (32) is independent
of the precise form of Ohm’s law that is used. However, if we check for consistency the behaviour of Ohm’s law in
the limit β → +∞, we will get at the higher order in β:

(34) κẼ = −
√
ciδ
∗
i

√
β

Te,0
Te,0 + Ti,0

1

ñ
∇̃p̃e +

√
ceδ
∗
e

√
β

Ti,0
Te,0 + Ti,0

1

ñ
∇̃p̃i,

and this relation establishes that the parameter κ (ratio between the electric field and the product u0B0) has to
scale with δ∗i

√
β in the β → +∞ limit. Therefore the ratio κ/β → 0 when β → +∞ and the scaling is self-consistent.

For completeness, the non-dimensional version of (34) is given:

(35) E =
1

ne
(ce∇pi − ci∇pe).

Note also that in this derivation of (32), we have never used any assumption on the electron mass. This system is
therefore also relevant in the case where instead of electrons, a mixture of positive and negative ions is considered.
However, in this case, there is no definite reason to choose the electron entropy equation to close the system and
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another choice can be more physically relevant.

The system (32) can be also established using different assumptions. In [1], a two-fluid model in the absence of any
magnetic field is considered with the assumption that the two species have the same velocity. Then the comparison
of the momentum equations from (1) (with ue = ui = u) implies Ohm’s law (35) from which a non-conservative
system equivalent for smooth solutions to (32) is derived. The same assumptions (with in addition me = 0) is also
used in [13].

System (32) is also considered in [32], with the assumption that the electron mass is small. The derivation we
have presented here seems more general and does not rely on the strong assumptions of the absence of current and
magnetic field, nor that the two species have the same velocities. It only requires quasi-neutrality and that the
magnetic effects are weak.

2.3. Mathematical properties of the two-temperature Euler plasma model. We now turn to address
mathematical properties of the two-temperature Euler plasma model. A mathematical study of the multi-fluid
system with the equation on the electron entropy was also presented in [13]. Since the two-temperature Euler
plasma system is Galilean invariant, we restrict our study to its 1D version in the x-direction, which reads:

(36)



∂tρ+ ∂x(ρu) = 0,
∂t(ρu) + ∂x(ρu2 + pe + pi) = 0,
∂t(ρv) + ∂x(ρuv) = 0,
∂t(ρw) + ∂x(ρuw) = 0,
∂tE + ∂x [(E + pe + pi)u] = 0,
∂t(ρeSe) + ∂x(ρeSeu) = (γ − 1)νE

eiρ
1−γ
e (Ti − Te),

where the velocity is given by: u = (u, v, w)
T

in the canonical base of R3.
Introducing the notations

U =


ρ
ρu
ρv
ρw
E
ρeSe

, F (U ) =


ρu

ρu2 + pi + pe
ρuv
ρw

(E + pi + pe)u
ρeSeu

, S (U ) =


0
0
0
0
0

(γ − 1)νE
ei ρ

1−γe
e (Ti − Te)

,

allows to write the system (36) as:

(37) ∂tU + ∂xF (U ) = S (U ).

Let us note that the solution U of either (36) or (37) belongs to the set of physically admissible states O defined
by:

O =

{
U = (ρ, ρu,E , ρeSe)

T ∈ R6, ρ > 0, E − 1

2
ρu2 > 0, Se > 0, ρe = ceρ

}
.

The Jacobian matrix A(U ) = ∂U F (U ), important to determine the eigenstructure of (37), is given by:

A(U ) =



0 1 0 0 0 0
γ−3

2 u2 + γ−1
2 (v2 + w2) (3− γ)u (1− γ)v (1− γ)w γ − 1 0
−uv v u 0 0 0
−uw w 0 u 0 0

u
[
− c2s
γ−1 + γ−2

2 (u2 + v2 + w2)
]

c2s
γ−1 + 3−2γ

2 u2 + v2+w2

2 (1− γ)uv (1− γ)uw γu 0

−ceSeu ceSe 0 0 0 u


.

A direct computation shows that the matrix A(U ) owns the eigenvalues λ1 = u − cs, λ2 = λ3 = λ4 = λ5 = u,
λ6 = u+ cs, where cs is the sound speed of the mixture

cs =

√
γ
pe + pi
ρ

.
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The associated eigenvectors are given by

(38)



R1 =



1
u− cs
v
w

c2s
γ − 1

+
u2 + v2 + w2

2
− ucs

ceSe


,

R2 =



1
u
v
w

u2 + v2 + w2

2

1


, R3 =


0
0
1
0
v
1

, R4 =


0
0
0
1
w
1

, R5 =


0
0
0
0
0
1

,

R6 =



1
u+ cs
v
w

c2s
γ − 1

+
u2 + v2 + w2

2
+ ucs

ceSe


.

The system ∂tU +∂xF (U ) = 0 is hyperbolic. Straightforward computations prove that the characteristic fields as-
sociated to the eigenvalues u±cs are genuinely nonlinear while the characteristic fields associated to the eigenvalue u
are linearly degenerated [24, 33, 13].

3. Numerical approximation of the two-temperature Euler equations

We aim in this section at presenting a numerical approximation to simulate the two-temperature Euler model in
a toroidal geometry. This numerical strategy is finite volume-type where a relaxation scheme is designed to compute
the corresponding numerical flux.

3.1. The two-temperature Euler equations in a toroidal geometry. In either tokamak device plasmas or
astrophysical ones the charged particles move in a torus, so that choosing a toroidal geometry for the investigation
of their dynamics is realist. A torus can be practically considered as a solid of revolution generated by a rotation
of a poloidal plane about an axis. The axisymmetric feature of a torus then makes pertinent to use cylindrical
coordinates for describing plasma properties. The designed numerical method suggested in the paper exploits this
feature and will be exposed later on. For the moment, we set the analytical foundation of the proposed numerical
approximation that consists in writing the two-temperature Euler equations in cylindrical coordinates and addressing
the consequences of this choice.

Let us recall that the Cartesian coordinates of a torus point x = (x, y, z)T are linked to its cylindrical coordinates
(R, Z, ϕ)T by:

(39)


x = R cosϕ,

y = R sinϕ,

z = Z,

where: R > 0, 0 ≤ ϕ < 2π, and Z ∈ R. The mapping Ψ : R3 → R3, x = (x, y, z)T 7→ (R, Z, ϕ)T leads to the
following covariant basis:

(40)



eR =
∂x

∂R
i +

∂y

∂R
j +

∂z

∂R
k,

eϕ =
∂x

∂ϕ
i +

∂y

∂ϕ
j +

∂z

∂ϕ
k,

eZ =
∂x

∂Z
i +

∂y

∂Z
j +

∂z

∂Z
k,
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where (i, j, k) is the canonical base of R3. The Jacobian determinant of Ψ is: eR · (eϕ × eZ) = R > 0, which means
that the transformation Ψ is one-to-one. The scaled covariant basis is useful and is given by:

(41) ẽR = eR/|eR| = eR , ẽϕ = eϕ/|eϕ| = eϕ/R , ẽZ = eZ/|eZ | = eZ .

It is also worthwhile to define the contravariant basis associated to the transformation Ψ. The contravariant basis
(eR, eZ , eϕ) is defined by duality relations:

(42) ek · e` = δ`k,

where δ`k is the Kronecker’s symbol, and: k, ` = R, Z, ϕ.
If one writes the equations of system (36) in cylindrical coordinates without precautions, their conservative

form is susceptible to being lost, leading to artificial source terms which numerical approximation could be difficult.
However, in [9], it is proved that it is possible to write the equations of system (36) in cylindrical coordinates in order
to keep their conservative form. Typically, following the procedure suggested in [9], the equations of system (36) in
cylindrical coordinates now write:

(43)


∂t(Rρ) + ∂ξk(Rρu · ek) = 0,
∂t(Rρu) + ∂ξk(RT · ek) = 0,
∂t(R E ) + ∂ξk(R(E + pi + pe)u · ek) = 0,
∂t(RρeSe) + ∂ξk(RρeSeu · ek) = R (γ − 1)νE

ei ρ
1−γe
e (Ti − Te),

where Einstein’s convention on repetitive summation is assumed, and ∂ξk represents derivatives with respect to R,

Z, and ϕ variables, accordingly. The tensor T is defined by: T = T k`ẽk ⊗ ẽ`, where: T k` = ρuku` + (pi + pe)δ
`
k.

Obviously, (43) retains the conservative form of the two-temperature Euler plasma model in cylindrical coordinates.
The equations of system (43) can be cast in the following compact form:

(44) ∂t(RU ) + ∂ξk
(
RG (U ) · ek

)
= RS (U ),

where

G (U ) · ek =


ρu · ek
T · ek

(E + pi + pe)u · ek
ρeSeu · ek

.
3.2. Adaptation of finite volume method in toroidal geometry. We are ready to present the numerical
method designed in this work to approximate the numerical solution of the two-temperature Euler equations in
cylindrical coordinates for a toroidal geometry (44). It is an adaptation of finite volume method based on our
previous works [9, 8].

Now, we are concerned with the mesh used in the suggested numerical method that takes into account the
axisymmetric feature of the tokamak geometry thanks to cylindrical coordinates. The generation of such a mesh
proceeds as follows. First, an unstructured 2D dual mesh is generated for the poloidal plane (R,Z), whose geometry
could be quite complex. The tessellation of the considered poloidal plane consists of Nt triangles.

Let Tι2D be the ι2Dth triangle. The ι2Dth control cell Ω2D
ι2D , associated to ι2Dth vertex is given by

(45) Ω2D
ι2D = ∪

`2D
Ω

2D(`2D)
ι2D ,

where the union covers to all the triangles sharing the ι2Dth vertex and Ω
2D(`2D)
ι2D denotes the subset of T`2D which is

defined by further dividing T`2D into six sub-triangles by means of its medians and subsequently considering those two
sub-triangles which share the ι2Dth vertex (see Figure 1). As shown in Figure 1, the interface between the ι2Dth cell
and the `2Dth cell is made up of two segments Γι2D`2D,1 and Γι2D`2D,2. Second, once a 2D mesh is constructed, the 3D
mesh is obtained by the revolution of the poloidal tessellation about the axis of revolution. Practically, the interval
[0, Φ0] where 0 < Φ0 ≤ 2π is divided into Nplan segments defined by the endpoints (ϕ1/2, ϕ3/2, · · · , ϕNplan+1/2)
(the angle Φ0 represents the end of the section of the tore in the ϕ-direction to discretize, and we implicitly assume
that ϕNplan+1/2 = ϕ1/2 in the case Φ0 = 2π). Then each 2D control cell Ω2D

ι2D yields Nplan 3D control cells Ωι
obtained as the rotations about the revolution axis between the angles ϕj−1/2, ϕj+1/2, where j = 1, · · · , Nplan.
A similar construction holds true for the triangles of the 2D mesh. It is worth noticing that the boundary of the
generic control cell Ωι can be split into two kinds of surfaces, the poloidal surfaces Spol and the toroidal ones, Stor.
The poloidal surfaces are obtained by the revolution of the segments Γι2D`2D,1 and Γι2D`2D,2 of the poloidal mesh.
The toroidal surfaces are always two and are the images of the revolved 2D control cell. From now on, a 3D control
cell Ωι is uniquely referred by the integers ι2D and j = 1, · · · , Nplan such that Ωι is obtained as the rotations
about the revolution axis between the angles ϕj−1/2, ϕj+1/2 of the 2D control cell Ω2D

ι2D . The integer i2D belongs
to the set {1, · · · , N2D} where N2D is the total number of 2D control cells. In particular, given the integers ι2D
in {1, · · · , N2D} and j in {1, · · · , Nplan}, the integer ι is determined by a global numbering procedure of the 3D
control cells, for instance:

(46) ι = (ι2D − 1)Nplan + j.
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ι2D

Ω2D
ι2D

Γι2D`2D,1

Γι2D`2D,2

T`2D

Figure 1. Representation of a control cell Ω2D
ι2D in the (R,Z)-plane.

R0
ι2D − 1 ι2D ι2D + 1

ϕj−1

ι

ϕj

Ωι

ϕj+1

Figure 2. Projection of the Ωι cell control on ẽϕ.

We now focus on the finite volume method desived to compute the numerical solution of (44) on the above
tessellation describing the tokamak geometry. We use the finite volume method addressed in [9, 8], known as
discretization-projection method. This method proceeds as follows.

Equations (44) are integrated over the 3D control cell Ωι with respect to the Lebesgue measure dΩ = dR dZ dϕ.
The results can be cast into two kinds of equations. The first one concerned scalar equations such as those of mass,
energy, and entropy. Its generic form is the following:

(47) |Ωι| ∂tVι +

∫
Ωι

∂ξk(G · ek) dΩ =

∫
Ωι

R SV dΩ,
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where Vι =
1

|Ωι|

∫
Ωι

RV dΩ, and V is both the mass, energy, and entropy, and G is its physical flux accordingly.

The source term SV vanishes when V is either the mass or the energy while S = νE
ei ρ

1−γe
e (Ti − Te) if V is the

entropy. The quantity |Ωι| represents the volume of the 3D control cell Ωι, and is given in the appendix A.
The second kind of equations deals with the vectorial one, the momentum equation is typically an example. It
writes:

(48) |Ωι| ∂t
(

1

|Ωι|

∫
Ωι

Rρu dΩ

)
+

∫
Ωι

∂ξk(RT · ek) dΩ = 0.

From practical issue, we are then lead to choose which kind of components of the vector
1

|Ωι|

∫
Ωι

Rρu dΩ will be

stored in order to represent it. According to [9], the components of the vector uι with respect to the local basis

(ẽR(ι), ẽZ(ι), ẽϕ(ι)) of the control cell Ωι are stored, which automatically lead to:

(49)
1

|Ωι|

∫
Ωι

Rρu dΩ = ρι

(
η̃ιuR,ιẽR(ι) + uZ,ιẽZ(ι) + η̃ιuϕ,ιẽϕ(ι)

)
,

with: uι = uR,ιẽR(ι) + uZ,ιẽZ(ι) + uϕ,ιẽϕ(ι), η̃ι =

sin

(
ϕι+1/2 − ϕι−1/2

2

)
ϕι+1/2 − ϕι−1/2

2

, where ϕι−1/2 and ϕι+1/2 are the angles

that bound the cell Ωι in the ϕ-direction. We recall that
(
ẽR(ι), ẽZ(ι), ẽϕ(ι)

)
is the covariant basis at the center ι

of the control cell Ωι referred by i2D and j, and where ẽZ(ι) = eZ(ι) = eZ = ez since the unit vector along the
Z−direction remains unchanged.

Defining the vectorial quantity: ηιuι = η̃ιuR,ιẽR(ι) +uZ,ιẽZ(ι) + η̃ιuϕ,ιẽϕ(ι), enables us to rewrite equation (48) as:

(50) |Ωι| ∂t(ριηιuι) +

∫
Ωι

∂ξk(RT · ek) dΩ = 0.

It follows that the above discretization-projection finite volume method leads to the following semi-discrete scheme:
(51)

|Ωι| ∂t


ρι

ριηιuι
Eι

ρe,ιSe,ι

+
∑

Sι`∈S pol

∫
Sι`

(
RG (U ) · ek

) (
n · ek

)
d∂Ωι` +

∑
Sι`∈S tor

∫
Sι`

(
RG (U ) · ek

) (
n · ek

)
d∂Ωι`

=

∫
Ωι


0
0
0

R(γ − 1)νE
ei ρ

1−γe
e (Ti − Te)

 dΩ,

where S pol and S tor are the set of the poloidal and toroidal surfaces that constitute the boundary faces of Ωι. The

face Sι` is the interface between the control cells ι and `. The physical flux

∫
Sι`

(
RG (U ) · ek

) (
n · ek

)
d∂Ωι` are

approached as follows:

(52)

∫
Sι`

(
RG (U ) · ek

) (
n · ek

)
d∂Ω ≈ |Sι`| F (Uι,U`,nι`) ·

[
1

|Sι`|

∫
Sι`

R ek
(
n · ek

)
d∂Ωι`

]
,

where F (Uι,U`,nι`), is the numerical flux across the interface Sι`, Uι =


ρι
ριuι
Eι

ρe,ιSe,ι

 and U` =


ρ`
ρ`u`
E`

ρe,`Se,`

 are

the vector states in the control cells Ωι and Ω` respectively, and nι` is a local unit outward normal of the interface
Sι`, pointing from ι to `. For the sake of self-consistency and the clarity of the paper, the computations of the

normals nι` =

∫
Sι`

ekR
(
n · ek

)
d∂Ωι`

‖
∫
Sι`

ekR (n · ek) d∂Ωι`‖
, and the quantities Nι` =

∫
Sι`

ekR
(
n · ek

)
d∂Ωι`

|Sι`|
are addressed in the

appendix A. Since ek
(
n · ek

)
= n, actually nι` is an average unit outward normal of the interface Sι`:

(53) nι` =

∫
Sι`

nR d∂Ωι`

‖
∫
Sι`

nR d∂Ωι`‖
, Nι` =

∫
Sι`

nR d∂Ωι`

|Sι`|
.

The calculation of the numerical flux F (Uι,U`,nι`) is provided by a relaxation scheme, that constitutes the matter
of the next section as well as the right hand side of (51). In order to illustrate the scheme (51), we give its declination
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for the explicit time integration:
(54)

ρn+1
ι

ρn+1
ι ηιu

n+1
ι

E n+1
ι

ρn+1
e,ι S

n+1
e,ι

 =


ρnι

ρnι ηιu
n
ι

E n
ι

ρne,ιS
n
e,ι

− ∆t

|Ωι|
|Ω2D
ι2D |

(
F
(
U n
ι ,U

n
ι+ , ẽϕ(ι+)

)
· ẽϕ(ι+)− F

(
U n
ι− ,U

n
ι , ẽϕ(ι−)

)
· ẽϕ(ι−)

)

− ∆t

|Ωι|
∑

Sι`∈S pol

|Sι`|F (U n
ι ,U

n
` ,nι`) ·Nι` +

∆t

|Ωι|

∫
Ωι


0
0
0

R(γ − 1)νE
ei (ρne )1−γe(Tni − Tne )

dΩ,

where ι− and ι+ are the left and right neighbours of ι in the ϕ-direction. For example, assume ι is determined by
the global numbering (46), then ι+ = ι+Nplan, and ι− = ι−Nplan.

3.3. A relaxation scheme for the two-temperature Euler equations. Consider two control cells ι and `
sharing the interface Sι` whose unit normal pointing from ι to ` is denoted by nι`. The numerical flux F (Uι,U`,nι`)
across the interface Sι` along nι`, that intervens in (52), could be computed by considering a Riemann problem of
the projection of system (44) onto the vector nι`, which writes:

(55) ∂t(RU ) + ∂ζ(RH (U )) = RS ,

where ζ = ξ · nι`, with ξ = ξke
k, and

(56) H (U ) = (G (U ) · ek) · nι`.

The initial data is constant on either side of the straight line ζ = 0.
The resulting system is 1D in the nι`-direction. According to Galilean invariance of the system (44), it is deemed

appropriate to compute the numerical solution of the 1D problem (32). A relaxation scheme is then proposed in
this framework.

3.3.1. A relaxation scheme for the two-temperature Euler equations in 1D. Following [1, 6, 10], a Suliciu relaxation-
type model of the 1D system (32) is introduced, which writes:

(57)



∂tρ+ ∂x(ρu) = 0,
∂t(ρu) + ∂x(ρu2 + (πe + πi)) = 0,
∂t(ρv) + ∂x(ρuv) = 0,
∂t(ρw) + ∂x(ρuw) = 0,
∂t(E ) + ∂x((E + πi + πe)u) = 0,
∂t(ρeSe) + ∂x(ρeSeu) = (γ − 1)νE

ei ρ
1−γe
e (Ti − Te),

∂t(ρπe + cea
2) + ∂x(ρπeu+ cea

2u) =
1

τ
ρ(pe − πe),

∂t(ρπi + cia
2) + ∂x(ρπiu+ cia

2u) =
1

τ
ρ(pi − πi),

∂t(ρa) + ∂x(ρau) = 0,

where πi and πe are the relaxed pressures, τ is the relaxed parameter. As soon as τ tends to 0, the pressures pi
and pe are recovered. The parameter a allows to bound adequately the Riemann problem wave velocities coming
from the Suliciu relaxation model (57). The parameter a is submitted to the so-called Whitham subcharacteristic
condition that will be given later on. The presence of the source term (γ − 1)νE

ei ρ
1−γe
e (Ti − Te) in (57) is its main

difference with the other Suliciu relaxation models encountered in the literature.
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For simplicity, the following state, flux, relaxation and source vectors are introduced:

(58) U =



ρ
ρu
ρv
ρw
E
ρeSe

ρπi + cia
2

ρπe + cea
2

ρa



, F(U) =



ρu
ρu2 + πi + πe

ρvu
ρwu

(E + πi + πe)u
ρeSeu

ρπiu+ cia
2u

ρπeu+ cea
2u

ρau



, Tτ (U) =



0
0
0
0
0

(γ − 1)νE
ei ρ

1−γe
e (Ti − Te)

1

τ
ρ(pi − πi)

1

τ
ρ(pe − πe)

0



.

The model (57) then writes in the following compact form:

(59) ∂tU + ∂xF(U) = Tτ (U).

The following result can be then stated.

Theorem 1. The system (59) without the relaxation Tτ (U), is hyperbolic. The eigenvalues are given by the set

(60) Λ =

{
u− a

ρ
, u, u, u, u, u, u+

a

ρ

}
.

All the associated characteristic fields are linearly degenerated.

Proof. Straightforward computations [1, 24, 33, 13, 6] lead to the proof of the above theorem. �

For simplicity, we introduce the following space:

V =
{
U =

(
ρ, ρu, ρv, ρw, E , ρeSe, ρπi + cia

2, ρπe + cea
2, ρa

)T ∈ R9, ρ > 0, ρe = ceρ
}
.

It is related to the space O by: N V ) O, where N is the projection matrix of rank 6 defined by:

N =


1 0 0 0 0 0 0 0 0
0 1 0 0 0 0 0 0 0
0 0 1 0 0 0 0 0 0
0 0 0 1 0 0 0 0 0
0 0 0 0 1 0 0 0 0
0 0 0 0 0 1 0 0 0

.
We are now concerned with solving the Riemann problem associated to the relaxation model (59) without Tτ (U). All
characterics fields are linearly degenerated, as a consequence the exact Riemann solution consists of four constant
states separated by three contact discontinuities. This is summarized in the following result.

Lemma 1. Assume Ul and Ur are constant states in V and consider

(61) U0(x) =

{
Ul if x < 0,
Ur if x > 0,

as the initial data for the system (59) without Tτ (U). Let al and ar be positive numbers al > 0, ar > 0, and assume
the following condition is satisfied

(62) bl = ul −
al
ρl
< u? < ur +

ar
ρr

= br,

where

(63) u? =
alul + arur
al + ar

− (πi,r + πe,r)− (πi,l + πe,l)

al + ar
.

Then the weak solution of system (59) without Tτ (U) and supplemented by the initial data defined by (61) is given
by

(64) UR
(x
t
,Ul,Ur

)
=



Ul, if bl >
x

t
,

U?l , if bl ≤
x

t
≤ u? ,

U?r , if u? ≤ x

t
≤ br,

Ur, if br <
x

t
.
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With g standing for either l or r, let us introduce the following notations,

(65)



u? =
alul + arur
al + ar

− πi, r + πe, r − πi, l − πe, l
al + ar

,

v? =
alvl + arvr
ar + al

,

w? =
alwl + arwr
ar + al

,

π?i,l = πi,l + cial
πi, r + πe, r − πi, l − πe, l − ar(ur − ul)

al + ar
,

π?e,l = πe,l + ceal
πi, r + πe, r − πi, l − πe, l − ar(ur − ul)

al + ar
,

π?i,r = πi,r + ciar
πi, l + πe, l − πi, r − πe, r − al(ur − ul)

al + ar
,

π?e,r = πe,r + cear
πi, l + πe, l − πi, r − πe, r − al(ur − ul)

al + ar
,

1

ρ?g
=

1

ρg
−
π?i,g + π?e,g − πi,g − πe,g

(ag)2
,

ε?e,l = εe,l +
(π?e,l + π?i,l)

2 − (πe,l + πi,l)
2

2(ceal)2
,

ε?i,l = εi,l +
(π?e,l + π?i,l)

2 − (πe,l + πi,l)
2

2(cial)2
,

ε?e,r = εe,r +
(π?e,r + π?i,r)

2 − (πe,r + πi,r)
2

2(cear)2
,

ε?i,r = εi,r +
(π?e,r + π?i,r)

2 − (πe,r + πi,r)
2

2(ciar)2
,

S?e,g = Se,g ,

a?g = ag .

Then the star intermediate states U?l and U?r , belonging to V , are given by

(66) U?g =



ρ?g
ρ?gu

?

ρ?gv
?

ρ?gw
?

1
2ρ
?
g(u

?)2 + ciρ
?
gε
?
i,g + ceρ

?
gε
?
e,g

ceρ
?
gS

?
e,g

ρ?gπ
?
i,g + ci(a

?
g)

2

ρ?gπ
?
e,g + ce(a

?
g)

2

ρ?ga
?
g


.

Proof. After straightforward computations (see also [24]), the Riemann invariants associated to the eigenvalue u are

(67) u, v, w, πi + πe,

while those coming from the eigenvalue u− a/ρ are

(68) u− a/ρ, v, w, a, εe −
(πe)

2

2(cea)2
, εi −

(πi)
2

2(cia)2
, πi +

cia
2

ρ
, πe +

cea
2

ρ
.

Finally, the Riemann invariants associated to the eigenvalue u+ a/ρ are

(69) u+ a/ρ, v, w, a, εe −
(πe)

2

2(cea)2
, εi −

(πi)
2

2(cia)2
, πi +

cia
2

ρ
, πe +

cea
2

ρ
.

Involving the continuity of the Riemann invariants across their associated linearly fields immediately imposes the
intermediate states U?l and U?r to be defined by (67)–(69). The proof is thus achieved. �

Let us note that the hypothesis (62) is essential and it is always satisfied for a sensible choice of positive real
numbers al and ar, as stated in the following result.

Lemma 2. For all Ul and Ur given in V with N Ul, N Ur ∈ O, there exist two real numbers al > 0, and ar > 0 with
al
ar

= O(1) such that the intermediate states U?l and U?r, defined in Lemma 1, belong to V , and N U?l , N U?r ∈ O.
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Proof. The proof, similar to those of [6], done in [1], is not reproduced in this paper. However, we recall the bounds
of positive real numbers al, and ar:

(70)


al ≥ ρl max

(√
γpi,l
ciρl

,

√
γpe,l
ceρl

)
,

ar ≥ ρr max

(√
γpi,r
ciρr

,

√
γpe,r
ceρr

)
.

This relation is known as Whitham subcharacteristic condition. �

As usual, a description of a relaxation scheme terminates by the time marching of the numerical method based
on this scheme. It consists of two steps:

First step: Evolution step. It consists in solving the hyperbolic part of (59) without Tτ (U). This is what is just
described in Lemma 1.

Second step: Relaxation step. At this level, the relaxation term Tτ (U) is taken into account, that is, here the
relaxation system (59) is solved in the limit τ tending to 0 and ρ, u, E are frozen:

(71)



∂tρ = 0,
∂tu = 0,
∂tE = 0,
∂tSe = (γ − 1)νE

ei ρ
−γ
e (Ti − Te),

πe = pe,
πi = pi.

The presentation of this time marching for the relaxation system (59) has no interest here. We postpone it to the
next section where we apply the relaxation system to the model (44).

3.3.2. Implementation of the relaxation scheme for the two-temperature Euler model in toroidal geometry. We are
now concerned with advancing in time the numerical method based on the above relaxation scheme devised for
computing the numerical solutions of the model (44). At time tn, we consider a piecewise constant approximation
of the solution of the initial model (44) given by,

(72) U ∆(R,Z, ϕ, tn) = U n
ι , (R,Z, ϕ) ∈ Ωι,

where

(73) U n
ι =


ρnι
ρnι unι

1

2
ρnι unι · unι + ciρ

n
ι ε
n
i, ι + ceρ

n
ι ε
n
e, ι

ρne, ιS
n
e, ι

,

with ρnι ε
n
i, ι =

pni, ι
γ − 1

, ρnι ε
n
e, ι =

pne, ι
γ − 1

, Sne, ι = pne,ι(ρ
n
e,ι)
−γ
, ρne,ι = ceρ

n
ι .

To evolve in time this approximation, we proceed in two steps:
First step: Evolution step. We set the relaxation state as:

(74) Unι =



ρnι
ρnι unι

1

2
ρnι unι · unι + ciρ

n
ι ε
n
i, ι + ceρ

n
ι ε
n
e, ι

ρne,ιS
n
e,ι

ρnι p
n
i,ι + ci(a

n
ι )2

ρnι p
n
e,ι + ce(a

n
ι )2

ρnι a
n
ι


where the positive real numbers anι satisfy Lemma 2.
Then the numerical fluxes F (Uι,U`,nι`) along the interfaces Sι` that constitute the control cell ι are computed
with the 1D relaxation scheme (61)-(66). The vector nι` is a local unit outward normal of the interface Sι`, pointing

from ι to `. To get the numerical flux F (Uι,U`,nι`) , we first determine the state Ũnι provided by the relaxation
scheme (61)-(66) for the corresponding projected Riemann problem of (44) onto nι` which is (64).

Second, F (Uι,U`,nι`) is reconstructed as the physical flux of the state N Ũnι of the projection of (44) onto nι`,

that is: F (Uι,U`,nι`) = H
(
N Ũnι

)
, where H is defined in (56). Then using the updating procedure

(75)


ρ̂n+1
ι

ρ̂n+1
ι ηιû

n+1
ι

Ê n+1
ι

ρ̂n+1
e,ι Ŝ

n+1
e,ι

 =


ρnι

ρnι ηιu
n
ι

E n
ι

ρne,ιS
n
e,ι

− ∆t

|Ωι|
∑

Sι`∈S pol∪S tor

|Sι`|H
(
N Ũnι

)
·Nι`,
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the following system, ∂t(RU ) + ∂ζ(RH (U )) = 0, extracted from (55)-(56), is solved at time tn+1 with the initial
data U n

ι . The choice of the time-step ∆t will be discussed at the end of this section.
Second step: Relaxation. The following system is solved at time tn+1:

(76)



∂tρ = 0,
∂tu = 0,
∂tE = 0,
∂tSe = (γ − 1)νE

ei ρ
−γ
e (Ti − Te),

πe = pe,
πi = pi.

with the data Û n+1
ι =


ρ̂n+1
ι

ρ̂n+1
ι ûn+1

ι

Ê n+1
ι

ρ̂n+1
e,ι Ŝ

n+1
e,ι

 at time tn. Thanks to Appendix B, it amounts to solve at time tn+1 the

system:

(77)


∂tρ = 0,
∂tu = 0,
∂tTe = νei (Ti − Te),
∂tTi = νei (Te − Ti),

with the data Û n+1
ι at time tn and temperatures Tni,ι and Tne,ι, and νei =

γ − 1

kBn
νE
ei. System (77) could be solved

exactly, yielding:

(78)



ρn+1
ι = ρ̂n+1

ι ,

un+1
ι = ûn+1

ι ,

Tn+1
e,ι =

Tni,ι + Tne,ι
2

−
Tni,ι − Tne,ι

2
e−2νei∆t,

Tn+1
i,ι =

Tni,ι + Tne,ι
2

+
Tni,ι − Tne,ι

2
e−2νei∆t,

where ∆t = tn+1 − tn is the time increment. Then the energy E n+1
ι and entropy state Sn+1

e,ι are reconstructed:

(79)

E n+1
ι =

1

2
ρn+1
ι un+1

ι · un+1
ι +

kB
(γ − 1)(me +mi)

ρn+1
ι

(
Tn+1
i,ι + Tn+1

e,ι

)
,

Sn+1
e,ι =

(
kBρ

n+1
ι

me +mi
Tn+1
e,ι

)
(ceρ

n+1
ι )

−γ
.

The state U n+1
ι =


ρn+1
ι

ρn+1
ι un+1

ι

E n+1
ι

ρn+1
e,ι S

n+1
e,ι

 at time tn+1 is thus determined.

To complete the presentation of our scheme, we now turn to the computation of the time-step ∆t. Consider
the 2D control cell Ω2D

ι2D that generates the 3D control cell Ωι. Let T`2D be any generic triangle that enters in the

construction of Ω2D
ι2D as in the formula (45). Let hι`2D be the minimum of the heights of the triangle T`2D . We set:

(80)
λ̂ι = max

{
|unϕ,ι + cs,ι|, |unϕ,ι − cs,ι|, |unϕ,ι − ĉei,ι|, |unϕ,ιnext + ĉei,ιnext|

}
,

λ̂ι`(`2D) = max

{
|unι · nι`(`2D) + cei,ι|, |unι · nι`(`2D) − cei,ι|, |unι · nι`(`2D) − ĉei,ι|, |un(`2D) · nι`(`2D) + ĉei,`(`2D)|

}
,

where:

(81)


cs,ι =

√
γ
pni,ι + pne,ι

ρnι
, ĉei,ι = max

(√
γpni,ι
ciρnι

,

√
γpne,ι
ceρnι

)
,

ĉei,ι+ = max

(√
γpni,ι+
ciρnι+

,

√
γpne,ιnext
ceρnι+

)
, ĉei,`(`2D) = max

(√
γpni,`

ciρn`(`2D)

,

√
γpne,`

ceρn`(`2D)

)
.



20 SANGAM, ESTIBALS, GUILLARD

The ι+th vertex represents the right neighbour of the ιth vertex in the ϕ-direction.
The integer `(`2D) is defined from `2D through:

(82) Ωι = Π
ϕ∈[ϕj−1/2,ϕj+1/2]

Rϕ

(
Ω2D
ι2D

)
, Ω`(`2D) = Π

ϕ∈[ϕj−1/2,ϕj+1/2]
Rϕ

(
Ω2D
`2D

)
,

where Rϕ stands for the rotation around ϕ about the Z-axis.
We define:

(83) ∆tι = min

{
∆ϕι

λ̂ι
, min
`(`2D)

(
hι2D`2D

λ̂ι`(`2D)

)}
,

where the minimum on `2D covers all triangles T`2D that share the ι2Dth vertex. The length in the ϕ-direction of
the 3D control cell Ωι is: ∆ϕι = ϕj+1/2 − ϕj−1/2. The time-step is then given by:

(84) ∆t = CFL min
ι

∆tι

where ι covers all the vertices of the tessellation and CFL stands for the CLF number belonging to (0, 1]. The
presentation of our scheme is thus achieved.

Finally, assume ρnι > 0, E n
ι −

1

2
ρnι (unι )

2
> 0, Sne,ι > 0, and the bounds (70) as well as the time-step satisfies (84).

Then ρn+1
ι > 0, in performing the same proof as those done in [6]. According to Appendix B, Tn+1

e,ι > 0, Tn+1
i,ι > 0,

leading then to: %n+1
ι > 0, E n+1

ι − 1

2
ρn+1
ι

(
un+1
ι

)2
> 0, Sn+1

e,ι > 0, i.e. U n+1
ι is in O. The following result on

robustness of the suggested relaxation scheme can be thus stated.

Theorem 2. Let U n
ι be in O for ι covering all the vertices of the tessellation. Assume the time-step ∆t is chosen

according to (84) while each local relaxation parameters al and ar fulfill the bounds (70) set in the proof of Lemma 2.
Then U n+1

ι defined by (78)-(79) belong to O for all ι.

Entropy preservation and minimum principle preservation of the proposed relaxation scheme could be
established in the same fashion as [6], ensuring its stability. This is postponed to a future paper, in order to lighten
this present report of our work.

3.4. A second order extension. Modifications can be implemented in the above relaxation scheme to achieve
a second order accurate method both in time and space. Second order accuracy in time can be got by using the
Runge-Kutta 2 method. We use a MUSCL-type approach to reach a second order accurate scheme in space [24, 33].
According to the features of the mesh, the gradient used to devise reconstructed states is obtained in dealing with
two subproblems: a gradient in (R,Z) coordinates is got in the triangular mesh fashion [25, 24]. A 1D gradient in
the ϕ-direction is then devised, leading to the design of the full gradient. However, one has to care about the fact
that the gradient to approximate in the ϕ-direction for the velocity (uR, uZ , uϕ)T is the following vector:

(85)



1

R

∂uR
∂ϕ
− uϕ

R

1

R

∂uZ
∂ϕ

1

R

∂uϕ
∂ϕ

+
uR
R


.

4. Numerical tests

We now turn to the experiments with the numerical strategies designed in this work to some pertinent test cases.

4.1. Shock tube problem. The robustness of the relaxation scheme proposed in this paper to handle different
waves motivates this test case. The initial data, given in Table 2, is such that the usual ratio 10 between left and
right pressures is fulfilled. This test case is a shock tube-type in 1D setting on the interval [0, 1] along the x-axis and
the discontinuity is located at x = 0.5. However, it has been run in a 2D setting on a square [0, 1] × [0, 1] meshed
with 200× 5 points while the computation is carried out until t = 8.6289× 10−8 s.

ρ u Te(K) Ti(K)
Left state 1 0 1.04436× 108 1.27644× 108

Right state 0.125 0 8.1228× 107 1.04436× 108

Table 2. Initial data for the shock tube problem.
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First we set νei = 0 meaning that source term is ignored during the simulation in order to check the robustness
of the transport step of the relaxation scheme suggested in this work. In order to test the transport part of the
numerical method, the simulation is first realized without any source term: νei = 0. The results are given in Figure 3.
As expected, the solution is 1D, and although the simulation has been done on a 2D mesh, the numerical scheme
does not generate transverse velocities. The density is well-captured. An overshoot of temperatures at the beginning
of the contact discontinuity around x = 0.64 is observed. The electron entropy is constant across the shock wave at
x ≈ 0.84 as expected, while on the opposite the ion entropy jumps across the shock.

Second, we turn on temperature relaxation source terms, that is νei is no longer null, given in [28] according to:

νei = 1.8× 10−19

√
memiλei

(miTe +meTi)3/2
s−1,

and λei is the Coulomb logarithm defined in [28] by

λei =


23− ln

(√
ne

T
3/2
e

)
,

me

mi
Ti < Te < 10eV,

24− ln

(√
ne
Te

)
,

me

mi
Ti < 10eV < Te,

where the temperatures Te, and Ti are in eV, the masses me, and mi are expressed in g, and the electron density
ne is in cm−3. The results are shown in Figure 4 at the time t = 8.6289 × 10−8 s. According to the initial data 2
the temperatures Ti and Te are expected to reach a common value at the following thermal equilibrium times or
thermal relaxation times:

teq,Left = 2.39× 10−8s, teq,Right = 1.21× 10−7s.

The results show that on the left side where the relaxation time is smaller, the thermal equilibrium is reached before
the contact discontinuity. At the same time, the two temperatures are still significantly different on the right side.
The presence of the temperature relaxation source terms modifies the entropies of electrons and ions, as it should
be. The electron entropy is no longer constant across the shock wave, while the deviation of ion entropy is small
compared to the results displayed in Figure 3.

4.2. Implosion test case. This test case is inspired from [15] and adapted to the two-temperature Euler equations.
Indeed, the density and velocity initial data are the same as the ones used in [15]. The physical motivation of this
test is to simulate a laser beam shooting a target in order to initiate a fusion reaction. Then, for this test, the
temperatures are chosen in order to be in the laser plasma domain [28]. From a computational point of view, we test
in this simulation the capability of the numerical scheme to handle shock focusing and reflection leading to a large
and fast increase of the density. The initial data is given in Table 3, where Inner stands for the points (x, y) of the

disc whose radial coordinate r satisfies r =
√
x2 + y2 ≤ 0.5, and Outer represents points with r =

√
x2 + y2 ≥ 0.5.

This test has been computed in a 2D Cartesian geometry on a simulation domain equal to a quarter of disc of radius

ρ u Te(K) Ti(K)
Inner 1 0 2.3× 106 1.7406× 106

Outer 1 0 2.3× 107 1.7406× 107

Table 3. Initial data for the implosion problem.

equal to 1 meshed by 33153 points. The mesh is a refined version of the mesh presented in Figure 5. Since we
want to compute the reflection of the shock wave at the origin, it has not been possible to use a polar grid that
contains very small cells at the origin and thus implies the use of very small time steps. The mesh used is a good
approximation of a polar mesh: the constant radius lines are almost mesh lines. However, this is not exactly true
and will lead to some numerical artefacts.

This problem contains three cylindrical waves propagating towards the origin: first a shock, followed by a contact
discontinuity leaving behind it a rarefaction wave. After interacting with the origin the shock will be reflected back
and will propagate towards the exterior. Eventually, the reflected shock will interact with the contact discontinuity
that is still propagating towards the center. At the initial time, the equilibrium temperature times for the Inner
and the Outer states are

teq,Inner = 1.34× 10−10s, teq,Outer = 2.97× 10−9s,

that are quite small. Figures 6 and 7 present the results obtained at the time t1 = 4.0901 × 10−7 s before the
interaction of the shock with the origin. Since t1 is significantly larger than the temperature relaxation times, the
electron and ion temperatures had time to relax to a common value as shown on the colour plot of Figure 6 and the
1D plot of Figure 7 where the electron and ion pressures and temperatures are the same.
Since the initial data depends only on r, we expect a 1D solution in a cylindrical coordinates system r, θ. As shown
in Figures 6 and 8, this property is satisfied by the simulation except on the contact discontinuity where small
wiggles appears. These wiggles grow with time. This loss of the 1D character of the solution is not seen on the
propagation of the shock wave but appears on the contact discontinuity. It is likely that these wiggles are initiated
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Figure 3. Shock tube problem at t = 8.6289× 10−8 s with νE
ei = 0. Solution at y = 0.5. Left-Top:

Density, Right-Top: x-velocity in red, and y-velocity in blue, Left-Center: Electron (red) and ion
(blue) temperatures, Right-Center: Electron (red) and ion (blue) pressures, Left-Bottom: Electron
entropy, Right-Bottom: Ion entropy.

by the fact that the mesh is not exactly aligned with the initial data and that they are amplified by some kind of
Richtmyer-Meshkov type instability although we do not claim that they have a physical origin.
Figures 8 and 9 present the results at t = t2 = 6.22 × 10−7 s shortly after the reflection of the shock. The density
and pressure at the origin have increased by a factor ten and a zone of positive velocity can be noticed while the
contact discontinuity is still moving towards the center.
Finally at t = t3 = 8.4973 × 10−7 s the shock begins to interact with the contact discontinuity. In Figure 10 are
displayed the evolution of the density contours at times t1, t2, t3, that show the development of instabilities on the
contact discontinuity with mushroom shapes. However the mesh resolution for this computation is too coarse to
pretend to capture a true physical instability and the contact is smeared over several cells. This is a well-know
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Figure 4. Shock tube problem at t = 8.6289× 10−8 s with νE
ei 6= 0. Solution at y = 0.5. Left-Top:

Density, Right-Top: x-velocity in red, and y-velocity in blue, Left-Center: Electron (red) and ion
(blue) temperatures, Right-Center: Electron (red) and ion (blue) pressures, Left-Bottom: Electron
entropy, Right-Bottom: Ion entropy.

problem in the computation of linearly degenerate-waves by Eulerian methods and is often taken as an argument
to prefer Lagrangian methods for multi-material problems and specially for ICF simulations [30, 31, 22].

4.3. Sedov injection in 2D Cartesian geometry. A Sedov problem is considered in a uniform medium with
cylindrical axisymmetry [22]. It consists in deposing an intense energy spot in the center of the disc of the uniform
medium and following its evolution. Here, we adapt this test from [22, 30, 31] to the two-temperature Euler model
by prescribing

Te = 1.7406× 107K, Ti = 5.802× 106K

for the temperatures of the electrons and the ions that are injected in the center of the disc. The temperatures
of the rest of the uniform domain are Te = Ti = 2.901 × 104K while the density and velocity are ρ = 1, u = 0,
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Figure 5. Implosion problem, similar mesh with 2145 points as the one used in numerical simula-
tion. The mesh used in Section 4.2 has been obtained by a refinement of a factor 4 from the present
one and contains 33153(≈ 4× 4× 2145).

respectively.
In [30, 31], the domain is a quarter of disc of radius equal to 1. In the present simulation, the computational domain
is a complete disc of radius equal to 1 meshed with 8321 points with a tessellation similar to the one of Figure 5.
Such a mesh has the property that the points are almost aligned in the R-direction but avoid small cells at the
center of the domain. Note also that in contrast with polar meshes, the origin is not a singular point and therefore,
since the computation is done on the whole disc, there is no boundary conditions to enforce at the center of the
disc which is an interior point. The injection of energy takes place in the cell containing the disc center. The final
time of the computation is chosen in order to compare the results to the ones obtained in [30]. Figures 11 shows the
computed results at t = 9.7634× 10−6 s that consists of an expanding shock wave. Likewise the implosion problem,
the initialization is 2D in the Cartesian coordinates and the expected solution is 1D in cylindrical coordinates. As
shown in Figure 11, the numerical solution respects this property. This is what was expected from the previous test
since the loss of the cylindrical symmetry of the computation was shown to occur on contact discontinuity but not
on propagating shock waves. Figure 12 presents the results of the density and temperatures at three different times.
In Figure 12, at the final time, the maximum of density is about 1.2, whereas in [31] the density reaches a maximum
around 3.5. It is shown in [22] that the exact density reaches a maximum of 6. This is due to the fact that the mesh
used here is not fine enough.
At the initialization, the relaxation time to reach the temperature at the injection cell is 1.3 × 10−9 s while at
the end of the simulation it is 2.2 × 10−9 s. Therefore, the equilibrium is reached soon after the beginning of the
simulation. Figure 12 gives a zoom near the origin of the 1D profile of the two temperatures at two different times
in the beginning of the simulation: the two temperatures attain rapidly a common value on the whole domain as
the expanding shock propagates from the disc center.
This test has shown that the numerical method is able to compute a strong expanding shock wave on a 2D Cartesian
mesh with no loss of the 1D cylindrical character of the solution.

4.4. Sedov injection in a poloidal plane of a torus with axisymmetry initialization. We are now interested
in testing the 3D numerical method in cylindrical (R,Z, ϕ) geometry that has been devised in this paper to the
previous Sedov experiment where the considered disc is contained in the poloidal plane of a torus. The major radius
of the torus is 5. According to the asymmetric feature of the medium and the torus, two types of experiment are
envisaged. The first one is a 2D one where we assume that all derivatives in the ϕ-direction are zero and therefore we
use only one poloidal plane to define the computational domain. The second experiment is a true 3D computation
where 20 poloidal planes have been used to discretize the toroidal direction. In this case, the initial conditions are
axisymmetric in the ϕ-direction, and do not depend on ϕ. Therefore, we expect the solution to be axisymmetric for
all t > 0. The goal of this test is to check that the numerical method does not generate artificial toroidal velocities
and does not destroy the axisymmetric character of the solution.
The results are displayed at t = 9.7634× 10−6 s in Figures 13. With respect to the previous simulation, we observe
that in a toroidal geometry, the solution is no longer 1D in the R,ϕ-coordinate system. In particular, the wave is
moving faster on the center of the torus side than on the exterior side. Small differences appear on the maximum
values of the density which 1.168 for Cartesian coordinates, and 1.145 for the axisymmetric case. The thermal
equilibrium of temperatures also slightly changed, 5.5 × 10−8 s for the axisymmetric case instead of 5 × 10−8 s in



TWO-TEMPERATURE EULER PLASMA MODEL 25

Figure 6. Implosion problem at t1 = 4.0901 × 10−7 s. 2D fields of Density: Left-Top, Velocity:
Right-Top, Electron pressure: Left-Center, Ion pressure: Right-Center, Electron temperature: Left-
Bottom, Ion temperature: Right-Bottom.

the Cartesian case.
As shown in Figure 13, the 3D results are extremely close to the 2D ones. Moreover, no toroidal velocity has been
generated in the 3D as shown in Figure 14 and the solution remains axisymmetric. Therefore, our numerical method
yields good agreement with the goal of this test-case.

4.5. Triple point problem in a rectangular computational domain. The goal of this next experiment is to
emphasize that in absence of temperature relaxation, the solution of the two-temperature model is not identical to
the solution of a single temperature model even if the electron and ion temperatures are initially equal.
Then, we consider a three state problem, inspired by the test case carried out in [22] and compare their results to
the ones of the relaxation scheme. The electron and ion pressures are chosen to be equal and correspond to the same
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Figure 7. Implosion problem at t1 = 4.0901 × 10−7 s. 1D fields at y = x of Density:Left-Top,
Radial (red) and tangential (blue) velocities: Right-Top, Electron (red) and ion (blue) temperatures:
Left-Center, Electron (red) and ion (blue) pressures: Right-Center, Electron entropy: Left-Bottom,
Ion entropy: Right-Bottom.

total pressure as the one fixed in [22]. The other difference between the two tests is that in our test, the adiabatic
index γ is uniform and set equal to 5/3.
The computational domain is the rectangle [0, 7] × [−3, 3] meshed with 70 × 60 points with symmetric elements
around the x-axis. The domain is divided in three different sub-domains Ω1, Ω2, and Ω3. The sub-domain Ω1 is
given by the rectangle [1, 7] × [−1.5, 1.5] and contains a high-density and low-pressure fluid. The sub-domain Ω2

corresponds to the rectangle [0, 1]× [−3, 3] and is composed of a high-density and high-pressure fluid. Finally, the
sub-domain Ω3 is the rest of the domain and contains a low-density and low-pressure fluid. This description is
summarized in Figure 15.
In [22], the evolution of this three-state problem is described: the intersections of the three sub-domains Ω1, Ω2,
and Ω3 are located at (1,−1.5)T and (1, 1.5)T , those two points are named triple points. Let us first consider a
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Figure 8. Implosion problem at t2 = 6.22 × 10−7 s. 2D fields of Density: Left-Top, Velocity:
Right-Top, Electron pressure: Left-Center, Right-Center: Ion pressure, Left-Bottom: Electron
temperature, Ion temperature: Right-Bottom.

point located on the interface between Ω2 and Ω1 far from the triple points, the initial data generate three waves
which are a contact discontinuity, a rightward shock, and a leftward rarefaction. This is also the case for a point
on the interface between Ω2 and Ω3 far from the triple points. In the case of the interface between Ω1 and Ω3, it
produces a contact discontinuity. Around the triple points, the situation is quite tricky. Since the different waves
are interacting together it leads to a complex 2D fluid flow. As it is pointed out in [22], the two rightward shock
waves of Ω1 and Ω3 are not moving at the same sound speed due to their difference of density. Indeed we have
ρ3cs,3 < ρ1cs,1, then the rightward shock of Ω3 is moving faster than the Ω1 one. This creates a strong shear leading
to a Kelvin-Helmholtz instability and to the formation of a vortex.
In our simulation, we set νei = 0 and leave the ion and electron temperature evolve independently. In Figure 16, we



28 SANGAM, ESTIBALS, GUILLARD

Figure 9. Implosion problem at t2 = 6.22×10−7 s. 1D fields at y = x of Density:Left-Top, Radial
(red) and tangential (blue) velocities: Right-Top, Electron (red) and ion (blue) temperatures: Left-
Center, Electron (red) and ion (blue) pressures: Right-Center, Electron entropy: Left-Bottom, Ion
entropy: Right-Bottom.

compare the results of the internal energy of the mixture given by

ε =
1

γ − 1

pe + pi
ρ

,

at the time 3.5 s and 5 s with the results of [22]. We can see that at t = 3.5 s the results obtained with the relaxation
scheme for the two-temperature Euler equations are quite different from the ones of [22] (note that in Figure 16 the
results of [22] are obtained by two different numerical methods, this is why their results are not symmetric with

respect to the y = 0 axis). Indeed, Figure 17 displays the ratio
Ti − Te
Te

at two successive times which shows that the

temperatures do not remain identical although Ti = Te at the initialization, and without the use of thermal exchange
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Figure 10. Implosion problem, Density, Left: 1D fields at y = x, Right: 2D isolines at ρ = 1
(black), ρ = 1.585 (violet), ρ = 2.369 (blue), ρ = 4.259 (green), and ρ = 6.047 (red). Top:
t1 = 4.0901× 10−7 s, Middle: t2 = 6.22× 10−7 s, Bottom: t3 = 8.4973× 10−7 s.

in the equations The same result can be inferred from Figure 18 that shows the density, the electron temperature,
and the ion one at t = 3.5 s and t = 5.0 s. This is due to the fact that in the transport step, the electron entropy
jump is assumed to be zero across a shock. Therefore the discontinuous solutions of the two-temperature model
are not the same than the ones of the mono-fluid Euler equations and even if the initial temperatures are equal, in
the presence of discontinuous solutions, the two-temperature Euler model is not equivalent to the mono-fluid Euler
model.

4.6. Triple point problem in a disc in 2D Cartesian geometry. Here we consider a triple point problem
in a different geometry as a preliminary test for studying some problems of injection in tokamaks where very cold
and dense cryogenic Deuterium/Tritium mixtures known as pellets are injected in a hot plasma. We first consider
a problem in Cartesian geometry. The computational domain is now a disc of radius 1 meshed with 1435 cells.
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Figure 11. Sedov injection in 2D Cartesian geometry at t = 9.7634 × 10−6 s. Left: Density,
Center: Electron pressure, Right: Ion pressure.

Figure 12. Sedov injection in 2D Cartesian geometry. 1D profile at Left: t = 6.73 × 10−10 s,
Middle: t = 6.73× 10−9 s, Right: t = 9.7634× 10−6 s, Top: Density. Bottom: Electron (red) and
Ion (blue) temperatures.

Figure 19 and Table 4 summarize the setting of the problem: the sub-domain Ω1 is initially a domain of high
density and low temperatures, it is given by the disc of radius 0.1414 of center point (0.5,−0.5). The sub-domain
Ω3 is characterized by a low density and high temperatures and defined by the disc of center (0, 0) and radius equal
to 0.707 without the part Ω1 of this disc. Finally, the sub-domain Ω2 is the rest of the computational domain and
its average density and temperatures are chosen to be between the density and temperaturues of the other two
domains. We first comment on the differences in ion and electron temperatures for this test case. According to the

ρ u Te(K) Ti(K) pe + pi(Pa)
Ω1 3 0 3.4812× 106 2.3208× 106 1.4348× 1011

Ω2 1 0 2.78496× 107 1.85664× 107 3.8262× 1011

Ω3 0.5 0 3.4812× 107 2.3208× 107 2.3914× 1011

Table 4. Initial data of the three states of the triple points problem.

formula (4.1) giving the temperature relaxation times, the equilibrium time varies as T 3/2. More precisely, at time
t = 0, the temperature relaxation times in the three domains are

(86) tΩ1
= 8.51× 10−11 s, tΩ2

= 3.86× 10−9 s, tΩ3
= 1.00× 10−8 s.

Hence we expect temperature equilibrium to be reached rapidly in domain Ω1 while domain Ω3 will be the last one
where temperature equilibrium will occur.

Figure 20 displays the ratio
Ti − Te
Te

at three different times. At t = 2.1×10−9 s, we can see that only the sub-domain
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Figure 13. Sedov injection in axisymmetric toroidal geometry at t = 9.7634×10−6 s. Comparison
of the 2D axisymmetric and 3D computations. Left: 2D run, Right: 3D run, Top: Density, Center:
Electron pressure, Bottom: Ion pressure.

Ω1 gets equal temperatures. Then, at t = 4.7× 10−9 s, the cold and the intermediate sub-domains have reached the
equilibrium. Finally, after t = 1.35× 10−8 s, the electron and the ion temperatures are equal in all the domain.
The results are at t = 1.1574×10−5 s, and are given in Figure 21. The initial cold and dense domain Ω1 corresponds

to a zone of low pressure. Therefore it has been crushed by the high pressure neighbouring zones and has expanded
mainly in the angular direction. Another noticeable result is that at this time, the density and temperatures have
been smoothed out: while the initial density was in the interval [0.5, 3], it is now between 0.5321 and 2.032 and the
same smoothing effect can be noticed for the temperature. This effect is mainly due to pressure reflection on the
boundary of the domain. Indeed, a rough estimate of the sound speed at time t = 0 (cs ≈ 8.92816 × 105 m.s−1)
shows that at t = 1.1574× 10−5 s, pressure waves have crossed the domain around 5 times leading to a smoothing
of the density and temperature fields.

4.7. Triple point problem in the plane of a torus with axisymmetry initialization. As in Section 4.4 we
now reproduce the previous test case in the geometry of a torus. The aim of this test case is to see the influence
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Figure 14. Sedov injection in 3D toroidal geometry, toroidal velocity uϕ at t = 9.7634 × 10−6 s
along Z = 0.
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Figure 15. Initialization of the triple point problem in a rectangle.

of the geometry. We set the major radius of the torus at 3. We have also performed two simulations: the first
one is a pure 2D axisymmetric computation while the second is a true 3-D one where the toroidal direction has
been discretized with 20 planes. We have checked that the 3D runs maintain the 2D axisymmetric character of the
solution and that no toroidal velocity has been created.

Since the results between the 3D and the 2D axisymmetric are extremely close, we present only the ones of the
2D axisymmetric simulation.
The results are given in Figure 22. We see that the average domain Ω2 expends more to the initial hot domain in the
area closer to the center of the torus. This phenomenon can be due to centripetal or centrifugal forces. Moreover, the
final temperatures are quite different of the 2D Cartesian case. Indeed, for the cold domain, we obtain 8.738× 106

K for the electron and ion temperatures of the cold domain instead of 9.055 × 106 K. Then, we can suppose that
the evolution is slower in the cylindrical case than in the Cartesian one. We also remark, that the final shape of the
cold domain Ω1 is not anymore symmetric and the temperature is hotter closer to torus center than to the exterior
side. Likewise, the density is higher in the torus center zone than the exterior, and the final value of the domain Ω1

is 2.092 instead of 2.032. In fact, the cold domain seems to move to the exterior of the torus. At the end of the
simulation, as expected the electron and ion temperatures are balanced. In Figure 23, we compare the velocity in
the poloidal plane (R,Z) to the one of the Cartesian run. We can see that for the cylindrical geometry, the velocity
is around twice the maximum of velocity of the Cartesian run. Indeed, around the border between the hot domain
and the average domain closer to the center of the torus, the velocity of the axisymmetric run is about four times
the one of the Cartesian geometry.
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Figure 16. Triple point problem total internal energy at t = 3.5 s (left) and at t = 5.0 s, Top:
Results from [22] for mono-temperature Euler equations where the top of the domain is obtained
with the Volume of Fluid method and the bottom of the domain with the concentration equations,
Bottom: Relaxation scheme for two-temperature Euler equations.

Figure 17. Triple point problem,
Ti − Te
Te

2D field at t = 3.5 s (Left), and t = 5.0 s (Right).

It follows from the above two last numerical tests that the geometry is an important input, since it largely modifies
quantitatively and qualitatively the behaviour of the velocity field.

4.8. Triple point problem in 3-D toroidal geometry. Here, we propose a fully 3D numerical test in toroidal
geometry. This test is based on the two previous cases, but instead of having an axisymmetric initialization, we
consider that the initial cold and dense zone is a small cylinder. The periodic toroidal direction is meshed in a
regular manner with 20 points and we assume that the zone where the cylinder is localized corresponds to the
angular domain [0, 3×2π/20]. In the domain where the cylinder is localized, a three state initialization is used while
in the rest of the domain the fields are described by two different states. The different domains of the poloidal plans
are described in Figure 24, and the initialization used for the domain Ω1, Ω2, and Ω3 is given in Table 4. The three
poloidal planes that intersect the cylinder as numbered as the poloidal planes 1, 2, and 3 while the two neighbouring
planes are numbered the planes 4 and 20.
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Figure 18. Triple point problem at t = 3.5 s (Left), and t = 5 s (Right). 2D fields of Top: Density,
Middle: Electron temperature, Bottom: Ion temperature.

Figs. 25, 26, 27 and 28 display the results in the planes 1 to 3, 4, 20 and 10. They show that the extrema are
reduced with respect to the 2D case. For instance, in the 3D case, the extrema are 0.46 and 1.867 instead of 0.5051
and 2.092 in the 2D axisymmetric case. But, globally, the evolution of the solution is similar to the one described
for an axisymmetric initial state except for the total pressure. We can however note that we have a 3 dimensional
effect in the toroidal direction leading to a increased smoothing of the extrema in the 3D case although this effect
seems to be weak, up to this time. Such a computation would require a much denser mesh in the toroidal direction
to give meaningful results.

5. Conclusion

In this work, the two-temperature Euler plasma model has been derived from the two-fluid MHD model. The two-
temperature Euler plasma model considers the ion-electron mixture as a single fluid that retains two temperature
or energy equations to describe the thermodynamics of the mixture. The two-temperature Euler model is identified
as a limit for large plasma β parameter of the two-fluid model. Along this study, we have shown that assumptions
in previous derivations in literature are straightforward consequences of our work. For smooth solutions, this model
can be written under several different forms. Here, we have used a conservative form of the equations where instead
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Ω3

Ω1

Ω2

Figure 19. The three domain of the triple point problem in the (R,Z) plane.

Figure 20. Triple point problem in Cartesian geometry.
Ti − Te
Te

2-D fields at t = 2.1 × 10−9 s

(left), t = 4.7× 10−9 s (middle), and t = 1.35× 10−8 s (right).

of the two non-conservative temperature equations, we preferred the conservative total energy equation comple-
mented by a conservative equation for the electron entropy. While the preservation of the total energy equation
must be respected by any model, other choices than the conservative form for the electron entropy can be used
and our choice is only motivated by the fact that due to the light mass of the electrons, the variations of electron
entropies can be large without affecting too much the total internal energy. With this choice, a relaxation scheme is
suggested to solve the two-temperature Euler plasma model in Cartesian as well that in cylindrical coordinates by
a finite volume method. The interest for cylindrical coordinate system is motivated by possible future applications
to Magnetic Confinement Fusion and tokamaks.

Finally, we have addressed several different numerical tests using the two coordinate systems and different ge-
ometries. The results have shown that the numerical scheme is able to simulate problems with large densities and
pressure differences as well as fast phenomena. In the geometry of a torus, the suggested finite volume method has
been tested on 3D test cases and has demonstrated its capability to keep the axisymmetric character of the solutions
which is an important feature for MCF applications. Future work on this topic will involve its extension to bounded
plasma β parameter and the introduction of magnetic field and dissipative terms.

Appendix A. Practical tools for numerical implementation: normals, surfaces

A.1. Measure of the surface of the control cell in (R,Z)-coordinates. Consider a tessellation of the poloidal
plane composed of Nt triangles in (R,Z)-coordinates. The ι2Dth control cell Ω2D

ι2D , associated to ι2Dth vertex is
given by

(87) Ω2D
ι2D = ∪

`2D
Ω2D(`2D)
ι2D ,

where the union covers to all the triangles sharing the ι2Dth vertex and Ω
2D(`2D)
ι2D denotes the subset of the triangle

T`2D that enters in the construction a vertex-cell approach as defined is section 3.2 and displayed in Figure 1. The

measure of surface of the control cell Ω
2D(`2D)
ι2D is given by

(88) |Ω2D
ι2D | =

∫
Ω2D
ι2D

R dR dZ.
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Figure 21. Triple point problem in Cartesian geometry. Initial data (Left) and solution at t =
1.1574× 10−5 s (Right). Top: Density, Center: Electron temperature, Bottom: Total pressure.

From (87), we get:

(89) |Ω2D
ι2D | =

∑
`2D

|Ω2D(`2D)
ι2D |,

where

(90) |Ω2D(`2D)
ι2D | =

∫
Ω

2D(`2D)
ι2D

R dR dZ.

Let the triangle T`2D that enters in the construction of Ω
2D(`2D)
ι2D , and ι2D, q2D, k2D its vertices. The coordinates of

the center of gravity Gι2D,T`2D of the triangle T`2D are given by
RGι2D,T`2D

=
Ri2D +Rq2D +Rk2D

3
,

ZGι2D,T`2D
=
Zi2D + Zq2D + Zk2D

3
,
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Figure 22. Triple point problem at t = 1.1574 × 10−5 s. Comparison of the results obtained in
Cartesian geometry and in a torus. Left: 2D axisymmetric run, Right: 2D Cartesian run. Top:
Density, Center: electron temperature, Bottom: total pressure.

where Rι2D , Rq2D , Rk2D are the coordinates of the vertices ι2D, q2D and k2D along the R-axis. The coordinates of
those points along the Z-axis are Zi2D , Zq2D , Zk2D .

The integral

∫
Ω2D
i2D, T`2D

RdRdZ can be rewritten as

(91)

∫
Ω2D
ι2D, T`2D

RdRdZ =

∫
Ω2D, 1
ι2D, T`2D

RdRdZ +

∫
Ω2D, 2
ι2D, T`2D

RdRdZ,
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Figure 23. Triple point problem at t = 1.1574 × 10−5 s. Comparison of the results obtained in
Cartesian geometry and in a torus. Velocity vectors with density contours. Left: 2D axisymmetric
run, Right: 2D Cartesian run.

Ω3

Ω1

Ω2

Ω3

Ω2

Figure 24. Triple point problem initial domain in 3D toroidal geometry. Left: for the poloidal
planes 1 to 3. Right: for the rest of the poloidal planes (4 to 20).

Figure 25. Triple point problem initialization. Top: poloidal planes 1 to 3, Bottom: poloidal
planes 4 to 20. Left: density, Center: electron temperature, Right: total pressure.

where the triangles Ω2D, 1
ι2D, T`2D

and Ω2D, 2
ι2D, T`2D

are depicted in Figure 29. Since the map (R, Z) 7→ R is linear, each

integral in RHS of (91) is exactly computed by the midpoint formula

∫
Ω2D, 1
ι2D, T`2D

RdRdZ = RG1
ι2D,T`2D

∫
Ω2D, 1
ι2D, T`2D

dRdZ = RG1
ι2D,T`2D

∣∣∣Ω2D, 1
ι2D, T`2D

∣∣∣,∫
Ω2D, 2
ι2D, T`2D

RdRdZ = RG2
ι2D,T`2D

∫
Ω2D, 2
ι2D, T`2D

dRdZ = RG2
ι2D,T`2D

∣∣∣Ω2D, 2
ι2D, T`2D

∣∣∣,
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Figure 26. Triple point problem in 3D toroidal geometry. Density at t = 1.1574 × 10−5 s. Top-
Left: Plane 1, Top-Center: Plane 2, Top-Right: Plane 3, Bottom-Left: Plane 4, Bottom-Center:
Plane 20, Bottom-Right: Plane 10.

Figure 27. Triple point problem in 3D toroidal geometry. Electron temperature at t = 1.1574 ×
10−5 s. Top-Left: Plane 1, Top-Center: Plane 2, Top-Right: Plane 3, Bottom-Left: Plane 4,
Bottom-Center: Plane 20, Bottom-Right: Plane 10.

where G1
ι2D,T`2D

and G2
ι2D,T`2D

are the coordinates of the centers of gravity of the triangles Ω2D, 1
ι2D, T`2D

and Ω2D, 2
ι2D, T`2D

whereas
∣∣∣Ω2D, 1
ι2D, T`2D

∣∣∣ and
∣∣∣Ω2D, 2
ι2D, T`2D

∣∣∣ are their areas in the logical 2D plane R, Z, respectively. The quantities

RG1
ι2D,T`2D

and RG2
ι2D,T`2D

are given by


RG1

ι2D,T`2D

=
Rι2D +

Rι2D+Rq2D
2 +RGι2D,T`2D

3
=

11

18
Rι2D +

5

18
Rq2D +

2

18
Rk2D,

RG2
ι2D,T`2D

=
Rι2D +

Rι2D+Rk2D
2 +RGι2D,T`2D

3
=

11

18
Rι2D +

2

18
Rq2D +

5

18
Rk2D.
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Figure 28. Triple point problem in 3D toroidal geometry. Total pressure at t = 1.1574× 10−5 s.
Top-Left: Plane 1, Top-Center: Plane 2, Top-Right: Plane 3, Bottom-Left: Plane 4, Bottom-Center:
Plane 20, Bottom-Right: Plane 10.

ι2D q2D

k2D

T`2D

Gι2D,T`2D

G1
ι2D,T`2D

G2
ι2D,T`2D

Ω2D, 1
ι2D, T`2D

Ω2D, 2
ι2D, T`2D

Figure 29. The triangle that enters in the construction of a control cell Ω
2D(`)
ι2D in the (R,Z)-plane.

The triangles Ω2D, 1
ι2D, T`2D

and Ω2D, 2
ι2D, T`2D

owe the same area in the logical 2D plane R, Z, given by∣∣∣Ω2D, 1
ι2D, T`2D

∣∣∣ =
∣∣∣Ω2D, 2
ι2D, T`2D

∣∣∣ =

∣∣T`2D ∣∣
6

,

where

|T`2D | =
1

2

∣∣(Rq2D −Rι2D )(Zk2D − Zι2D )− (Rk2D −Rι2D )(Zq2D − Zι2D )
∣∣.

Therefore, the integral

∫
Ω2D
ι2D, T`2D

RdRdZ is provided by

∫
Ω2D
ι2D, T`2D

RdRdZ = R
T`2D
ι2D

∣∣T`2D ∣∣
6

,

where

R
T`2D
ι2D =

(
11

18
Rι2D +

5

18
Rq2D +

2

18
Rk2D

)
+

(
11

18
Rι2D +

2

18
Rq2D +

5

18
Rk2D

)
=

11

9
Rι2D +

7

18
(Rq2D +Rk2D ).

Finally, the measure of the surface of the control cell Ωι2D is given by:

(92) |Ω2D
ι2D | =

∑
`2D

R
T`2D
ι2D

∣∣T`2D ∣∣
6

.
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A.2. Measure of the volume of a 3D control cell in (R,Z)-coordinates. We keep the setting of the 2D
control cell Ω2D

ι2D , used in Appendix A.1, and consider the 3D control cell Ωι built on it, in particular:

(93) Ωι = Π
ϕ∈[ϕj−1/2,ϕj+1/2]

Rϕ

(
Ω2D
ι2D

)
,

where Rϕ stands for the rotation around ϕ about the Z-axis. The notation (93) means that Ωι is the 3D physical
volume swept by the rotation of the 2D control cell Ω2D

ι2D from ϕj−1/2 to ϕj+1/2 about the Z-axis. Immediately,
thanks to Appendix A.1, the measure of the volume of the 3D control cell Ωι is:

(94) |Ωι| =
∫ ϕj+1/2

ϕj−1/2

dϕ

∫
Ω2D
ι2D

R dR dZ =
∑
`2D

∫ ϕj+1/2

ϕj−1/2

dϕ

∫
Ω

2D(`)
ι2D

R dR dZ =
∑
`2D

∆ϕιR
T`2D
ι2D

∣∣T`2D ∣∣
6

,

where: ∆ϕι = ϕj+1/2 − ϕj−1/2.

A.3. Normals of boundary surfaces of a cell control. We still consider a 3D control cell Ωι devised on the 2D
control cell Ω2D

ι2D :

(95) Ωι = Π
ϕ∈[ϕj−1/2,ϕj+1/2]

Rϕ

(
Ω2D
ι2D

)
,

where Rϕ stands for the rotation around ϕ about the Z-axis.
We are interested in the computation of the average unit outward normal of the interface Sι`:

(96) nι` =

∫
Sι`

nR d∂Ωι`

‖
∫
Sι`

nR d∂Ωι`‖
,

where Sι` are the boundary surfaces of Ωι. There are two kinds of boundary surfaces Sι` : the toroidal surfaces and
the poloidal surfaces.
• The toroidal surfaces, always two, and are the revolved 2D surfaces Ω2D

ι2D , given by:

(97) Ω2D,+
ι2D = Rϕj+1/2

(
Ω2D
ι2D

)
, Ω2D,−

ι2D = Rϕj−1/2

(
Ω2D
ι2D

)
.

Immediately, the vectors ẽϕj+1/2
and −ẽϕj−1/2

are the average unit outward normals of the interface Ω2D,+
ι2D , and

Ω2D,−
ι2D , respectively.
• The poloidal surfaces are surfaces swept by the segments of type Γι2D`2D,1 and Γι2D`2D,2, as shown in Figure 1,
by the rotation from ϕj−1/2 to ϕj+1/2 about the Z-axis. Consider the poloidal surface Sι` and the segment Γι2D`2D
in (R,Z)-plane such that

(98) Sι` = Π
ϕ∈[ϕj−1/2,ϕj+1/2]

Rϕ (Γι2D`2D ).

Let

(
nR
nZ

)
be the coordinates of the constant unit outward normal of Γι2D`2D in (R,Z)-plane. Then at each point

of the surface Sι`, these components remain the same, however now expressed in the local basis,

 nRι2D`2D
nZι2D`2D

0


in (ẽR, ẽZ , ẽϕ) . Since d∂Ωι` = dLdϕ, where L is the curvilinear abscissa of the segment Γι2D`2D , we get

(99)

∫
Sι`

nR d∂Ωι` =

∫
ϕ∈[ϕj−1/2,ϕj+1/2],Γι2D`2D

(
nRι2D`2D ẽR + nZι2D`2D ẽZ

)
R(L) dLdϕ

=

∫ ϕj+1/2

ϕj−1/2

(
nRι2D`2D ẽR + nZι2D`2D ẽZ

)
dϕ

∫
Γι2D`2D

R(L) dL

=
(
η̃ιnRι2D`2D ẽR(ι) + nZι2D`2D ẽZ(ι)

)(
∆ϕι

∫
Γι2D`2D

R(L) dL

)
,

where: ∆ϕι = ϕj+1/2 − ϕj−1/2, η̃ι =

sin

(
∆ϕι

2

)
∆ϕι

2

. The quantity ∆ϕι

∫
Γι2D`2D

R(L) dL is the measure of the

surface Sι` :

|Sι`| = ∆ϕι

∫
Γι2D`2D

R(L) dL.

We deduce ∫
Sι`

nR d∂Ωι` = |Sι`|
(
η̃ιnRι2D`2D ẽR(ι) + nZι2D`2D ẽZ(ι)

)
.
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Therefore, we get :

(100)

Nι` =

∫
Sι`

nR d∂Ωι`

|Sι`|
= η̃ιnRι2D`2D ẽR(ι) + nZι2D`2D ẽZ(ι),

nι` =

∫
Sι`

nR d∂Ωι`

‖
∫
Sι`

nR d∂Ωι`‖
=

Nι`√
η2
ι n

2
Rι2D`2D

+ n2
Zι2D`2D

.

Assume Rι2D , R`2D are the coordinates of the points ι2D, `2D along the R-axis, while the coordinates of those points
along the Z-axis are Zι2D , Z`2D . The components nRι2D`2D and nZι2D`2D are easily provided by:

nRι2D`2D =
Z`2D − Zι2D√

(R`2D −Rι2D )
2

+ (Z`2D − Zι2D )
2
, nZι2D`2D = − R`2D −Rι2D√

(R`2D −Rι2D )
2

+ (Z`2D − Zι2D )
2
.

Appendix B. Useful transformation in the relaxation step

We consider the 1D system (32). We show below that if (ρ, ρu,E , Se)
T

satisfies:

(101)


∂tρ = 0,
∂tu = 0,
∂tE = 0,
∂tSe = (γ − 1)νE

ei ρ
−γ
e (Ti − Te),

then the system (101) is equivalent to:

(102)


∂tρ = 0,
∂tu = 0,
∂tTi = −νei (Ti − Te),
∂tTe = νei (Ti − Te),

where νei =
γ − 1

kBn
νE
ei.

We recall that : E =
1

2
ρu·u+

kB
(γ − 1)(me +mi)

ρ (Ti + Te) , Se =
kB

me +mi
ρTe(ceρ)

−γ
. Inserting these expressions

in (101) leads to :

(103)


∂tρ = 0,
∂tu = 0,
∂t (Te + Ti) = 0,
∂tTe = νei (Ti − Te),

where νei =
γ − 1

kBn
νE
ei, n =

ρ

me +mi
. The system (103) is equivalent to:

(104)


∂tρ = 0,
∂tu = 0,
∂tTi = −νei (Ti − Te),
∂tTe = νei (Ti − Te),

which could be solved exactly, leading to:

(105)


ρ(t+ ∆t) = ρ(t),
u(t+ ∆t) = u(t),(
Ti(t+ ∆t)
Te(t+ ∆t)

)
=

1

2

(
(Ti(t) + Te(t)) + (Ti(t)− Te(t)) e−2νei∆t

(Ti(t) + Te(t))− (Ti(t)− Te(t)) e−2νei∆t

)
.

First, we check that if Ti(t) = Te(t) at a given time t ≥ 0, then by (104), we get Ti(t+ ∆t) = Te(t+ ∆t) as it should
be. Second, the positiveness of Ti(t + ∆t) and Te(t + ∆t) under the assumption Ti(t) > 0, Te(t) > 0, at a given
time t ≥ 0 is obtained since the two last equations of (104) could be rewritten as:

(106)


Ti(t+ ∆t) =

1 + e−2νei∆t

2
Ti(t) +

1− e−2νei∆t

2
Te(t) > 0,

Te(t+ ∆t) =
1 + e−2νei∆t

2
Te(t) +

1− e−2νei∆t

2
Ti(t) > 0.



TWO-TEMPERATURE EULER PLASMA MODEL 43

References

[1] D. Arégba-Driollet, J. Breil, S. Brull, B. Dubroca, and E. Estibals, Modelling and numerical approximation for the non-
conservative bitemperature Euler model, ESAIM : Mathematical Modelling and Numerical Analysis, 52(4): 1353-1383, 2018.

[2] S. Atzeni, J. Meyer-Ter-Vehn, The physics of Inertial Fusion, Beam Plasma Interaction, Hydrodynamics, Hot Dense Matter,
International Series of Monographs on Physics, Volume 125, Oxford Sciences Publications, Oxford University Press (2009).

[3] R. Balescu, Transport Processes in Plasmas, Classical transport theory, 1, North Holland, Amsterdam (1988).

[4] R. Balescu, Transport Processes in Plasmas, Classical transport theory, 2, North Holland, Amsterdam (1988).
[5] C. Berthon, F. Coquel, P.G. Lefloch, Why many theories of shock waves are necessary: kinetic relations for non-conservative

systems, Proceedings of the Royal Society of Edinburgh: Section A Mathematics, 142, 1-37 (2012).

[6] C. Berthon, B. Dubroca, A. Sangam, An Entropy Preserving Relaxation Scheme For Ten-Moments Equations with Source Terms,
Communications in Mathematical Sciences, 13, 2119-2154 (2015).

[7] S. I. Braginskii, Transport Processes in Plasmas, Reviews of Plasma Physics, 1, 205, Consultant Bureau, New York (1965).

[8] M. Bilanceri, L. Combe, H. Guillard, B. Nkonga, A. Sangam, A 3D Finite Volume Scheme For The Simulation Of Edge Plasma
In Tokamak, ESAIM Proceedings, 43, 164-179 (2013).

[9] A. Bonnement, T. Fajraoui, H. Guillard, M. Martin, A. Mouton, B. Nkonga, A. Sangam, Finite Volume Method in Curvi-

linear Coordinates, ESAIM Proceedings, 32, 163-176 (2011).
[10] F. Bouchut, Nonlinear stability of finite volume methods for hyperbolic conservation laws, and well-balanced schemes for sources,

Frontiers in Mathematics series, Birkhäuser (2004).
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[12] C. Cohen-Tannoudji, B. Diu, F. Laloë, Quantum Mechanics, Angular Momentum, Spin, and Approximation Methods, II, Second
Edition, Wiley (2019).

[13] F. Coquel, C. Marmignon, Numerical methods for weakly ionized gas, Astrophysics and Space Sciences, 260, 1-2, 15-27 (1998).

[14] E. Estibals, H. Guillard, A. Sangam, Bi-temperature Euler Modelling for Fusion Plasma, INRIA Research Report 9026, 2017.
[15] D. De Santis, G. Geraci, and A. Guardone, Finite Volume and Finite Element Schemes for the Euler Equation in Cylindrical

and Spherical Coordinates, Journal of Computational and Applied Mathematics, 236, 4827-4839 (2012).

[16] A. Decoster, P.A. Markowich, B. Perthame, Modeling of Collisions, edited by P.-A. Raviart, Series in Applied Mathematics,
Volume 2, Gauthier-Villars, Paris (1998).

[17] B. Després, Lagrangian Systems of Conservation Laws and Approximate Riemann Solvers, in Godunov Methods: theory and

applications, edited by E.F. Toro, Springer, New York (1999).
[18] R. Fitzpatrick, Plasma Physics: an introduction, CRC, 2014.

[19] J. Freidberg, Plasma Physics and Fusion, Cambridge University Press, Cambridge, 2007.

[20] J. Freidberg, Ideal MHD, Cambridge University Press, 2014.
[21] D. Furfalo, R. Saurel, A simple HLLC-type Riemann solver for compressible non-equilibrium two-phase flows, Computers &

Fluids, 111, 159-178 (2015).
[22] S. Galera, P.-H. Maire, and J. Breil, A two-dimensional unstructured cell-centered multi-material ALE scheme using VOF

interface reconstruction, Journal of Computational Physics, 229, 5755-5787, (2010).

[23] J.P. Goedbloed, S. Poedt, Principles of Magnetohydrodynamics: With Applications to Laboratory and Astrophysical Plasmas,
Cambridge University Press, Cambridge (2004).

[24] E. Godlewski, P.A. Raviart, Numerical Approximation of Hyperbolic System of Conservation Laws, Applied Mathematics Sci-

ences, 118, Springer, New York (1996).
[25] H. Guillard, R. Abgrall, Modélisation Numérique des Fluides Compressibles, Series in Applied Mathematics, 5, Gauthier-Villars,

Paris, North-Holland, Amsterdam (2001).

[26] S. Gustafson, M. Sigel, Mathematical Concepts of Quantum Mechanics, Second Edition, Universitext, 223, Springer, New York
(2011).

[27] R. D. Hazeltine, J.D. Meiss, Plasma Confinement, Dover publications INC, Mineola, New York (2003).

[28] J. D. Huba, Plasma formulary, Naval Research Laboratory, 2014.
[29] B. B. Kadomtsev, Tokamak plasma, a complex physical system, Institute of Physics Publishing, Bristol (1993).

[30] P.-H. Maire, A high-order cell-centered Lagrangian scheme for compressible fluid flows in two-dimensional cylindrical coordinates,

Journal of Computational Physics, 228, 6882-6915, (2009).
[31] P.-H. Maire, R. Abgrall, J. Breil, and J. Ovadia, A cell-centered Lagrangian scheme for two dimensional compressible fluid

flows problems, SIAM Journal on Scientific Computing, 29, 1781-1824, (2007).
[32] R. Sentis, Mathematical Models and Methods for Plasmas Physics, Volume 1, Fluid Models, Modeling and Simulation in Science,

Engineering and Technology series, Birkhäuser, 2014.
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