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INTRODUCING TIME PARALLELISATION WITHIN DATA
ASSIMILATION∗

RISHABH BHATT† , LAURENT DEBREU† , AND ARTHUR VIDARD†

Abstract. Four dimensional variational data assimilation (4DVAR), in its incremental formu-
lation, is based on optimisation algorithms which require the integration of the forward and adjoint
versions of the original model in order to compute the gradient. For their use on parallel computers,
these models are classically parallelised only in spatial dimension and this is a limiting factor on the
maximum number of cores that can be utilised. We present here a novel approach of introducing ad-
ditional time parallelisation using the Parareal algorithm. This approach is used here for integration
of the forward model. We use a modified version of the inexact conjugate gradient method where the
matrix-vector multiplication is supplied through Parareal. The use of this inexact conjugate gradient
and the associated convergence conditions allows to precisely determine the stopping criterion of the
Parareal iterations. The results are demonstrated by considering a one dimensional shallow water
model. They are presented in terms of the accuracy (in comparison with the original exact conjugate
gradient) and in terms of the number of required iterations of the Parareal algorithm.

Key words. Data assimilation, High performance computing, Optimisation, Numerical analysis,
Parareal algorithm

MSC codes. 86A22, 68W10, 65L05, 65K10

1 Introduction Modern computation emphasises reducing the clock time.
With the advancement of massively parallel computers, millions of cores can be utilised
at once. However, for solving very large time-dependent problems space parallelisa-
tion alone becomes insufficient. This is particularly relevant for applications such as
weather prediction where even small gains in computational speed are significant.

Leading meteorological institutes like Météo France, ECMWF, Met Office use
variational data assimilation algorithms like 3D or 4D-Var [27, 5, 39, 40, 35] to obtain
optimal initial states for short to medium-range weather forecasts. Data assimilation
[8, 24, 1] is essentially an initial condition control problem which combines all the
information from the model trajectory, the observations, and some error statistics
to give an optimal initial state of the atmosphere/ocean. The evolving nature of the
numerical models and the observations in terms of quality and size poses a challenge to
the data assimilation systems to meet the demands for faster and accurate predictions.
In ocean data assimilation, the state vector and the observation vector are usually of
order O(106 − 109) and O(106) respectively. This significantly increases the overall
computational cost and a way to deal with it is to improve the use of massively parallel
supercomputers.

For instance, ocean models can typically utilise minimum domain sizes of 20× 20
grid points, beyond which the simulation time increases due to the communication
time becoming predominant over the computation time within each subdomain. A
global simulation of the NEMO model [29] using ORCA-R025 grid, which has a hor-
izontal domain of 1442× 1021 grid points and 75 vertical levels, would end up using
approximately a maximum of 3672 cores. This means that even if the simulation can
have access to more cores, after some point the spatial parallelisation would reach
saturation and would not allow to effectively use more cores.
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In large time-dependent problems such as the one described in the above exam-
ple, it is tempting to use the time dimension as an additional source of parallelism.
This is one of the main reasons behind turning our attention to the parallel-in-time
(PinT) methods [34, 14] in addition to spatial domain decomposition methods. This
observation applies to direct modelling, but also, and this is what will be of interest
in this paper, to data assimilation algorithms.

Previous works have explored a “time-parallel 4D-Var”, with attempts to par-
allelise weak-constraint 4D-Var in [12] by solving a saddle point problem. A PDE
constrained optimisation problem to solve the coupled system of the forward and
backward evolution problems with the help of Parareal (a parallel-in-time algorithm)
is proposed in [16]. However, a drawback of this approach is that it is not easy to
control the initial condition of the model, which is central to data assimilation. Other
works have also investigated Parareal in combination with minimisation iterations to
solve optimal control problems [32, 9, 28]. Our main objective here is to study the
exploitation of time parallelism by coupling Parareal with incremental 4D-Var. We
are going to focus specifically on the inner loop of incremental 4D-Var and so we
consider the case where our model is linear.

The paper is structured as follows. Section 2 talks about the basics of varia-
tional data assimilation and Parareal algorithm. Section 3 delves into the coupling
of Parareal with incremental 4D-Var, focusing on a minimisation problem involving
inexact matrix-vector products. The development of a modified inexact conjugate gra-
dient method is outlined in Section 4. Numerical experiments based on a 1D shallow
water model are presented in Section 5. The conclusion follows in Section 6, offering
some perspectives on our work to envision more realistic applications. Throughout
this article, we will adopt the notations from Ide et al.[22].

2 Background

2.1 Data Assimilation Four-dimensional variational data assimilation, or
4D-Var [39, 40, 35] minimises a cost function based on discrepancies between the
model trajectory and the observations, and between the obtained analysis and the
previous known background state. For the model state vector x we consider the
following discrete non-linear dynamical model

(2.1)
x0 = x(t0)

xi = Fi(xi−1) i = 1, 2, . . . , N

where Fi : Rn → Rn is the model operator describing the state evolution from
time ti−1 to ti, and N is the total number of time windows. Given a prior esti-
mate/background state xb ∈ Rn and a set of observations yo

i ∈ Rm at time ti, the
4D-Var cost function is written as

(2.2) J (x0) =
1

2
(x0 − xb)T B−1 (x0 − xb) +

1

2

N∑
i=0

(Hi(xi)− yo
i )

T R−1
i (Hi(xi)− yo

i )

Here Hi : Rn → Rm is the observation operator mapping the evaluated model state
xi to the observation yo

i at the correct time ti. The errors in the background and the
observations are characterised by the corresponding covariance matrices B and Ri.

2.2 Incremental 4D-Var formulation Incremental 4D-Var introduced in [6]
is an algorithm obtained by linearising the model and observation operators around
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the model state. For a sequence of linearisation states x(0),x(1), . . .x(l) with corre-
sponding increments δx(0), δx(1), . . . δx(l) the following tangent linear hypothesis (a
first order Taylor’s expansion) is expressed as

(2.3)
F (x(l) + δx(l)) ≈ F (x(l)) + F δx(l)

H (x(l) + δx(l)) ≈ H (x(l)) +H δx(l)

where F and H are the linearisation of the model and observation operators respec-
tively around the linearisation state x(l); that is,

(2.4) F =
∂F

∂x

∣∣
x(l) H =

∂H

∂x

∣∣
F(x(l))

The control variable now changes from the initial model state x0 to the initial incre-
ment δx0 of the model state. Using the above assumption we get our cost function

(2.5) J(δx0) =
1

2
{δx0 − (xb − x0)}TB−1{δx0 − (xb − x0)}+

1

2

N∑
i=0

(Hiδxi − di)
TR−1

i (Hiδxi − di)

where di = Hi(xi) − yi is called the innovation vector or just departures. Clearly
one has to run the non-linear model integration and store the trajectory to compute
the departures since the non-linear model M is embedded within δxi. The increment
vector evolves in time through the tangent linear model, obtained by linearising the
discrete non-linear model

(2.6) δxi+1 =
∂F [x(ti)]

∂x
δxi = Fiδxi

In a nutshell, the incremental 4D-Var involves running a high resolution model in
the outer loop, which retains all the physics, to compare the model state trajectory
with observations for cost function evaluation. The inner loop involves running a low
resolution model with simplified physics, to minimise the cost function [35]. For an
algorithmic implementation of incremental 4D-Var we refer to [25].

2.3 Parareal Method Parareal initially introduced in [26] and later refor-
mulated [2] is a parallel-in-time method where the solution at a given time step is
computed independently of the solution at previous time steps. For a general class of
ODE

(2.7) x′(t) = f(t,x(t)), t ∈ (0, T ], x(0) = x0

the strategy relies on partitioning the time domain [0, T ] into N time windows or sub-
intervals [ti, ti+1] of length ∆T = T/N . Within each such sub-interval, a two-level
grid system is defined consisting of:

• a cheap coarse propagator G(ti+1, ti,xi) which is fast but gives a rough so-
lution at ti+1 from the initial condition xi.

• a fine propagator F (ti+1, ti,xi) which is computationally expensive but gives
very accurate solution (in theory the exact solution).

The Parareal algorithm proceeds iteratively by computing the solution xk
i+1 ≈ x(ti+1)

at the sub-intervals for given xk
i at time ti and iteration k. An initial configuration is
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Fig. 1. Illustration of the Parareal algorithm for a sub-interval [ti, ti+1]. For a Parareal

iterate xk
i at iteration k, G(ti+1, ti,x

k
i ) gives solution by coarse propagator G using time-step ∆t.

F (ti+1, ti,x
k
i ) gives solution by fine propagator F with time step δt.

obtained by a serial run of the coarse propagator G over the whole time domain. So,
the initial Parareal iteration k = 0 looks like

(2.8) x0
i+1 = G(ti+1, ti,x

0
i )

With the solution now available at all the grid points, the fine propagator F is run to
provide more accurate solution. As F is expensive, all the heavy fine computations
performed by F are done in parallel by assigning a core to each sub-interval. The
iterates are updated by a correction procedure

(2.9)

xk+1
0 = x0

xk+1
i+1 = G(ti+1, ti,x

k+1
i )︸ ︷︷ ︸

Prediction

+F (ti+1, ti,x
k
i )−G(ti+1, ti,x

k
i )︸ ︷︷ ︸

Correction

Parareal can be seen as a predictor-corrector algorithm where each iteration predicts
with G and corrects with the difference between the solutions from F and G at the
previous iteration. An in-depth discussion of the convergence properties of Parareal
can be found in [11, 3, 17, 15, 36].

2.3.1 Speedup We briefly discuss about the speedup of Parareal algorithm
which we will be used as a criteria to check the performance of our experiments. The
theoretical speedup S is defined as the ratio of the time taken to perform a task
sequentially to the time to do the same task in parallel,

(2.10) S =
Serial computation time

Parallel computation time

Assuming N cores are available, each assigned to one time window, and negligible
communication time between any two cores, the speedup is bounded by [33, 37]

(2.11) S ≤ min

(
N

k
,

fine time

coarse time

)
The bound (2.11) shows that the coarse propagator should be really cheap and fast
in order to get a good speed up but at the same time there will be more Parareal
iterations which will reduce the speedup according to the first bound. Thus the
optimal speedup must balance the two bounds in the best possible way.
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3 Introducing time parallelisation The inner loop of the incremen-
tal 4D-Var remains the least scalable component due to the use of lower resolution
models [23]. This limitation arises from having fewer grid points available for dis-
tributing across cores when producing the analysis increment. In fact, parallelising
the inner loop is by no means trivial. The most obvious choice for minimisation within
the inner loop is the conjugate gradient method, one of the Krylov-subspace based
methods. It is constructed on the principle of finding higher level Krylov subspaces
at each iteration, relying on the initial gradient (or residual) of the cost function.
These gradients are updated at the end of the iteration and are used to build the next
Krylov subspace [13]. However these iterations are inherently sequential, leaving par-
allelising the computations within the iteration as the only alternative to parallelising
the minimisation iterations themselves.

Our approach is as follows. Each minimisation iteration of an incremental 4D-
Var (or inner loop) cycle begins with a forward integration of the linear model (2.6)
to calculate the quadratic cost function value. An immediate way to introduce time
parallelisation is to use Parareal algorithm for the forward model integration. To see
how this could be done, let us suppose the length of one data assimilation cycle to be
T which is made up of N time windows. Consider the case of a linear forward model
for the state vector δx ∈ Rn

(3.1)
δx0 = δx(t0)

δxi+1 = Fiδxi, i = 1, . . . N

The model operator Fi : Rn → Rn is the same as the one used in (2.6) and so

(3.2) Fi =
∂F

δx

∣∣∣
x=xi

For the sake of simplicity we remove the background term xb from the data assimi-
lation cost function since it is not affected by time integration. We also assume that
there is only one observation y ∈ Rn of the whole state vector at the end of integra-
tion time tN = T . Doing so the observation operator H is an identity map for each
time ti and the minimisation problem is well posed. As a further simplification, the
covariance matrix Ri is set to be equal to the identity matrix. Our cost function can
be written as

(3.3) J(δx0) =
1

2

∥∥∥( N∏
i=1

Fi

)
δx0 − y

∥∥∥2
2

Remark 3.1. In the rest of this manuscript instead of writing the composition of
the discrete model operators Fi at a model state δxi as

∏N
i=1 Fi each time we are

going to use the block FN for F1F2 · · ·FN for convenience and it is just an abuse of
the notation.

Thus we have,

(3.4) J(δx0) =
1

2
∥FNδx0 − y∥22

with gradient,

(3.5) ∇J(δx0) = (FN )T (FNδx0 − y)
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where (FN )T is the adjoint of the operator FN . To carry out computation of the
forward model by a Parareal based operator, we accordingly define a Parareal based
integrator P(k) over [0, T ] such that

(3.6) P(k) δx0 = δxk
N

which acts on an initial condition δx0 and gives Parareal solution at the last time
window N after k iterations. The gradient of the cost function is then approximated
by

(3.7)
∇J(δx0) ≈ (FN )T (P(k) δx0 − y)

def
= ∇̃J(δx0)

Note that we kept the same adjoint for the gradient i.e. (FN )T and not the adjoint
of P(k). Now minimising the original cost function in (3.4) requires finding δx0 such
that gradient ∇J(δx0) is 0. This equates to solving the linear system

(3.8) Aδx = b

where A = (FN )TFN , b = (FN )Ty. Similarly, the corresponding approximate linear
system writes

(3.9) Aparaδx = b

where Apara = (FN )T P(k).

Remark 3.2. In realistic applications, matrix H is typically low-rank rather than
the identity, meaning we observe only a subset of the full state variable. This af-
fects the conditioning of the minimisation which can be improved by adding more
observations at different times. Additionally, we need to introduce observation-error
covariance matrix R to account for uncertainties. If observations yi are available
at times ti, our approach can be extended to this general case by solving the linear
system Ax = b where

(3.10) A =
1

p

p∑
i=1

(HiF
Ni)TR−1

i HiP
i(k), b =

1

p

p∑
i=1

(HiF
Ni)TR−1

i yi

and FNi ,Pi(k), Ri, and Hi are evaluated at time ti.

The exact linear system Ax = b is usually solved using the conjugate gradient (CG)
method since the matrix A is symmetric. But as the corresponding approximate
matrix Apara = (FN )TP(k) is non-symmetric, there is a big possibility that CG will
not give the desired solution and thus the correct gradient value of our cost function.
We address this challenge by using an inexact Krylov subspace method [19, 4] which is
based on a counter-intuitive principle that the error in the matrix-vector multiplication
is allowed to grow as iterations progress [38, 42]. By doing so, same accuracy levels
for the minimisation process can be maintained as expected with the usual (exact)
Krylov subspace methods. In the next section we discuss about the inexact conjugate
gradient method, a kind of inexact Krylov subspace method.

4 Inexact conjugate gradient method In this section we talk about
the inexact conjugate gradient method proposed by Gratton et al. [20] and then
introduce our own modified version of this method with the Parareal operator P(k)
embedded in it.
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4.1 Formulation The inexact conjugate gradient method (hereafter referred
to as inexact CG) provides a way of allowing inaccuracies in matrix-vector multiplica-
tions when solving convex optimisation problem. The method monitors the decrease
in the quadratic q(δx) = 1

2 δx
TAδx− bT δx. The quadratic change is directly linked

to the energy norm of the residual r(δxj) = Aδxj − b [20, §2], offering an improved
stopping minimisation criterion in terms of avoiding under- or over-solving.

Let Ej denote the error in the matrixA at inexact CG iteration (hereafter referred
to as icg-iteration) j such that for corresponding conjugate direction vector pj we have
access to the matrix-vector product (A + Ej)pj . The presence of error Ej results
in the computed residual rj being different from r(δxj). Let the size of perturbation
matrix size Ej be measured in the primal-dual norm defined as

(4.1) ∥Ej∥A−1,A = sup
δx ̸=0

∥Ejδx∥A−1

∥δx∥A
= ∥A−1/2EjA

−1/2∥2

For some permissible bound on the error norm ∥Ej∥A−1,A at icg-iteration j, if the
inexact residual norm ∥rj∥A−1 and the residual gap norm ∥r(δxj) − rj∥A−1 can be
suitably bounded, then the change in the quadratic can be controlled. The following
theorem captures the essence of this idea.

Theorem 4.1 (From [20]). Let ϵ > 0 and let ϕ = (ϕ0, ϕ1, · · · , ϕj−1)
T ∈ Rj be a

positive vector satisfying

(4.2)

j∑
i=1

1

ϕi
≤ 1

Suppose that

(4.3) ∥Ei∥A−1,A ≤ ωi =

√
ϵ ∥b∥A−1∥pi∥A

2ϕi+1∥ri∥22 +
√
ϵ ∥b∥A−1∥pi∥A

for all i ∈ {0, ..., j− 1}, with pi being the conjugate direction at icg-iteration i. Then

(4.4) ∥r(δxj)− rj∥A−1 ≤
√
ϵ

2
∥b∥A−1

Additionally if

(4.5) ∥rj∥A−1 ≤
√
ϵ

2
∥b∥A−1

then

(4.6) |q(δxj)− q(δx∗)| ≤ ϵ|q(δx∗)|.

Remark 4.2. Due to increasing error in the matrix-vector product, search direc-
tions pj are no longer conjugate to each other and the (inexact) residuals lose their
orthogonality. While the theorem assumes that the inexact residual norm ∥rj∥A−1

eventually becomes smaller, it is not guaranteed. Adding a reorthogonalisation step
could ensure that the residuals converge to zero after at most n steps.
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4.2 Controlling error with Parareal stopping criteria In Theorem 4.1,
the residual gap is kept under controlled precision provided that ∥Ej∥A−1,A is bounded
by the quantity ωj . In our case the E matrix, by construction, at any Parareal
iteration k is given as

(4.7)

E(k) = Apara −A

= (FN )TP(k)− (FN )TFN

= −(FN )T (FN −P(k))

It can be said that ωj acts as a threshold for how large an error can be allowed at
a particular icg-iteration j by controlling the number of Parareal iterations k. As it
will be seen in our numerical experiments (section 5), the use of ∥Ej(k)∥A−1,A does
not provide a refined enough stopping criterion for our application. We show in the
following that it is preferable to bound the product of the error matrix E with the
vector pj and that an estimate for this product can be easily obtained in the context
of Parareal. In the proof of Theorem 4.1, the bound (4.4) is obtained by using the
inequality

(4.8) ∥Ejpj∥A−1 ≤ ∥Ej∥A−1,A∥pj∥A ≤ ωj∥pj∥A

Upon observation, we found that utilising ∥Ejpj∥A−1 instead of ∥Ej∥A−1,A for the
Parareal stopping criterion gives much better results. To bound our new norm we
introduce a new quantity ξj which satisfies,

(4.9) ∥Ejpj∥A−1 ≤ ωj∥pj∥A = ξj

Thus from (4.3) the value of ξj can be obtained as

(4.10) ξj =

√
ϵ ∥b∥A−1∥pj∥2A

2ϕj+1∥rj∥22 +
√
ϵ ∥b∥A−1∥pj∥A

The following theorem encapsulates the modifications discussed above. The proof is
almost identical to the proof of theorem 1 in [20], and uses lemma 2 of the same paper.

Theorem 4.3. In Theorem 4.1, condition (4.3) is replaced by

(4.11) ∥Ej(k)∥A−1,A = sup
δx ̸=0

∥Ej(k) δx∥A−1

∥δx∥A
≤ ξj/∥pj∥A

However, using the fact that

(4.12) ∥Ej(k)pj∥A−1 ≤ ∥Ej(k)∥A−1,A∥pj∥A

we can get a tighter bound, while retaining the validity of the theorem.

4.3 Other feasible approximations So far the method has been discussed
from a theoretical point of view with an assumption that the quantities or norms
concerning the matrix A and its inverse are accessible. But realistically one might
not even have access to the matrix A, let alone its inverse. Thus in practice Gratton
et al. [20, §3.2-3.4] proposed the following approximations:

• ∥pj∥A ≈
√

1
n Tr(A) ∥pj∥2

• q(δxj) ≈ qj
def
= − 1

2b
T δxj
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• ∥b∥A−1 =
√
2|q(δxj)∥ ≈


∥b∥2

µmax(A)
, j = 0√

2 |qj |, j = 1, · · · , jmax

• Termination criterion (4.5) by qj−d − qj ≤ 1
4 ϵ|qj | for some integer d

Remark 4.4. The quality of approximation for q has been discussed in Sec 3.3 of
Gratton et al. In the presence of matrix-vector product errors, the equality

(4.13) q(δxj) = − 1
2b

T δxj

may no longer hold. However, q(δxj) remains close to qj if the inexactness of the
matrix-vector products are controlled in the same way as in Theorem 4.1 (see Sec 3.3,
Theorem 2).

Since we have a modified stopping criterion involving A−1 norm, we also require an
approximation for ∥Ejpj∥A−1

4.4 Approximation to ∥Ejpj∥A−1 We found that we can replace ∥Ejpj∥A−1

by another equivalent and computable quantity as proved in the theorem below.

Theorem 4.5. If F is invertible, ∥Ej(k)pj∥A−1 = ∥P(k)pj − FNpj∥2 irrespec-
tive of the choice of Parareal approximation. P(k)pj is the Parareal approximation

at iteration k with pj as the initial condition and FNpj is the corresponding exact
solution.

Proof. We have,

∥Ej(k)pj∥A−1 =
〈
Ej(k)pj ,A

−1Ej(k)pj

〉
=
〈
(FN )TFN − (FN )TP(k)]pj , [(F

N )TFN ]−1

[(FN )TFN − (FN )TP(k)]pj

〉
=
〈
(FN )T [(FN −P(k))pj ], [(F

N )TFN ]−1 (FN )T [(FN −P(k))pj ]
〉

=
〈
(FN −P(k))pj , F

N [(FN )TFN ]−1 (FN )T [(FN −P(k))pj ]
〉

=
〈
(FN −P(k))pj , [F

N (FN )†] [(FN −P(k))pj ]
〉

where (FN )† is the Moore-Penrose generalised inverse or pseudo-inverse of FN . Thus
when F is invertible (i.e. (FN )† = (FN )−1) we have

∥Ej(k)pj∥A−1 =
〈
(FN −P(k))pj , (F

N −P(k))pj )
〉

=
〈
FNpj −P(k)pj , F

Npj −P(k)pj

〉
= ∥P(k)pj − FNpj∥2

In the general case there is no guarantee that F is invertible so we can only say that
∥P(k)pj − FNpj∥2 may be a good approximation for ∥Ejpj∥A−1 .

We managed to replace a quantity which involves the A−1 norm to a quantity
which needs the 2-norm. Obviously, what remains is to find an approximation for
FNpj since running the fine solver F each time is computationally not feasible. The
idea is to approximate ∥Ejpj∥A−1 as

(4.14) ∥Ejpj∥A−1 = ∥P(k)pj − FNpj∥2 ≈ ∥P(k)pj −P(k + 1)pj∥2
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This is achieved by computing the difference between successive Parareal iterates in
the 2-norm. As the Parareal iteration k increases the iterate P(k + 1)pj gets closer

and closer to FNpj . Consequently, we only have to run Parareal to a point where the
Parareal stopping criterion is met (bounded by the value of ξj). That is, at each icg-
iteration j we increment the Parareal iterations k by 1 until the condition ∥P(k)pj −
P(k + 1)pj∥2 ≤ ξj is satisfied. However, as a trade-off for using an approximation,
we end up using one more Parareal iteration than needed since the latest Parareal
iterate P(k + 1)pj replaces FNpj to compute the difference with the last Parareal
iterate P(k)pj (see Algorithm 4.1).

Algorithm 4.1 Approximation for FNpj

1: Given: icg-iteration j, direction vector pj
2: Run 2 Parareal iterations for initial state pj
3: Set k = 1
4: while true do
5: Compute e = ∥P(k)pj −P(k + 1)pj∥2
6: if e > ξj then
7: Run one more Parareal iteration and set k = k + 1
8: else
9: break

10: end if
11: end while
12: Store the Parareal iterate P(k)pj for computing the matrix-vector product

4.5 Inaccuracy budget Until now we have not talked about the role of ϕj

in Theorem 4.1, which can be used to manage the inaccuracy budget [20, §3.1]. By
inaccuracy budget we mean adjusting the error tolerance ωj for icg-iteration j by
distributing the unused inaccuracy between the error bound ξj and the actual error
norm ∥Ejpj∥A−1 to subsequent icg-iterations. This allows for a larger error in the
matrix-vector product and thus using fewer number of Parareal iterations.

Suppose for a given ϕj+1 we obtain ∥Ejpj∥A−1 = ξ̂j ≤ ξj . The corresponding ξj

can be obtained from ξ̂j(ϕ̂j+1) in (4.10) as

(4.15) ϕ̂j+1 =
(∥pj∥A − ξ̂j)

ξ̂j

√
ϵ∥b∥A−1∥pj∥A

2∥rj∥22
> ϕj+1

We distribute the inaccuracy evenly in the remaining jmax − j − 1 icg-iterations the
same way as in the original method [20] with jmax being the maximum icg-iterations
allowed. Algorithm 4.2 implements inexact CG using all the manipulations done by
including the inaccuracy budget, other feasible approximations, and Parareal stop-
ping criterion involving ∥Ejpj∥A−1 . In the next section we are going to analyse the
results of the Parareal and data assimilation coupling using various settings of the
minimisation algorithm.

5 Numerical experiments We remind the reader that the primary goal
of our approach is to improve the theoretical speedup (as introduced in subsec-
tion 2.3.1) of the inner loop in incremental 4D-Var using Parareal. This is accom-
plished by using a modified Parareal stopping criterion within inexact CG.

In this section, we numerically demonstrate how the theoretical speedup is im-
proved by running a series of minimisation experiments with different versions of
CG and inexact CG. Their performance is compared in terms of the total number of
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Algorithm 4.2 Inexact CG with all approximations

1: Given: Symmetric positive definite matrix A ∈ Rn×n, right hand side vector b ∈ Rn, tolerance
ϵicg

2: Set δx0 = 0, r0 = −b, p0 = r, β0 = ∥b∥22, u1 = b/β0, ϕ0 = jmax, Φ0 = 1
3: for j = 0, · · · jmax do
4: Compute the approximation to ∥pj∥A
5: Determine ξj from the equation (4.10)
6: for k = 1, · · · , N − 1 do
7: Run Parareal with k + 1 iterations
8: Calculate e = ∥P(k + 1)pj −P(k)pj∥2
9: if e < ξj then

10: Set ξ̂j = e
11: break
12: end if
13: end for
14: Compute the product cj = (FN )TP(k)pj

15: Find ϕ̂j from ξ̂j
16: Φj+1 = Φj − ϕ̂−1

j
17: if j < jmax then
18: ϕj+1 = (jmax − j)/Φj+1

19: else
20: ϕj+1 = ϕj

21: end if
22: αj = βj/p

T
j cj

23: δxj+1 = δxj + αjpj
24: rj+1 = rj + αjcj
25: Jj+1 = 1

2
bT δxj+1

26: if (Jj+1−d − Jj+1) ≤ 1
4
ϵicg|Jj+1| then

27: break
28: end if
29: if (reorth) then
30: for i = 1, · · · , j do
31: rj+1 = rj+1 − (uT

i rj+1)ui

32: end for
33: βj+1 = rTj+1rj+1

34: uj+1 = rj+1/
√

βj+1

35: else
36: βj+1 = rTj+1rj+1

37: end if
38: pj+1 = −rj+1 + (βj+1/βj)pj
39: end for

Parareal iterations and the average Parareal iterations per CG/inexact CG iterations.
The results are presented for the following versions:

• CG with exact matrix-vector products.
• CG with inexact matrix-vector products (through Parareal).
• Inexact CG with original Parareal stopping criterion.
• Inexact CG with modified Parareal stopping criterion.
• Inexact CG with all approximations, modified Parareal stopping criterion,
(subsections 4.3 and 4.4), and inaccuracy budget (subsection 4.5).

To carry out these experiments, we first set up our numerical model, construct
the Parareal propagators F and G, and define the data assimilation cost function.

5.1 Numerical setup Before proceeding, we make the reader aware that we
are going to use the notation “x” for the increment “δx” throughout this section for
simplicity. For illustrations we use the linearised one-dimensional shallow water equa-
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tions [21, 18, 41], a simple model describing some important geophysical phenomena.
The equations are given by

(5.1)

∂η

∂t
= −H

∂u

∂x
∂u

∂t
= −g

∂η

∂x
+ µ

∂2u

∂x2

Here u is horizontal velocity, η is free surface elevation, g is gravity, H is a constant
reference depth, and µ is the diffusion constant. An explicit diffusion term is added
to account for the unresolved small scales in terms of the resolved large scales also
known as the closure of the system [7, 43]. The physical domain Λ = [0, L] is closed
and the physical values are provided in Table 1.

Table 1
Domain and physical parameters for the linearised 1D shallow water model

Shallow water parameters values
Length of the basin L = 120m
Reference depth H = 0.9m

Gravity g = 10m.s−2

Diffusion constant µ = 0.15m2.s−1

5.1.1 Spatial discretisation For our model (5.1) we consider a staggered grid
discretisation [10] with ∆x as the spatial stepping size and Nx as the total number
of spatial grid points. Using a second-order centered finite difference scheme in space
leads to an ODE system

(5.2)
dx

dt
= Cx

where
(5.3)

C =



0

−H/∆x
H/∆x −H/∆x

. . .
. . .

H/∆x −H/∆x
H/∆x

g/∆x −g/∆x
g/∆x −g/∆x

. . .
. . .

g/∆x −g/∆x

−2µ/∆x2 µ/∆x2

µ/∆x2 −2µ/∆x2 µ/∆x2

. . .
. . .

. . .

µ/∆x2 −2µ/∆x2


and x =

(
η1/2, . . . ηNx−1/2, u1, . . . uNx−1

)T
is the state vector. In the numerical ex-

periments, we will use number of grid points Nx equal to 120 (∆x = L/Nx = 1m).
The dimension of the state vector is thus equal to n = 2Nx − 1 = 239.

5.1.2 Temporal discretisation and Parareal propagators Now to solve
the linear ODE system (5.2) numerically in time, we use an implicit theta scheme.
Let q be the index for the temporal grid and ∆T be the time-stepping size. We have

(5.4) xq+1 = [ I− θ∆TC ]−1 [ I+ (1− θ)∆TC ]xq, q = 0, 1, · · ·

where 0 ≤ θ ≤ 1. Next, we construct the fine and coarse propagators F and G
respectively for implementing the Parareal algorithm. Let Ω = [0, T ] be the time



TIME-PARALLEL DATA ASSIMILATION 13

domain such that T is the total time period of integration, N is the total number of
time windows and ∆T is the length of one time window. For each time window, let
Nfine and Ncoarse be the number of fine and coarse time steps respectively. Clearly
Ncoarse has to divide Nfine. If δt is the fine step length, then the coarse step length
∆t can be calculated as

(5.5) ∆t =
∆T

Ncoarse
=

δt×Nfine

Ncoarse

Also, T = Ncoarse∆tN = NfineδtN . The fine and coarse propagators are defined as

(5.6)
F =

{
[I− θδtC]−1[I+ (1− θ)δtC]

}Nfine

G =
{
[I− θ∆tC]−1[I+ (1− θ)∆tC]

}Ncoarse

In our experiments the fine time step δt is defined based on the criterion:

(5.7) δtmax |λC| ≤ ωmax

where λC is an eigenvalue of C and ωmax is some constant. The parameter values
used for Parareal are put in Table 2.

Table 2
Parareal parameters for the linearised 1D shallow water model

Parareal parameters values
Number of time windows, N 20
Theta parameter, θ 0.51
Number of fine time steps per time window, Nfine 100
Number of coarse time steps per time window, Ncoarse 20
Fine time step, δt 0.05s
Coarse time step, ∆t 0.25s
Courant number, ωmax 0.29
Total time period of integration, T 100s

Since an explicit diffusion term (µ∂2u
∂x2 ) is included in our 1D model, it is important

to examine how varying the diffusion constant µ affects Parareal’s convergence. Fig-
ure 2 shows the impact of µ on the total Parareal iterations required to solve system
(5.2). Note that µ must be chosen such that

(5.8) µ
δt

δx
≤ 1

2

where the quantity on the left is the parabolic Courant number. We find that Parareal
requires 15 iterations when no diffusion is applied (µ = 0), compared to 6 Parareal
iterations when µ = 1. Figure 3 further shows the impact of diffusion values on the
solution at the end of integration time. As expected, increasing µ reduces the Parareal
iterations but also strongly damps the solution. For our experiments, µ = 0.15 strikes
a balance between reducing Parareal iterations and introducing only a slight damping
(dotted line in Figure 3). This choice corresponds to the parabolic Courant number
equal to 0.0075.

5.1.3 Data assimilation cost function Having defined x = (η,u)T and F,
we can finally write our data assimilation cost function as

(5.9) min J(x0) =
1

2

∥∥FNx0 − y
∥∥2
2
+

α

2

∥∥∥dx0

dx

∥∥∥2
2
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Fig. 2. Total Parareal iterations when the diffusion constant µ varies in the 1d model. A sharp
decline is seen in the Parareal iterations when µ increases before reaching a point where the Parareal
iterations almost remain unchanged.
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Fig. 3. Effect of varying µ on the model solution at the end of integration time for free surface
η (left) and velocity u (right). As expected, a significant damping is observed when a higher µ is
used on the model.

where we use a regularisation term with regularisation constant α to improve the
conditioning of A = (FN )TFN . Without regularisation and with the computational
parameters given in Table 1 and Table 2, κ(A) ≈ 2.98×1018 which is extremely large.
The following parameters values are used for data assimilation as shown in Table 3.

Table 3
Data assimilation parameters for the linearised 1D shallow water model

Data assimilation parameters values

Regularisation constant α = 10−5

Initial free surface value η0(x) = exp
{[

(x− L/2)/(L/15)
]2}

Initial velocity value u0(x) = 0 ∀x

Remark 5.1. A standard regularisation term could have been α∥x0∥, but our pri-
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mary interest is to explore the model dynamics using Parareal and how it impacts
the minimisation without constraining the initial state. Instead we use a regularisa-
tion term based on the spatial second derivative of the initial state to improve the
conditioning of the Hessian. It also ensures the smoothness or stability of the numeri-
cal experiments by controlling high-frequency variation or abrupt spatial or temporal
changes in the solution.

The conditioning of the regularised cost function after using the regularisation con-
stant given in Table 3 is κ(A) ≃ 106. The gradient also changes to

(5.10) ∇J(x0) = (FN )T (FNx0 − y) + αQ2x0

where Q2 =
1

∆x2
QT

1 Q1 and

(5.11) Q1 =



−1 1

. . .
. . .

−1 1
−1

0

0

−1 1

. . .
. . .

−1 1
−1


.

Each diagonal block matrix in Q1 is of size Nx − 2 × Nx − 2 and so Q1,Q2 ∈
R2(Nx−2)×2(Nx−2). Therefore, A = (FN )TFN + αQ2.

In the subsequent subsections, we demonstrate how the performance of minimi-
sation changes when transitioning from CG without Parareal to CG with Parareal,
and finally to inexact CG with Parareal. We also show how the incorporation of
feasible approximations and the adoption of a modified Parareal stopping criterion
within inexact CG significantly enhance Parareal’s performance. The results for inex-
act CG follow from Theorem 4.1. Specifically once the quadratic change q(xj)−q(x∗)
is bounded by the required precision level (4.6), the corresponding xj represents the
retrieved optimal initial state.

5.2 Conjugate gradient (CG) We begin by examining the performance of
CG using the 1D shallow water model with exact matrix-vector multiplication is used.
Note that this corresponds to using CG without Parareal. For a given CG tolerance
ϵcg, the minimisation ends when

(5.12) ∥r(xj)∥2 ≤ ϵcg.

Figure 4 below shows the evolution of the residual ∥r(xj)∥2 (solid line) with respect to
the CG iterations for ϵcg = 10−4 (dashed line). It can be seen that the minimisation
terminates after 24 iterations.

5.3 Conjugate gradient with Parareal Our next step is to evaluate the
performance of CG when Parareal is introduced. In this case, the matrix-vector
products are computed using Parareal, with their accuracy depending on the fixed
Parareal stopping tolerance ϵp. It is important to note that the exact Parareal preci-
sion required to match the performance of CG without Parareal (exact matrix-vector
product) is not known beforehand.

To determine the optimal ϵp, a hit-and-trial strategy is followed by running CG
with arbitrary Parareal tolerances. For simplicity, we choose ϵp = 10−6, which corre-
sponds to the minimum of the {ξj}j values produced by inexact CG (as discussed in
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CG iteration j

10−4

10−3

10−2

10−1

‖r
(x

j)
‖ 2

Fig. 4. CG when matrix-vector products are exact and Parareal is not used. Minimisation
terminates after 24 iterations when the residual norm ∥r(xj)∥2 (solid) becomes less than the chosen

tolerance ϵcg = 10−4 (dashed).

subsection 5.3.3). It is important to emphasise note that this choice is used solely for
comparison purposes and is not practically available, as it requires a prior run of in-
exact CG. Figure 5 shows the result of minimisation when ϵcg = 10−4 and ϵp = 10−6.
The minimisation ends after 24 CG iterations with a total of 191 Parareal iterations.
This corresponds to an average of 7.96 Parareal iterations per CG iteration, which will
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Fig. 5. CG when matrix-vector products come from Parareal prescribed a fixed Parareal tol-
erance ϵp. Left image shows identical residual norm values as in Figure 4 when CG tolerance
ϵcg = 10−4 (dashed) and ϵp = 10−6 are used. Right image shows the evolution of Parareal itera-
tions with CG iterations.

be shown to be slightly higher than the average of 6.25 Parareal iterations (as in sub-
section 5.3.3) when using inexact CG. This result highlights the need for an adaptive
Parareal within the inexact CG framework, demonstrating its advantage over fixed ϵp
obtained through hit-and-trial.

To further assess CG performance in terms of the relative error in the 2-norm of
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the residual and the total number of Parareal iterations, Figure 6 presents the results
for CG with ϵp = 10−5, 10−6 and 10−7 are used. The relative error in the 2-norm of
the residual is defined as

Relative error in the 2-norm of residual =

∣∣ ∥rj∥2 − ∥r(xj)∥2
∣∣∣∣ ∥r(xj)∥2

∣∣
Initially, the relative error is low and nearly identical for all three cases. However,
after a few CG iterations it begins to vary, becoming smaller for smaller ϵp. The
relative error also gradually increases with each CG iteration, suggesting that a lower
Parareal precision is needed near the end of the minimisation. As expected, a smaller
ϵp implies more Parareal iterations and vice-versa.
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Fig. 6. Relative error in the 2-norm of the residual (left) and the corresponding Parareal
iterations k (right) for fixed values of ϵp = 10−5 (dashed), ϵp = 10−6 (dotted), and ϵp = 10−7

(dashdot) when using CG.

5.3.1 Inexact conjugate gradient using Parareal We now present the re-
sults of our experiments using inexact CG, with the CG results serving as a reference
for comparison. As noted earlier, CG and inexact CG use different stopping criteria:
CG uses the 2-norm of the residual, while inexact CG relies on the A−1 norm (see
Theorem 4.1). To ensure both methods follow the same stopping criterion we see from
(4.5) that inexact CG terminates when, for a given value of ϵicg,

(5.13) ∥rj∥A−1 ≤
√
ϵicg

2
∥b∥A−1 .

Rearranging the terms for equality, we find

(5.14) ϵicg =

(
2 ∥rj∥A−1

∥b∥A−1

)2

.

To determine the value of ϵicg corresponding to the CG stopping tolerance, we use
the value of ∥rj∥A−1 at convergence (last CG iteration) (from Figure 5) and deduce
ϵicg using equation (5.14). In this case, ϵicg = 1.12× 10−7.

We first show the results of inexact CG when the original Parareal stopping
criterion (∥Ej∥A−1,A bounded by ωj in (4.3)) is used in Figure 7.
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Fig. 7. Inexact CG following Gratton et al. with original Parareal stopping criterion
∥Ej∥A−1,A ≤ ωj . The left image shows the residual norm ∥rj∥A−1 (dashdotted), inexact CG stop-

ping tolerance 1/2
√
ϵicg∥b∥A−1(dotted), bound for the error norm ωj (densely dashdotted), residual

gap norm ∥r(xj) − rj∥A−1 (loosely dotted), and the cost function change |J (xj) − J (x∗)| (densely
dashed) which is bounded by the quantity ϵicg|J (x∗)| (dashed). The right image shows the evolution
of corresponding Parareal iterations k with icg-iterations j. No approximations are used.

Remark 5.2. Throughout the manuscript we will adhere to the same line style
coding for quantities used in Figure 7 across different inexact CG configurations.

As a reminder from Theorem 4.1 inexact CG terminates when both

(5.15) ∥rj∥A−1 ≤
√
ϵicg

2
∥b∥A−1 and ∥r(xj)− rj∥A−1 ≤

√
ϵicg

2
∥b∥A−1

and we have |J (xj) − J (x∗)| ≤ ϵicg |J (x∗)|. From Figure 7 that at the end of the
minimisation the conditions of Theorem 4.1 are well satisfied. The minimisation
ends after 24 icg-iterations involving a total of 436 Parareal iterations. On average,
18.2 Parareal iterations per icg-iteration are used which is almost equal to the total
number of time windows (N = 20). This implies negligible speedup since convergence
is achieved only during the second last or last iteration. The use of ∥Ej∥A−1,A for
deriving the Parareal stopping criterion leads to a suboptimal algorithm.

5.3.2 Illustration of the modified Parareal criterion Here we demon-
strate the significant reduction in the number of Parareal iterations when switching
from the original to the modified Parareal stopping criterion for inexact CG. Figure 8
below compares the two criteria for a particular icg-iteration j. The left image on uses
the original criterion (involving ∥Ej∥A−1,A), while the right image uses the modified
criterion (involving ∥Ejpj∥A−1). A substantial difference is evident: only 6 Parareal
iterations are required with the modified criterion compared to 19 Parareal iterations
with the original criterion. If we look at the definition,

(5.16) ∥Ej∥A−1,A = sup
δx̸=0

∥Ejδx∥A−1

∥δx∥A
we observe that ∥Ej∥A−1,A does not involve the conjugate direction vector pj as a
product with Ej . Theoretically, as j increases we would expect ∥pj∥A → 0, which
should lead to decreasing ∥Ejpj∥A−1 values. However, since pj is absent in the
original criterion, the relatively high values present the most pessimistic case.
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Fig. 8. Comparison of original (left) and modified (right) Parareal stopping criterion. The
norm values (solid) satisfy the corresponding tolerances ωj (dashed) and ξj (dotted) for a given
icg-iteration j. A big difference can be seen with the original criterion taking a lot more Parareal
iterations than with the modified criterion.

The benefits of using the modified Parareal stopping criterion for inexact CG are
shown in Figure 9. While the minimisation again ends in 24 iterations, the total num-
ber of Parareal iterations is significantly reduced to 132, compared to 436 Parareal
iterations in subsection 5.3.1). This corresponds to an average of 5.5 Parareal itera-
tions per icg-iteration, a big improvement.
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Fig. 9. Inexact CG following Gratton et al. but now with modified Parareal stopping criterion
∥Ejpj∥A−1 ≤ ξj . The new quantity ξj (dashdotdotted) on the left image is the bound for ∥Ejpj∥A−1 .
Still no approximations are used. The number of Parareal iterations k required at a given icg-
iteration j is plotted on the right image.

Note that we no longer have to fix the Parareal tolerance ϵp a priori. The modified
Parareal criterion allows inexact CG to use Parareal adaptively since its tolerance (ξj)
adjusts with every icg-iteration. Additionally, Figure 9 includes the quantity ωj to
show that while the permissible matrix-vector product error (∥Ej∥A−1,A) gradually
increases with icg-iterations, them method still converges and maintains the same
level of accuracy as CG.
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5.3.3 Inexact conjugate gradient with practical estimates In this sub-
section we are going to use the derived estimate of ∥Ejpj∥A−1 for the modified
Parareal stopping criterion. Recall that the approximation is given as

(5.17) ∥Ejpj∥A−1 ≈ ∥P(k + 1)pj −P(k)pj∥2

To assess the accuracy of our approximation, Figure 10 compares the exact and ap-
proximate values of ∥Ejpj∥A−1 for some icg-iterations. It can be seen that both exact
and approximate values align, providing a nice approximation of ∥Ejpj∥A−1 by the
end of the Parareal iteration (where the Parareal stopping criterion is satisfied by ξj).
Figure 11 further illustrates the results of using approximate ∥Ejpj∥A−1 in the mod-
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Fig. 10. Comparison of the exact (solid) and approximate (dashed) values of ∥Ejpj∥A−1 for
icg-iterations 1, 2, 10, 15, 20, 24. The relatively close values at each Parareal iteration suggest that
the approximation is a good one.

ified Parareal criterion for inexact CG. The minimisation performs 24 icg-iterations
and a total of 153 Parareal iterations, resulting in an average of 6.375 Parareal it-
erations per icg-iterations. If we compare Figure 11 and Figure 9 (result with exact
∥Ejpj∥A−1), minimal differences can be observed on the left images among various
quantities. The only difference is noticed on the right images where inexact CG with
approximated ∥Ejpj∥A−1 requires one more Parareal iteration per icg-iteration due
to the construction of our approximation (the use of P(k + 1)).

Finally we present the main result of our work in Figure 12 which uses practical
estimates for all the remaining norms (from subsection 4.3), approximate ∥Ejpj∥A−1 ,
and the inaccuracy budget within inexact CG. This result follows from Algorithm 4.2
which also requires value of an integer d (d = 2 in this case) used for the inexact CG
termination criterion (4.5). Even after using all approximations, we see that inexact
CG gives similar results to the other variants of inexact CG discussed above. The
minimisation ends after 24 iterations and needing a total of 154 Parareal iterations.
On average, the number of Parareal iterations per icg-iteration remains 6.4. The
maximum possible speedup is bounded by a factor of

(5.18) S =
number of time windows

average Parareal iterations per icg-iteration
=

20

6.4
≈ 3.12
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Fig. 11. Inexact CG using modified Parareal stopping criterion but now with approximation
for ∥Ejpj∥A−1 obtained in subsection 4.4. The minimisation result and the corresponding required
Parareal iterations k are shown on left and right images respectively. We end up using one more
Parareal iteration per icg-iteration due to the approximation used.
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Fig. 12. Inexact CG using: approximation for ∥Ejpj∥A−1 , practical estimates from subsec-
tion 4.3, and the inaccuracy budget from subsection 4.5. The results are almost identical to Figure 11
showing that even after all the approximations the algorithm performs well.

To check the accuracy of the obtained initial state from inexact CG, we compare
the contour plots of the solution from inexact CG with the exact solution for the whole
time domain as shown in Figure 13. By inexact CG solution and exact solution , we
mean the solutions obtained by applying the fine solver F to the initial state retrieved
from inexact CG and to the given initial state respectively. The free surface values η
and velocity values u are plotted separately on the top and bottom row of Figure 13
respectively. Visual inspection of Figure 13 shows minimal differences, indicating that
the retrieved initial state is sufficiently accurate. Additionally, Figure 14 presents a
contour plot of the error between the exact solution and the inexact CG solution,
confirming that the errors are indeed small.
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Fig. 13. Contour plots of the iterative solution (left column) and exact solution (right column)
for free surface (first row) and velocity (second row). The iterative and exact solution are obtained
by running the fine solver on the initial state retrieved by inexact CG and on the given (exact) initial
state respectively. A first glance suggests that the retrieved initial state is very close to the exact
initial state.

6 Conclusion and Future Work In this paper we focused on time
parallelising the inner loop of the incremental 4D-Var by utilising Parareal for the
tangent-linear model integration. This led to solving an approximate linear system
using an inexact version of the conjugate gradient method. The advantage of inexact
CG over the usual CG is that it allowed us to adaptively control the required Parareal’s
accuracy. We also proposed a modified precision criterion based on the original crite-
rion which significantly reduced the required number of required Parareal iterations.
Numerical results on the 1D linearised shallow water equations showed that inexact
CG with all approximations outperformed CG with Parareal (with a fixed Parareal
tolerance) by giving a speedup factor of 3.12.

Areas of future work include extending these developments to a more realistic 2D
shallow water model. In that case the inclusion of parameters such as Coriolis force
and additional dimension will make the problem more challenging in terms of size
and complexity. Another point of interest is the introduction of potential time par-
allelism in the adjoint direction, i.e. time parallelism for the backward model (FN )T

in equation (3.5). This aspect has not been explored in our work since the existing
approximation for ∥Ejpj∥A−1 is only valid when exact adjoint is used. If the adjoint
could be parallelised, a natural extension of this idea would involve using asynchro-
nous Parareal iterations [31, 30] where the algorithm runs without a synchronisation
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Fig. 14. Contour plots depicting the error between the inexact CG solution and exact solution
for free surface (left) and velocity (right).

point. In that case the forward and adjoint parallel runs could be done simultaneously
without needing to wait for any exchange of information.

Finally, some open questions remain which are worth investigating in the future.
One question is whether the modified modified Parareal stopping criterion derived
here is also suitable for other types of PDEs or data assimilation setup. In the numer-
ical experiments, the residual mismatch norm ∥r(xj)−rj∥A−1 in Figure 9 is noticeably
larger than other examples. This may explain the better Parareal performance, as
less computational effort is spent on making the mismatch unnecessarily small. Ad-
ditionally, in Figure 10 the exact and approximate values of ∥Ejpj∥A−1 agree very
closely. Is this level of agreement generally expected or is there a specific reason that
makes experiments considered particularly amenable.
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