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Abstract

We examine the properties of a recommender algorithm currently
under construction at the Public Employment Service (PES) in France,
before its implementation in the field. The algorithm associates to each
offer-job seeker pair a predicted “matching probability” using a very
large set of covariates. We first compare this new AI algorithm with a
matching tool mimicking the one currently used at the PES, based on
a score measuring the “proximity” between the job seeker’s profile or
preference and the characteristics of the offer. We detail and discuss
the trade-off between matching probability and preference score when
switching from one system to the other. We also examine the issue of
congestion. We show on the one hand that the AI algorithm tends to
increase congestion and on the other hand that this strongly reduces
its performance. We finally show that the use of optimal transport to
derive recommendations from the matching probability matrix allows
to mitigate this problem significantly. The main lesson at this stage
is that an algorithm ignoring preferences and competition in the labor
market would have very limited performances but that tweaking the
algorithm to fit these dimensions improves substantially its properties,
at least “in the lab”.
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Quéré, Chantal Vessereau, Cyril Nouveau, Sebastien Robidou and Thierry Foltier for their
operational support. Christophe Gaillac acknowledges financial support from the grants
ERC POEMH 337665 and ANR-17-EURE-0010. Authors retained full intellectual freedom
throughout this process, all errors are our own.

1



1 Introduction

Job search platforms are becoming critical tools in the job market (Kässi and
Lehdonvirta, 2018). Recommender systems, aiming at easing the matching
between job seekers and offers, are often a key component of these platforms.
These tools have advantages and drawbacks: they can bring important effi-
ciency gains as well as potential threats in the labor market (Autor, 2001). In
fact, these algorithms can jeopardize fairness as they can reproduce or even
deepen inequalities of access to employment (see, e.g., Li et al., 2020; Kasy
and Abebe, 2021).

We are part of a long-term project with the French Public Employment Ser-
vice (PES hereafter) which consists in building a recommendation algorithm,
analyzing its properties and measuring its impact on the labor market. The
goal is to improve the matching of job applications and vacancies thanks to a
wealth of data. On the job seeker side, we have access not only to job search
parameters, but also to detailed demographic data and past unemployment
spells. On the vacancy side, available data includes the detailed parameters of
each vacancy, the textual analysis of its content, as well as the hiring history
of the firms that posted the offers. As shown in the paper, our algorithm
performs well on standard metrics such as the recall@100: in 57% of cases our
algorithm manages to place a future hire in the first 100 recommendations.

Leveraging the fact that we observe the sequence of applications as well as
their outcomes, we associate the score resulting from the algorithm for each job
seeker – vacancy pair, to a “matching probability”. This matching probability
individualizes the notion of a “suitable” vacancy pair (Belot et al., 2018). As
described in the matching literature (see, e.g., Chiappori and Salanié, 2016),
there are unobserved characteristics on both sides of the pair which make a
match uncertain. Later in the paper, we articulate this notion of matching
probability with the competition between jobseekers on a vacancy.

We examine the properties of our recommendation algorithm “in the lab”,
i.e., on a test sample of past data. This is an important phase of our analysis,
which will be followed by the implementation of the recommender system in
the field so as to measure its impact using a series of randomized control
trials (RCT). Two questions are particularly important for us and guide our
analysis. The first is the implicit losses in terms of work conditions that job
seekers would suffer if they followed the recommendations from our algorithm.
Indeed, the recommendations made by the algorithm are intended to maximize
the chances of finding a job. However, job seekers have job search preferences
such as reservation wage, job location, employment contract type and duration,
etc. While our algorithm takes these job search criteria into account, it does
not constrain the resulting recommendations to satisfy these preferences. On
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the contrary, the tools currently available in the PES to make referrals are
based on these preferences: for each job seeker – vacancy pair, a preference
score indicating the level of match between the job seeker’s expectations and
the offer’s criteria is calculated. Vacancies are then ranked according to this
score and the top ranked are referred to job seekers. Such filtering and ranking
tools are quite common on online job search plateform (see, e.g., Chilton et al.,
2010). In this paper, we characterize each job seeker – vacancy pair as a lottery
defined by its chances of success, which is the probability of matching post-
processed from our algorithm and by a preference score inspired from the
referral system currently used by the PES. Hence, we are able to compare two
different approaches to recommender systems: the first one mimics the one
from the PES and consists in maximizing the preference score, whereas the
second one results from our own machine learning algorithm which amounts
to maximizing the matching probability.

Our first result is that the offers from our recommendation algorithm have
match probabilities which improve the return-to-employment chances. At the
median, 12 sequential applications would be necessary to achieve a 50% hir-
ing probability, whereas for the algorithm based on preferences, 54 would be
needed. As expected, these gains in matching probability are obtained at the
expense of a loss on the preference score. We document the nature of this
loss and highlight its heterogeneity. While some job seekers would experience
modest losses on the preference score, for others, potential losses are substan-
tial. These losses correspond to several criteria of the preference score being
unmet. In most cases, the wage criterion is unmet as well as the criterion for
the type of contract sought. Less frequently, criteria related to the skill profile
or to the primary target occupation are also unmet, leading to large losses on
the preference score. The loss on the preference score is also heterogeneous
among job seekers. Those who lose the most in terms of preference score
are the more experienced job seekers, women, and those with low maximal
geographical mobility. Symmetrically, there is also a strong heterogeneity in
matching probability gains. Job seekers who gain the least in terms of match-
ing probability are those with higher reservation wage and who have longer
unemployment duration.

We also examine recommendations that would be generated by maximizing
not the matching probability or preference score, but their product. This can
be interpreted as the maximization of an expected preference score, weighting
the preferences for vacancies by their matching probabilities. Using such an
objective would be more in line with the literature on directed search (see
e.g., Wright et al., 2017; Belot et al., 2018). We show that compared to the
standard use of our recommendation algorithm, the matching probabilities
in this case are only slightly lower. But, on the other hand, the losses in
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preference score are much lower. Although it is dependent on the specific case
considered, this result is encouraging as it shows that it is possible to exploit
the matching potential of the recommender system in a way which preserves
individual preferences. These “in the lab” results highlight the importance of
aligning the scores on which recommendations are made with the expectations
of job seekers.

The second issue we address is congestion. We interpret the matching
probability as an individual and instantaneous probability, independent of the
competition in the labor market. As our algorithm generates recommenda-
tions for each job seeker, it is likely that the same vacancy is recommended
several times. Hence, for some vacancies, recommendations can increase com-
petition for the job. Reversely, they could decrease the number of candidates
applying to other vacancies. We document the distribution of the number
of referrals received by each vacancy and illustrate it by their Lorenz curve
(see also Li et al., 2019; Chen et al., 2019, for related approaches). This ev-
idence illustrates how important it is to take into account this competition
between job seekers. We define a competition-adjusted matching probability
which involves not only the initial individual matching probability but also the
distribution of matching probabilities of job seekers to whom the vacancy is
also recommended. We show that this competition-adjusted matching proba-
bility is substantially lower than the instantaneous matching probability. We
conclude that ignoring competition in the labor market would substantially
reduce the performance of the algorithm.

To solve this problem, we modify the way we derive sets of recommen-
dations from the matching probabilities matrix. Instead of taking for each
individual the vacancy that maximizes the matching probability, we identify
it using optimal transport (see, e.g. Dupuy and Galichon, 2014; Li et al., 2019,
for the use of optimal transport in other matching contexts, especially the
matrimonial market). That is, we consider a global objective which imposes
to distribute the job seekers equally on all the vacancies and vice versa, in-
stead of a succession of individual objectives. We detail the changes associated
with the switch from the individual to the global objective. We document the
resulting variations both on the individual matching probability and on the
competition-adjusted matching probability. Making recommendations based
on optimal transport rather than on individual objectives leads to apparent
losses in matching probabilities. But it also leads to a better distribution of job
seekers over vacancies. As a result, the adjustment of matching probabilities
to account for competition in the labor market is less important when opti-
mal transport is used. We show that the distribution of competition-adjusted
matching probabilities resulting from optimal transport has first order stochas-
tic dominance over the one resulting from individual objectives (i.e., without
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using optimal transport).

This paper is related to several strands of the literature. The first is con-
cerned with the use of recommendation algorithms in the labor market (see,
e.g., Horton, 2017; Li et al., 2020). Our contribution is to build and study the
properties of a highly performing state of the art machine learning algorithm
relying on very large amounts of data. One of the key insights of our analysis is
the following: recommendation algorithms focus on a precise objective - most
of the time, improving the chances of a match - which might be different from
the jobseekers’. This disconnection between the two objectives can result in
substantial losses. Indeed, it is possible that, following the recommendations
made to them, some individuals focus their search on vacancies that are far
from their preferences. The second one pertains to job search behavior in
relation to directed search (see, e.g., Belot et al., 2018, 2019; Wright et al.,
2017). Our modeling of vacancies as a lottery with a matching probability
and a preference score is directly inspired by the literature on directed search.
We identify the components of these lotteries and document their heterogene-
ity. Our work is also related to the literature on preferences for various job
attributes and how ignoring its heterogeneity can lead to frictions (see, e.g.,
Banerjee and Chiplunkar, 2019; Mas and Pallais, 2017). The third studies the
congestion of the labor market and the importance of competition (see, e.g.,
Lazear et al., 2018; Gee, 2019). We show that the congestion of applications on
vacancies is high and that our algorithm increases it. We also show that once
congestion is taken into account, the measured performance of the algorithm
is much lower. The performance of the algorithm, applied at scale, would thus
be substantially lower than if it were applied on a reduced population. Finally,
our work is related to the literature on optimal transport (see, e.g., Galichon,
2016). We show that using optimal transport to obtain recommendations from
our matching probability matrix solves the previous congestion problem to a
large extent and restores the properties of the algorithm.

The paper is organized as follows. Section 2 presents the preference-based
and prediction-based recommender systems. Section 3 compares the different
recommender systems using the preference score and the matching probabil-
ities. Section 4 then analyses the congestion in standard recommendations
and describes our solution based on optimal transport. Appendix A provides
supplemental figures and tables while Appendix B gives additional details on
the standard recommendation algorithm.
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2 Two recommender systems

2.1 A preference-based recommender system

The French PES has developed a matching algorithm which is used to 1)
suggest relevant vacancies to job seekers and 2) suggest relevant job seekers to
recruiters.

This matching algorithm is used for three purposes. First, it is used by
caseworkers to recommend job ads to job seekers. Second, it is used by case-
workers to recommend candidate profiles to recruiters. Third, it is also inte-
grated into each job seeker’s and recruiter’s personal space on the PES website.
The matching is done on few criteria available both on the jobseeker side and
the recruiter side (e.g., salary desired by the jobseeker vs. salary offered in the
job ad). Table 1 lists the characteristics used to define these criteria.

For the purpose of this study we built a recommender-system inspired by
the one used at the PES and based on the same list of criteria. But as we only
had partial access to the recommender system used by the PES, it is likely to
be different.

In practice, the selected criteria are matched with the same exact criteria
on the recruiters’ side (i.e., profile required in the vacancy and characteris-
tics of the proposed job). For each characteristic k, a consistency criterion
ck(i, j) ∈ [0, 1] is defined, corresponding to whether characteristic k of the job-
seeker profile is consistent with the characteristic in the vacancy. For example,
for “reservation wage”, the criterion takes the value 1 if the wage offered in
the vacancy is above the reservation wage in the jobseeker’s profile. For “geo-
graphic mobility”, the criterion takes the value 1 if the distance between the
job location and the jobseeker home-place is below the jobseeker’s maximum
commuting distance. The exact criteria used at the PES share the same prin-
ciples but allow for more smoothness in the definition of the sub-criteria used
for each characteristic.

“Skills” and “Occupation” are important criteria. In his/her individual
profile, a jobseeker enters a primary occupation she is searching for, as well
as a set of skills. The criterion “Occupation” takes value 1 if the occupation
the jobseeker seeks is the exact same occupation as the one entered in the
vacancy, or if it is a close occupation. This proximity is defined according
to an expert-based matrix made available by the PES. The criterion “skills”
corresponds to the adequacy between the skills listed in an individual profile
and the skills listed in the vacancy.

From the jobseeker’s point of view, there are two kinds of inputs to the
algorithm, which are gathered in column (1) and (2) of Table 1. Criteria in
column (1) are listed as “Profile”. The underlying characteristics are consid-
ered difficult to adjust in the short-term. Many of these criteria can be seen
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as components of the utility function of jobseekers. This is especially true for
the criteria in column (2) about job search characteristics.

Profile (CV) Given weight Search criteria Given weight

Skills 1000 Occupation 1000
Diploma 100 Working hours 100
Languages 100 Reservation wage 200
Driving license 100 Geographic mobility 300
Years of experience 100 Duration and type of contract 10

Table 1

Each criterion is then associated with a weight and the final matching score
is the weighted sum of each single match between the criteria of applicants and
the criteria of recruiters:

Πw(i, j) =
K∑
k=1

wkck(i, j)
/ K∑
k=1

wk, (1)

where wk is a set of weights, which is the same for the whole population.

The set of weights we consider is again inspired by the expert-defined one
chosen by the PES. It gives large weights to skills and occupation, reflecting
the priority given to these criteria in the PES algorithm.

Notice that we can also define two sub-scores corresponding to the decom-
position of criteria in the “profile” criteria and “search” criteria. This is given
by:

Πw,Profile(i, j) =
∑

k∈Profile

wkck(i, j)
/ ∑
k∈Profile

wk (2)

for the profile characteristics: skills, diploma, languages, driving license and
year of experience, and by

Πw,Search(i, j) =
∑

k∈Search

wkck(i, j)
/ ∑
k∈Search

wk (3)

for the job search characteristics, namely: occupation, working hours, reser-
vation wage, geographic mobility, duration, and the type of contract.

2.2 A prediction-based recommender system

2.2.1 Learning to rank hires over other jobseeker-offer pairs

The present section describes the outline of a prediction-based recommender
system implemented and optimized for the problem at hand. It focuses on the
recommendation of offers to jobseekers; the reverse can be done according to
similar principles.
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In a nutshell, machine learning techniques aim at leveraging the experience
of past jobseekers and recruiters, as recorded by the PES, to design effective
recommendation strategies. We observe a large set of jobseekers i and job ads
j in the French Rhône-Alpes region from ISO weeks 1 to 48 of 2019. The
number of unique jobseeker search sessions (resp. job ads) is 1,181,902 (resp.
516,776); on average, 610,986 jobseekers (resp. 129,642 job ads) are active a
given week.

The characteristics of jobseeker i will be denoted by Xi, and those of offer
j by Yj. The variety of features on both sides is described in Appendix table
1. Aside from languages, they cover the inputs to the preference-based system
described above with finer granularity whenever relevant, as well as a variety
of other features. The vector Xi includes search criteria, geographic location,
experience, skills, unemployment duration, applications in the last six months,
status w.r.t. the minimum allowance, various individual and post-code level
socio-demographic features. On the job vacancy side, Yj contains occupation
at several levels of granularity, offered wage, required experience, contract type,
workplace location, required hard and soft skills (as reduced by singular value
decomposition as well as raw inputs), textual descriptions of the job ad and
firm (reduced by singular value decomposition), establishment size, number
of applications to the job ad and to the establishment in the last six months,
time since the offer was posted, etc.

Crucially, we observe whether or not a jobseeker i was hired on job ad j.
We observe 75,744 successful matches in the data. Observations from week 1
to 43 of 2019 are used as a training set (representing 66,914 matches); while
weeks 44 to 48 (representing 8,830 matches) are used as a test set to evaluate
the quality of recommendations.

The metric to be optimized (according to which models are evaluated and
their hyperparameters selected) is the so-called recall@k on the test set: the
proportion of jobseekers i in the test sample who where hired on a vacancy j
in the top k recommendations (among offers available the week of the match).

While the recall@k defines a performance metric to evaluate algorithms on
the test set, it is intractable for direct optimization. Drawing on the learning to
rank literature, we propose to learn a dissimilarity score Si,j between jobseeker
i and job ad j as a function of the jobseeker’s and the ad’s characteristics.
Given a jobseeker i and two offers j and j′, we wish Sij to be lower than Sij′
if i matched with j and not with j′. This motivates the minimization on the
training set of the so-called triplet margin loss, corresponding to the following
objective:

min
S

∑
i

∑
j′ 6=j∗(i)

[Si,j∗(i) − Si,j′ + η]+
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where η > 0 is a scalar hyperparameter, [x]+ = max(x, 0), the outer sum
ranges over all jobseekers with matches, the inner one over all job ads, and
j∗(i) is the job ad with which i actually matched. This expression aims at
separating, for all jobseekers, the scores associated to ads they matched with
from the scores associated to all other job ads by a margin of at least η.

Given jobseeker characteristics xi and job ad characteristics yj, the score
Sij is parametrized as:

Sij(xi,j) = φ(xi)
TAψ(yj),

where xi,j = (xi, yj), φ, ψ are feed-forward neural networks with several layers,
and A is an affinity matrix. Feed-forward neural networks are flexible, dif-
ferentiable functions commonly used in the machine learning literature, that
handle high-dimensional features well when given large datasets. Their defi-
nition is briefly recalled in the appendix (section B.1); the interested reader
may consult Goodfellow et al. (2016) for a textbook treatment.

In this context, φ(xi) and ψ(yj) may be understood as latent variables
describing i and j. A can be interpreted as an affinity matrix: the parameter
Am,n represents the complementarity between dimension m of the jobseekers’
latent space and dimension n of the ad’s latent variables. The latent space
is of size 872 for both jobseekers and offers, although φ, ψ and A are given
a block-wise structure which incorporates domain knowledge (three blocks
corresponding to geography, to skills, to other factors) and reduces the number
of parameters. In other words,

Sij = φg(xig)
TAgψg(yjg) + φs(xis)

TAsψs(yjs) + φo(xio)
TAoψo(yjo),

where subscripts g, s, and o correspond to “geography”, “skills” and “other”.

The parameters that are optimized during training are the parameters of
the transformations from the observed to the latent variables (i.e. the weights
of the neural networks) and the affinity matrices. As is customary in the
machine learning literature, the minimization of this (non-convex) objective
function is done by mini-batch stochastic gradient descent. For computational
efficiency, pairs that are not matches are very aggressively uniformly subsam-
pled. The exact specification of the networks and of the training procedure
are described in Appendix B.

2.2.2 Calibration of a matching probability using the proximity
score

As detailed in Section 2.2.1, based on observables Xi,j for each jobseeker
(user) / job offer (item) pair (i, j), our recommender system produces a score
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Si,j := S(Xi,j). To a jobseeker i, top offers are recommended by sorting offers
according to scores Si,..

However, one might want to characterize the information contained in Si,j
about the true probability of i being matched with j, denoted by P(Mi,j =
1|Xi,j = xi,j). The true conditional probability is an object which is difficult
to estimate while taking into account the high dimensionality of the problem.
In this section, we provide a framework which allows to calibrate the ML score
produced by the recommender system and learned on past matches to learn
about the true matching probability.

Our score is obtained from a training sample and aims at ranking the pairs
of jobseekers and offers according to their chance of leading to a match. We
want to give an interpretation to this ranking in terms of hiring probability.
More precisely, we want to identify the probability of a match conditional on
the score Si,j for a randomly chosen pair (i, j) that would be put “artificially”
in contact. Let us denote this latent match variable by M∗

i,j. We observe
hires Mi,j ∈ {0, 1} conditional on contact Ci,j = 1. We have access to a file
recording all the pairs of job seekers and offers that have been put in contact
by the PES, at the initiative of the job seeker, the recruiter, or the caseworker:
the so-called “MER” file.1. For all these pairs, we also observe the dates of the
contact as well as whether there was ultimately a match. We want to identify
P (M∗

i,j = 1|Si,j, Ci,j = 1), but can only identify P (Mi,j = 1|Si,j, Ci,j = 1).
We face a classical selection problem. To deal with this issue we make two
assumptions. Let’s call Xi,j the set of variables at our disposal from which we
build our score. Our assumptions are the following:

• Assumption 1. Conditional independence assumption:

M∗
i,j ⊥ Ci,j | Xi,j.

Given how large the set of covariates we are starting from is, this as-
sumption makes sense.

• Assumption 2. Si,j (which is only a function of Xi,j) is a sufficient
statistic: P (M∗

ij, = 1|Si,j, Xi,j) = P (M∗
ij, = 1|Si,j)

It is straightforward that under these two assumptions P (Mi,j, = 1|Si,j, Ci,j =
1) = P (M∗

ij, = 1|Si,j). Thus, we now describe the procedure we follow to iden-
tify P (Mi,j = 1|Si,j, Ci,j = 1).

We assume that we observe a sample of i.i.d. observations of job seekers’
characteristics and, for each jobseeker i0, sequential job searches on vacancies
identified by Ci0,j = 1. We denote this set of vacancies by J (i0) = {j|Ci0,j = 1}

1MER is for the French “mise en relation” which means being “put in contact”.
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and rank them by order of application 1(i0), 2(i0), . . . , jmax(i0). We denote
by N(i0) the number of vacancies in J (i0) (which is also the rank of the
last application in the set). The sequence of applications ends either with a
match on the last offer or with exogenous censorship: Mi0,jmax(i0) ∈ {0, 1} and
Mi0,j = 0 otherwise.

This sequential search model is thus akin to a sequence of binary choice
models. Thus, we consider a discrete duration model formulation, where we
model the hazard rate as a logistic transformation of the scores Si,j,

P
(
Mi,j(i) = 1|Mi,1(i) = 0, . . . ,Mi,j−1(i) = 0,J (i), S

)
= Λ(αj + βSi,j(i)),

where S := (Si,1(i), . . . , Si,jmax(i)) denotes the sequence of scores of the offers
and Λ is the logistic transformation. The dependence of (αj, βj) in the state j
takes into account weariness effects. Note that, in this model the probability
that a jobseeker matches on the n-th offer of the sequence S is given by

P(Mi,1(i) = 0, . . . ,Mi,n−1(i) = 0,Mi,n(i) = 1|J (i), S)

= Λ(αn + βSi,n(i))
n−1∏
j=1

(1− Λ(αj + βSi,j(i)))

Taking into account completed and censored spells, the log-likelihood func-
tion, conditional on the scores produced by the recommender system (see, e.g.,
Jenkins et al., 1995), is given by

L(α, β|C,M, S) =
n∑
i=1

n∑
j=1

Ci,j(Mi,j ln(Λ(αr(i,j) + βSi,j)

+
n∑
i=1

n∑
j=1

(1−Mi,j) ln(1− Λ(αr(i,j) + βSi,j))),

where r(i, j) is the rank of vacancy j in J (i).

Note that, if we omit the rank of vacancy j, this expression is symmetric in
i and j. Thus, we could see as well this expression as the result of a process in
which firm posting vacancy j sequentially considers candidates applying to the
vacancy. This simple remark shows that there is a simple generalisation of the
former expression to account for r(i, j) the rank of offer j in the application set
of jobseeker i, but also q(i, j) the rank of i in the applicant pool for vacancy
j. The expression of the likelihood in this case writes as

L(α, β|C,M, S) =
∑
Ci,j=1

Mi,j ln(Λ(αvq(i,j) + αjsr(i,j) + βSi,j)

+
∑
Ci,j=1

(1−Mi,j) ln(1− Λ(αvq(i,j) + αjsr(i,j) + βSi,j)),
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where αv and αjs are the sequences of “weariness” effects for vacancies and
jobseekers.

Table 2 presents the results of the estimation of the parameter α and β.
Each column corresponds to a different specification for the function Λ and
choices regarding α. Column (1) considers a simple specification in which we
just enter the score. As expected, the estimated coefficient is positive and
significant. Column (2) adds effects corresponding to the ranks of vacancy
j in the application set of jobseeker i. While the coefficient is somewhat
smaller, we observe weariness effects: the probability of a match decreases as
the number of application increases. The last column of the table also adds
effects corresponding to the number of candidates met by the firm. In this
column (3), while the coefficients corresponding to Si,j is larger, we observe
again that the chances of a match decreases as the number of applicants the
firm met increases.

Table 2: Estimates of the calibration model parameters

Method (1) (2) (3)
Intercept -4.179*** -3.591*** -3.297***
Si,j 0.061*** 0.049*** 0.08***
Nb. appli. 2-5 -0.688*** -0.678***
Nb. appli. 6-10 -0.908*** -0.888***
Nb. appli. 11+ -1.204*** -1.19***
2-5 interviews -0.499***
6-10 interviews -0.8***
More than 11 inter. -0.95***

Notes: 42,819 observations without restrictions on the sector of activity. Significance
levels: 1% : ∗∗∗. Πi,j is the preference score, Si,j the matching score, “Nb. appli.” are
dummies for the ranking of the application j in the list of applications of jobseeker
i. “Second interview” and “More than second inter.” are dummies for the ranking of
the candidate j in the list of recorded interviews for job offer j.

From now on, we define an individual matching probability p(i, j) based
on the score and estimates in column (1) of table 2. We refer to p(i, j) as the
“matching probability score”:

p(i, j) = Λ(α + βSi,j) (4)

Table 3 presents some elements of the distribution of the related probabili-
ties using estimates of α and β in column (2) of Table 2. For each jobseeker i,
we consider in each column a specific type of vacancies j(i) and report quar-
tiles of the distribution of the implied probability pi,j(i) given by (4). Column
(1) is the most important and considers the best vacancy to recommend to
each jobseeker, i.e., the vacancy j(i) from the full set of available vacancies
maximizing p(i, j). As it can be seen from the table, the minimum probability
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is 0.04 and the maximum 0.11. While this might not be perceived as not so
large and so different, it corresponds to substantial differences in the chances
of finding a job. The number of applications needed to be hired with a given
probability is a good illustration. A probability of 0.11 implies that 6 appli-
cations would be needed to be hired with a probability of 0.5, and 12 and 20
to be hired with probabilities of 75% and 90% respectively. These numbers of
applications are respectively 17, 34 and 56 when the probability of finding a
job is 0.04.

Columns (2) and (3) consider as j(i) respectively the vacancy on which the
job seeker was hired and the best vacancy (with respect to p(i, j)) with which
the job seekers was put in contact, as recorded in the PES information system.
While obviously the distribution in column (1) dominates the distributions in
column (2) and (3), these two distributions are close and look also similar to
the distribution in column (1). This is an interesting point. This tends to
show that, except at the very bottom of the distribution, for most jobseekers
there are no matches that would have been substantially more likely than
the one they have made. This means that for most jobseekers there are no
obvious gains in terms of increased chance of returning to employment that
they would miss. Column (4) of the table shows the difference between the
best vacancy and the vacancy on which the applicants were hired. Although
the maximum value is quite high (0.06), for 75% of the sample it is less than
2%. The distribution of the differences between the recommended vacancy and
the worst vacancy is shown in the last column of the table. It shows larger
differences, but still measured. The maximum value is 0.07, but for 50% of
the sample it is less than 3%. This reinforces the feeling that the gain of the
algorithm is to quickly identify relevant vacancies that could lead to a match.
The effect of the algorithm is to reduce friction in the labor market and to
lead to a reduction in unemployment spells. For the majority of individuals,
the use of the algorithm should result in a faster return to employment, but
the impact is likely to quickly vanish.

2.3 Recommendation based on a score

The derivation of a set of recommendations from a matching score χi,j is
straightforward. To make k recommendations to jobseeker i0 a simple and
intuitive solution is to pick the k vacancies with the largest score χi0,j. We note
J ∗k (χ, i0), or J ∗k (i) if there is no ambiguity, the set of vacancies recommended
to jobseeker i0 when using the score χ.

As mentioned in Section 2.2, to measure the performance of the recom-
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Table 3: Distribution of predicted probabilities for different types of vacancies

P (S∗) P (MER+) P (MER∗) P (S∗)− P (MER+) P (S∗)− P (MER−)
Min 0.04 0.01 0.01 0.00 0.00
Q25 0.05 0.04 0.02 0.01 0.02
Q50 0.06 0.04 0.03 0.01 0.02
Q75 0.06 0.05 0.04 0.02 0.03
Max 0.11 0.09 0.09 0.06 0.07

Notes: P (S∗) is the matching probability of the offer which has the highest calibrated
matching probability among the set of all potential offers. P (MER+) is the matching
probability of the offer which has the highest calibrated matching probability among
the set of applications where the jobseekers were hired. P (MER∗) is the matching
probability of the best vacancy (with respect to p(i, j)) with which the jobseekers were
put in contact. P (MER−) is the lowest matching probability among the vacancies
with which the jobseekers were put in contact.

mender system χ, we define an individual success variable for each jobseeker

Mk
i (χ) = 1l

 ∑
j∈J ∗k (χ,i)

Mi,j = 1

 , (5)

where 1l(·) denotes the the indicator function. The global performance of such a
recommender system is assessed using the “recall@k”, which is the proportion
of jobseeker who were hired on one of the top-k recommendations:

recall@k(χ) =
1

N

∑
i

Mk
i (χ). (6)

We apply this framework to our two scores: the preference score and the
probability score. Thus, for each jobseeker we define two sets of recommenda-
tions: a set based on the preference score Πw(i, j), mimicking the score used
at the PES and our probability score based on our ML estimation.

Figure 1 shows the performance of our recommender system. The figure on
the right panel compares the performances in terms of recall@100 on the test
set of different recommender systems for the region Rhône-Alpes. Progres-
sively including additional variables (such as previously considered vacancies)
yields huge improvements on the recall. Several recommender systems are con-
sidered. The first one (“fixed weights”) corresponds to the preference-based
recommender system inspired from the PES’ current one. It uses the adequacy
score defined by (1) to rank the set of available offers for each jobseeker. For
the recall@100, we select the first 100 offers according to this criterion and
determine the proportion of jobseekers in the test set hired on one of their 100
best offers. The recall@20 corresponds to the same quantity but considering
only the 20 best offers. As the graph shows, this proportion, of the order of
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Figure 1: Performance on a test set of different recommender systems.

5%, is very low. The second recommender system considered uses the same
variables as these used to build the matching score, but instead of giving them
fixed weights, it optimizes them so as to best predict return to employment.
This leads to improvements, but the recall@100 is still modest, remaining
below 20%. The last two recommender systems consider a broader set of vari-
ables. The first of the last two systems, based on neural networks, follows the
method described in Section 2.2. The last one uses another machine learning
method based on ensembling and leverages variables that explicitly describe
interactions between the variables characterizing job supply and job seekers
(e.g. the distance between a job seeker and an establishment). Both rec-
ommender systems perform significantly better than the first two. The neural
network achieves a recall@100 of about 57.5% and the last one achieves an even
higher recall@100. The disadvantage of this last system, however, is its speed,
especially when issuing recommendations. Training the neural network based
model takes around an hour, and generating a set of recommendations for a
given jobseeker with it around 0.07 seconds; those numbers are respectively 2
hours and 10 seconds for the last model.

The right panel of Figure 1 shows how the recall of the last model varies
with the number of recommendations. For 5 recommendations, the proportion
is as large as almost 20%. As shown in the figure, the proportion increases
progressively when the number of recommendations increases.
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3 In-the-lab comparison of different recommender

systems

In our recommender system, we consider the score which maximizes the chances
to find a job whereas the preference-based system rather uses a score consistent
with jobseekers’ search criteria. A legitimate question is how do they compare
if we consider either best recommendation Π∗i,· (for the preference-based sys-
tem) and S∗i,· (for ours).

An additional layer of complication is that the score of our recommender
system has to be calibrated using a set of applications to be able to be in-
terpreted as a probability to match on a job offer. Rather than integrating
this constraint in the output of the recommender system, we use a two steps
approach. Here, as detailed in Section 2.2.2, we leverage the fact that we
have access to the set of all applications, failed or not, of the job seekers
made through the PES. We can then calibrate our score S∗i,· and compare
the recommendations with respect to their potentialities in terms of matching
probability as well as with respect to the job seekers’ search criteria adequacy.

For the sake of simplicity and tractability, we focus hereafter on the sub-
sample of jobseekers and offers whose main sector is transportation and logistic
in the French Rhône-Alpes region from ISO weeks 1 to 48 of 2019. It contains
60,299 jobseekers and 18,873 offers.

3.1 Performance measures and comparisons

We see the recommendation of a vacancy j to a jobseeker i as a lottery L
characterized by its chance of success p(i, j) and its gain Πw(i, j). In this
section we first consider a single recommendation coming from our preference-
based recommendation system and from our prediction-based recommendation
system. We compare the two associated lotteries and examine the changes in
the probability of success and the preference score as well as its components
when switching from one lottery to the other.

Two central lessons emerge. The first is that there is much more relevant
information that can be used to make recommendations than the usual criteria
listed in the table. The second is that the information contained in the usual
criteria is mobilized in an overly restrictive way. The very strong weights
placed on certain characteristics such as skills lead to the exclusion of jobs that
have characteristics that would be preferred by job seekers. Among others, this
underlines the difficulty of specifying a preference-based system.

To explore the changes in matching probabilities and preference score as
well as its components when switching from one recommender system to an-
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other, we consider only one recommendation (k = 1), J ∗1 (i).2

Figure 2 provides a first graphical evidence of the implications of the switch.
Each graph presents first two dimensional histograms, represented as heat-
maps, of the joint distribution of p(i, j) (on the “x” axis) and the preference
score Πw(i, j) (on the “y” axis). Figure 2 (a) shows the distribution of the
PES’s best recommendation. In this figure, almost all the lotteries have a
low probability and a preference score close to 1. Figure 2 (b) presents the
distribution for the prediction-based recommendation. It shows a large shift
of the distribution toward larger probabilities but also a substantial reduction
in the preference score. Figure 2 (c) displays the distribution of the changes in
preference scores and matching probabilities associated with switching from
the preference based recommender system to the matching probability one.
The distribution roughly has three modes. One is associated with a large gain
in probabilities and a reduced loss in preference-based score. The second and
largest is characterized by a larger loss in preference score and a more diverse
gain in the matching probability. The last and smallest mode also has a large
gain in matching probability but a more severe loss in the preference-based
score. Note that recommendations from the two systems coincide for some
individuals.

2We could focus as well on a sequence of recommendations. The individual performance
measures can be easily generalized to a set J ∗k (i) of k recommendations. We define first the
probability of a match on one of the recommended vacancies and then the average of any
characteristic of the match. The probability of a match on the recommended set J ∗k of k
recommendations can be simply written as

P (i,J ∗k (i)) = 1−
∏

j∈J ∗
k (i)

(1− p(i, j))

The expected characteristics X of the matched offer are

Xi(J ∗k (i)) =
1

k

∑
j∈J ∗

k (i)

xi,jp(i, j)

This can be used to define the average of the preference-score Πw(i, j) over the set of
recommendations J ∗k , or the average of the sub-scores or also the average of each of their
components.
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Figure 2: Distribution of preference score and matching probabilities for the two
recommender systems.

(a) Preference based recommender (b) Prediction based recommender

(c) Switch between preference based and prediction
based recommender

Notes: Log-frequencies on a sample of 60,299 jobseekers.
Upper panel : Histograms of the best recommendations for a preference-based (left) and
prediction-based (right) recommender system on the matching probability and the preference
score.
Lower panel : Histograms of the changes in preference score and matching probability associated
with switching from preference-based to prediction-based recommender system.
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Tables 4 and 5 detail the magnitude of gains in the probability of finding
a job and losses in the preference score. They also explore the nature of these
losses. Each column of the table correspond to a quintile of the distribution
of the variation of a score. Table 4 uses the quintiles of the variation of the
preference score Πw and table 5 uses those of the probability of finding a job
p(i, j). Each line corresponds to the average of a criterion on each of these
quintiles and the related 95% confidence intervals. The first row corresponds
to the variation of the global preference criterion and each of the following rows
corresponds either to one of the two sub-scores or to one of the components
entering the definition of this sub-score. Finally, the last line gives the average
of the variation of the probability of finding a job.

A first joint lesson from the two tables 4 and 5 is the independence between
the gains in matching probability and the variations in the preference score. In-
deed, the variation of the matching probability in the Table 4 is uniformly 0.04
across the different quintiles of the preference score variation distribution. In
the same way the decrease of the preference score is very homogeneous through
the quintiles of the distribution of the variation of the matching probability
in the Table 5. This means that it is not because a jobseeker could see his
chances of returning to work improve with the offers from the prediction-based
algorithm that he should consent to a greater loss of preference score. There-
fore, the columns of the table describing the decomposition of the preference
score according to its components are very close to each other.

The average decrease in the preference score is very substantial, about
-0.38. The increase in the chances of returning to work is due to the abandon-
ment of many job selection criteria. The criteria which are the most affected
are skills and driver’s license for the sub-criterion on job seeker profile and
type of job sought, salary and type of contract.

Another lesson from Table 4 is that there are jobseekers who have to make
very substantial losses in their preference score. In the first quintile of the
distribution, the loss in preference score is on average 0.67. For a second group,
gathering quintiles 2 to 4, the decrease is between -0.3 and - 0.4. Finally, for the
first quintile, the loss of score is on average limited, of the order of -0.09. The
switch from the preference-based recommendation system to the prediction-
based recommender system leads for all quintiles to losses on the criterion of
salary (line 11 of the table). The increase in the chances of returning to work
brought by the prediction-based recommender system systematically includes
taking jobs that pay less than the reservation wage. It also systematically
involves taking a shorter contract than the one sought. The extent of the loss in
preference score from one quintile to the next includes changing jobs, working
different hours than desired, and applying for a job that does not match one’s
skills. To put it in a nutshell, the algorithm does not seem to perform miracles:
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to maximize the chances of returning to work, it implies accepting less well-
paid, more precarious jobs, changing jobs, accepting atypical schedules, and
not exploiting fully one’s skills.

The preference score that we consider is in fact a mix between a score
describing who the job seeker is, the profile score, and what he is looking for
(the search score). Figure A2 describes the relationship between the variation
of the matching probability and the variation of each of these scores. It also
illustrates the Table 5 by showing that the loss in the search score is less
important than for the profile score. It worth mentioning that Figure A2
shows that some jobseekers gain either on the search or profile scores when
the prediction based recommender system is used.

Table 4: Changes in scores and their components by quintiles of the change
in preference score

Q1(∆Πw) Q2(∆Πw) Q3(∆Πw) Q4(∆Πw) Q5(∆Πw)
∆Πw -0.671 -0.43 -0.381 -0.316 -0.087

[-0.673,-0.67] [-0.431,-0.43] [-0.381,-0.38] [-0.316,-0.315] [-0.0877,-0.0854]
∆Πw,Profile -0.72 -0.716 -0.71 -0.64 -0.102

[-0.722,-0.718] [-0.719,-0.713] [-0.713,-0.708] [-0.642,-0.637] [-0.105,-0.0992]
∆(Skills) -0.962 -0.936 -0.943 -0.887 -0.128

[-0.964,-0.959] [-0.94,-0.932] [-0.947,-0.939] [-0.891,-0.883] [-0.132,-0.124]
∆(Diploma) -0.036 -0.035 -0.019 -0.01 -0.011

[-0.0395,-0.0319] [-0.0384,-0.0316] [-0.0217,-0.0164] [-0.0119,-0.0075] [-0.0126,-0.0085]
∆(Language) -0.052 -0.028 -0.039 -0.013 -0.021

[-0.0565,-0.0481] [-0.031,-0.0251] [-0.043,-0.0353] [-0.0153,-0.0098] [-0.0246,-0.0182]
∆(Driv. License) -0.382 -0.558 -0.429 -0.06 -0.111

[-0.391,-0.373] [-0.567,-0.549] [-0.438,-0.419] [-0.0644,-0.0548] [-0.117,-0.105]
∆(Experience) 0.005 -0.042 -0.027 -0.003 -0.008

[0.0001,0.0105] [-0.046,-0.0371] [-0.0325,-0.0218] [-0.006,0.0001] [-0.0116,-0.0044]
∆Πw,Search -0.615 -0.204 -0.113 -0.036 -0.075

[-0.618,-0.612] [-0.206,-0.201] [-0.116,-0.111] [-0.0376,-0.0336] [-0.0771,-0.0732]
∆(Occupation) -0.861 -0.065 -0.048 -0.023 0.02

[-0.867,-0.855] [-0.0689,-0.0601] [-0.0513,-0.0437] [-0.0259,-0.0195] [0.0175,0.0228]
∆(Hours) -0.25 -0.182 -0.083 -0.025 -0.168

[-0.258,-0.242] [-0.189,-0.174] [-0.0882,-0.0768] [-0.0291,-0.0211] [-0.175,-0.161]
∆(Wage) -0.557 -0.867 -0.447 -0.184 -0.508

[-0.566,-0.548] [-0.873,-0.86] [-0.456,-0.437] [-0.191,-0.176] [-0.517,-0.499]
∆(Mobility) -0.043 -0.108 -0.015 0.035 -0.052

[-0.0505,-0.0346] [-0.114,-0.103] [-0.0187,-0.0121] [0.0293,0.0398] [-0.0573,-0.0473]
∆(Contract) -0.262 -0.396 -0.107 -0.333 -0.344

[-0.273,-0.252] [-0.406,-0.385] [-0.116,-0.0981] [-0.343,-0.323] [-0.353,-0.334]
∆(p) 0.04 0.04 0.041 0.041 0.042

[0.0397,0.0404] [0.0402,0.0407] [0.0412,0.0417] [0.0407,0.0412] [0.042,0.0427]

Notes: Πw corresponds to the preference score defined in (1), Πw,Profile and Πw,Search respectively to the
profile and search preference sub-scores of Πw defined in (2) and (3). The other reported variations are
the different criteria composing these scores: skills, diploma, languages, driving license, year of experience,
occupation, working hours, reservation wage, geographic mobility, duration, and the type of contract. These
criteria take value 1 if satisfied by the recommended offer. The coefficients reported are means of this
variation in criteria among the population corresponding to the column quintile of ∆Πw. Confidence intervals
are given at the 5% level.
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Table 5: Changes in scores and their components by quintiles of the change
in calibrated probability

Q1(∆p) Q2(∆p) Q3(∆p) Q4(∆p) Q5(∆p)
∆Πw -0.384 -0.395 -0.376 -0.375 -0.354

[-0.388,-0.38] [-0.399,-0.392] [-0.38,-0.373] [-0.379,-0.372] [-0.357,-0.35]
∆Πw,Profile -0.573 -0.6 -0.575 -0.579 -0.562

[-0.578,-0.568] [-0.604,-0.595] [-0.58,-0.57] [-0.584,-0.573] [-0.568,-0.557]
∆(Skills) -0.777 -0.808 -0.77 -0.763 -0.737

[-0.784,-0.77] [-0.815,-0.802] [-0.777,-0.764] [-0.77,-0.756] [-0.744,-0.73]
∆(Diploma) -0.018 -0.034 -0.028 -0.015 -0.015

[-0.021,-0.0149] [-0.0374,-0.0301] [-0.0313,-0.0252] [-0.0173,-0.0129] [-0.0173,-0.0126]
∆(Language) -0.03 -0.028 -0.029 -0.026 -0.04

[-0.0344,-0.0264] [-0.0311,-0.025] [-0.032,-0.0258] [-0.0288,-0.0226] [-0.0443,-0.0365]
∆(Driv.license) -0.193 -0.238 -0.283 -0.41 -0.416

[-0.201,-0.185] [-0.246,-0.23] [-0.291,-0.274] [-0.419,-0.401] [-0.424,-0.407]
∆(Experience) -0.009 -0.01 -0.007 -0.017 -0.03

[-0.015,-0.004] [-0.015,-0.006] [-0.011,-0.003] [-0.022,-0.013] [-0.035,-0.026]
∆Πw,Search -0.218 -0.219 -0.208 -0.21 -0.186

[-0.223,-0.214] [-0.223,-0.214] [-0.212,-0.204] [-0.215,-0.206] [-0.191,-0.182]
∆(Occupation) -0.22 -0.211 -0.189 -0.189 -0.166

[-0.228,-0.213] [-0.218,-0.204] [-0.196,-0.182] [-0.196,-0.182] [-0.174,-0.158]
∆(Hours) -0.097 -0.134 -0.17 -0.149 -0.157

[-0.103,-0.0914] [-0.141,-0.128] [-0.177,-0.163] [-0.156,-0.142] [-0.164,-0.15]
∆(Wage) -0.489 -0.524 -0.533 -0.527 -0.489

[-0.498,-0.479] [-0.533,-0.515] [-0.542,-0.524] [-0.536,-0.518] [-0.498,-0.48]
∆(Mobility) -0.081 -0.059 -0.036 -0.023 0.015

[-0.0875,-0.0737] [-0.0647,-0.0538] [-0.0412,-0.0317] [-0.0278,-0.0181] [0.0092,0.0213]
∆(Contract) -0.25 -0.352 -0.357 -0.24 -0.243

[-0.26,-0.239] [-0.362,-0.341] [-0.367,-0.347] [-0.25,-0.231] [-0.252,-0.234]
∆(p) 0.019 0.0349 0.041 0.048 0.062

[0.0191,0.0195] [0.0349,0.0349] [0.041,0.0411] [0.0479,0.048] [0.0618,0.0623]

Notes: Πw corresponds to the preference score defined in (1), Πw,Profile and Πw,Search respectively to the
profile and search preference sub-scores of Πw defined in (2) and (3). The other reported variations are
the different criteria composing these scores: skills, diploma, languages, driving license, year of experience,
occupation, working hours, reservation wage, geographic mobility, duration, and the type of contract. These
criteria take value 1 if satisfied by the recommended offer. The coefficients reported are means of this
variation in criteria among the population corresponding to the column quintile of ∆p. Confidence intervals
are given at the 5% level.

Figure 3 provides a better understanding of the role of wages in the recom-
mender system. It documents the extend of the loss regarding the wage which
is associated with the switch to the prediction-based algorithm. It shows again
the recommendations based on preferences and those based on the predicted
probability. On the x-axis is the predicted probability of return to employ-
ment. On the y-axis is shown the difference between the reservation wage and
the offered wage. A negative value corresponds to an offered wage higher than
the reservation wage while a positive value indicates an offered wage lower than
the reservation wage. Figure 3 (a) clearly shows that most job offers selected
by the preference based recommender system satisfy the wage criterion: reser-
vation wage is below the offered wage and the probability of employment is
small. Figure 3 (b) is associated with larger matching probabilities but, most
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of the vacancies correspond to a reservation wage equal to the wage offered in
the vacancy. The important point in this figure is that the distribution also
shows regions corresponding to a substantial reduction in the wage.

Figure 3: Effect of switching from one recommender system to another on the
matching probability and wage adequacy with the job seeker’s criteria.

(a) Preferences based recommender (b) Prediction recommender

Note: We use annual reservation wages as declared at the first interview with the
caseworker at the PES.

Table 6 describes what are the characteristics of the jobweekers who benefit
or are harmed by a change from a preference-based recommender system to
a prediction-based one. The first column presents the estimates of the linear
regression of ∆Πw onto characteristics such as age categories, unemployment
duration in the current spell, experience in the job sector, gender, number of
children, qualification level, reservation wage and maximal mobility, firms and
job densities. It shows that women can expect a decrease in their preference
score as well as more experienced jobseekers. Column (1) of Table 6 shows
the estimates of the average marginal effects (AME) in a logit model where
the dependent variable indexes if one pertains to the fifth quintile of ∆(Πw)
rather than the first one. Thus, it indicates the characteristics of those who are
likely to experience a small drop in their preference score rather than a large
one. This complements the first columns and underlines that some categories
such as specialized workers or technicians are better off then others after the
change. Columns ∆p and (2) perform a similar analysis on the changes in
matching probabilities. This shows that long term unemployed, those with a
high reservation wage, or low maximal mobility are more likely to have less
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gains in matching probabilities than others. This is closely related to the
conclusions on the effect of the recommender system drawn previously in this
section. The intermediate class age [45, 55[ seems also to benefit more than
others from prediction-based recommendations. Columns (4) and (5) consider
characteristics of those who benefit the more/less in terms of expected pref-
erence score for this best recommendation, i.e. the product of the preference
score Πw times the matching probability (see Section 3.2). This complements
the previous analysis showing that women, older individuals (≥ 55), and those
with high reservation wage or low maximal mobility are more likely to incur
a loss in terms of expected preference score.

Table 6: Correlations between jobseekers characteristics and changes in scores
and matching probability

∆Πw (1) ∆p (2) (3) (4)
Unempl. dur 0.0048 0.0061 -0.001* -0.0431* 0.0021 -0.0015
Age ≤ 35 -0.0082* -0.0321* 4e-04 0.0141 -0.0202 0.0044
Age [45,55[ -0.0135* -0.0606* 0.0017* 0.0562* -0.033 0.0089
Age ≥ 55 -0.0037 -0.02 8e-04* 0.0271 -0.027 0.0351*
Exper. -6e-04* -0.0022* 1e-04* 0.0035* 1e-04 -1e-04
Woman -0.1459* -0.3283* -0.0016 0.0139 -0.2154* 0.1696*
Nb. Children 0.0013* 0.005* -1e-04* -0.0029* 0.003* -0.0012*
Specialized worker 0.0149* 0.0488* -0.0026* -0.1216* -0.0223 0.0048
Qualified worker -0.0084 -0.0027 0.0032* 0.1262* 0.081* -0.0236*
Sup. qualified worker -0.0018 -0.0027 7e-04* 0.0174* 0.016* -0.0079*
Unqualified employee -4e-04 0.0019 5e-04* 0.0229* 0.016* -0.0059*
Qualified employee -0.004 0.0049 0.0025* 0.1436* 0.065* -0.0149
Technician 0.0094 0.0717* 0.0011* 0.0789* 0.0208 0.0019
Worker manager 0.003 0.0442 0.0045* 0.2201* 0.1051* -0.0084
Employee manager -0.0023 0.0231 0.0045* 0.2386* 0.1205* -0.0232*
Full time -0.0073 0.0093 0.004* 0.216* 0.072* -0.0062
Long term -0.1098* -0.2702* 0.0012 0.0993* -0.1805* 0.1048*
Res. wage 0.1824* 0.2169* -0.0252* -0.6155* -0.6039* 0.3155*
Res. mobility -0.1834* -0.3787* 9e-04 0.06 -0.258* 0.1915*
Firm density 0.0157* 0.0384* -0.0032* -0.151* -0.0832* 0.0287*
Job density -0.0126* -0.0245* -2e-04 -0.0163* -0.0456* 0.0132*

Notes: 60,299 observations. Significance levels: 1% : ∗. The columns ∆Πw and ∆p
are estimates in the linear regression of the variation in preference score ∆Πw and
matching probability ∆p using the ML recommender rather than the one based on
preference score on jobseekers characteristics. (1) are estimates of the AME in a
logit model of pertaining to the fifth quintile of ∆(Πw) rather than the first one,
(2) are estimates of the Average marginal effects (AME) a logit model of pertaining
to the fifth quintile of ∆(p) rather than the first one, (3) are estimates of the AME
in a logit model of pertaining to the fifth quintile of ∆(Πwp) rather than the first
one. Finally column (4) are estimates of the AME in a logit model of whether
∆(Πwp) < 0.
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3.2 Taking into account preferences and matching prob-
ability in the recommendations

So far, we have emphasized just two recommendation systems based on the
scores. One based on the preference score Πw(i, j) and one based on the
prediction score p(i, j). An alternative is to consider the expected preference
score, which is simply in the case of a single recommendation the product of
the preference score and the probability score:3

E(i, j) = Πw(i, j)p(i, j). (7)

The results appear first on Figure 4. This figure is built following the same
model as Figure 2. The top panel shows the histogram of the joint distri-
bution of the matching probability and the preference score for the optimal
recommendation based on the preference score (on the left - the histogram also
appears in the same place in Figure 2) and for the optimal recommendation
based on the matching probability (on the right). The lower panel shows the
histogram of the joint distribution of changes in preference score and match-
ing probability when switching from one recommendation system to the other.
The differences and similarities with the figure 2 are striking. The upper panel
shows a similar shift to the right of the histogram when switching from one
system to another; it is a little less pronounced but hardly. Thus maximiz-
ing the product p(i, j)Πw(i, j) rather than p(i, j) is not associated to much
loss. On the other hand, both histograms remain at the top of the graphs.
This means that in comparison with the results obtained when maximizing
the matching probability, we do not observe such a general and important
decrease of the preference score. Similarly, when we look at the distribution
of the variations of the matching probabilities and the preference score (lower
panel), the main change is that the mode of the joint distribution is much
higher on the preference score support. This first examination tends to show
that maximizing the product p(i, j)Πw(i, j) rather than p(i, j) does not lead to
a lesser performance in terms of chances of finding a job and has the advantage
of limiting the decrease in the preference score.

Table 7 details the variation of the preference score. Like Table 4, it gives
the variations of the score for the quintiles of the variation of the distribution of
the preference score. Focusing on the first quintile (i.e. those who lose the most
in terms of preference score) we notice first that the variation in the preference
score is much more limited than the one observed in the table 4. While the

3We could as well define a similar quantity for a set J of J∗ recommendations:

E(i,J ) =p(i, 1)Πw(i, 1) + (1− p(i, 1))p(i, 2)Πw(i, 2)

+ · · ·+ (1− p(i, 1)) · · · (1− p(i, J∗ − 1))p(i, J∗)Πw(i, J∗),

which requires in addition that recommendations are sorted according to Π(i, j) within J .
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average decrease in the quantile was -0.67, it is now -0.197. The variation of
the matching probability is similar (0.04). Each of the two sub-scores - the one
based on the job seeker’s profile and the one based on his/her search parameters
- decrease less. The main reasons for the limited decrease in these scores are
the skill and occupation criteria, for which we do not observe losses large as
the previous ones. The same substantial reductions are observed, however,
on the search parameters such as wage, contract or hours. We also observe
that the decreases in the other quintiles are quite limited while the gains in
matching probability are less important than those observed in the table 4.
The main lesson is that apparently there are a sufficiently large number of
vacancies of different type at the top of the distribution of each individual
to substantially increase the preference score without losing to much on the
matching probability side.

Table 7: Changes in scores and their components by quintiles of the change
in preference score for a recommender based on (7)

Q1(∆Πw) Q2(∆Πw) Q3(∆Πw) Q4(∆Πw) Q5(∆Πw)
∆Πw -0.197 -0.087 -0.055 -0.012 0

[-0.198,-0.195] [-0.0873,-0.0868] [-0.0552,-0.0547] [-0.0123,-0.0118] [0,0]
∆Πw,Profile -0.236 -0.033 -0.0306 -0.0161 7.7e-05

[-0.241,-0.231] [-0.0344,-0.0317] [-0.0316,-0.0295] [-0.0169,-0.0154] [-0.001,0.001]
∆(Skills) -0.297 -0.017 -0.011 -0.002 0

[-0.304,-0.289] [-0.0182,-0.015] [-0.0123,-0.0101] [-0.0021,-0.0009] [-0.0006,6e-05]
∆(Diploma) -0.013 -0.009 -0.011 -0.005 0

[-0.016,-0.0104] [-0.0106,-0.007] [-0.013,-0.009] [-0.007,-0.003] [-0.0004,0.0009]
∆(Language) -0.032 -0.011 -0.007 0.004 0.006

[-0.0349,-0.0282] [-0.0128,-0.008] [-0.009,-0.004] [0.0022,0.006] [0.0045,0.0078]
∆(Driv. License) -0.303 -0.271 -0.266 -0.2 -0.003

[-0.311,-0.295] [-0.279,-0.263] [-0.275,-0.258] [-0.208,-0.193] [-0.006,-0.001]
∆(Experience) 0.017 -0.011 -0.029 -0.013 0.001

[0.0126,0.0217] [-0.0142,-0.007] [-0.0345,-0.0232] [-0.0165,-0.008] [-3e-05,0.003]
∆Πw,Search -0.171 -0.142 -0.087 -0.020 -0.0003

[-0.174,-0.168] [-0.143,-0.141] [-0.0882,-0.086] [-0.0203,-0.0191] [-0.0005,-7e-05]
∆(Occupation) -0.077 0.005 0.002 0.001 0

[-0.0829,-0.0713] [0.004,0.007] [0.001,0.003] [0.0004,0.0014] [-7e-05,0.0003]
∆(Hours) -0.291 -0.138 -0.062 -0.026 0.001

[-0.3,-0.282] [-0.144,-0.131] [-0.0671,-0.0564] [-0.0297,-0.0222] [-0.0001,0.0024]
∆(Wage) -0.558 -0.757 -0.553 -0.029 -0.009

[-0.567,-0.548] [-0.765,-0.75] [-0.563,-0.544] [-0.0326,-0.0244] [-0.0113,-0.0069]
∆(Mobility) -0.134 -0.168 -0.022 -0.004 0.005

[-0.144,-0.125] [-0.175,-0.162] [-0.0254,-0.0189] [-0.0064,-0.001] [0.0034,0.0061]
∆(Contract) -0.412 -0.466 -0.111 -0.501 0

[-0.423,-0.4] [-0.476,-0.455] [-0.119,-0.103] [-0.511,-0.49] [0,0]
∆(p) 0.04 0.034 0.034 0.033 0.026

[0.0395,0.0401] [0.034,0.0345] [0.034,0.035] [0.0324,0.0329] [0.0259,0.0266]

Notes: Πw corresponds to the preference score defined in (1), Πw,Profile and Πw,Search respectively to the
profile and search preference sub-scores of Πw defined in (2) and (3). The other reported variations are
the different criteria composing these scores: skills, diploma, languages, driving license, year of experience,
occupation, working hours, reservation wage, geographic mobility, duration, and the type of contract. These
criteria take value 1 if satisfied by the recommended offer. The coefficients reported are means of this
variation in criteria among the population corresponding to the column quintile of ∆Πw. Confidence intervals
are given at the 5% level.
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Table 8: Changes in scores and their components by quintiles of the change
in calibrated probability for a recommender based on (7)

Q1(∆p) Q2(∆p) Q3(∆p) Q4(∆p) Q5(∆p)
∆Πw -0.047 -0.063 -0.067 -0.073 -0.1

[-0.048,-0.0458] [-0.0646,-0.0619] [-0.0685,-0.0658] [-0.0747,-0.0717] [-0.102,-0.0984]
∆Πw,Profile -0.020 -0.038 -0.050 -0.062 -0.146

[-0.0214,-0.0185] [-0.0404,-0.036] [-0.0513,-0.0464] [-0.065,-0.059] [-0.151,-0.142]
∆(Skills) -0.017 -0.037 -0.047 -0.058 -0.168

[-0.0189,-0.0151] [-0.0403,-0.0342] [-0.05,-0.0432] [-0.0616,-0.0542] [-0.174,-0.162]
∆(Diploma) -0.005 -0.005 -0.005 -0.007 -0.014

[-0.0075,-0.0029] [-0.0073,-0.0035] [-0.007,-0.0037] [-0.0088,-0.0055] [-0.0163,-0.0119]
∆(Language) 0 -0.007 -0.004 -0.002 -0.025

[-0.0018,0.0027] [-0.0090,-0.0053] [-0.006,-0.0027] [-0.0047,-0.0002] [-0.0288,-0.0221]
∆(Driv. License) -0.098 -0.149 -0.203 -0.274 -0.32

[-0.104,-0.0922] [-0.156,-0.142] [-0.21,-0.196] [-0.282,-0.266] [-0.328,-0.312]
∆(Experience) -0.006 0 -0.005 -0.008 -0.014

[-0.0110,-0.0015] [-0.0047,0.0037] [-0.0085,-0.0016] [-0.0116,-0.0042] [-0.0183,-0.0103]
∆Πw,Search -0.072 -0.089 -0.090 -0.094 -0.075

[-0.0737,-0.0702] [-0.0906,-0.0868] [-0.0919,-0.0882] [-0.0959,-0.0921] [-0.0778,-0.073]
∆(Occupation) -0.014 -0.019 -0.016 -0.019 0

[-0.0164,-0.0121] [-0.0219,-0.0169] [-0.0185,-0.014] [-0.0213,-0.0163] [-0.0044,0.0035]
∆(Hours) -0.033 -0.086 -0.127 -0.147 -0.123

[-0.0364,-0.0291] [-0.0914,-0.0801] [-0.134,-0.121] [-0.153,-0.14] [-0.129,-0.116]
∆(Wage) -0.268 -0.385 -0.423 -0.426 -0.405

[-0.276,-0.259] [-0.395,-0.376] [-0.432,-0.413] [-0.435,-0.417] [-0.414,-0.396]
∆(Mobility) -0.135 -0.096 -0.054 -0.037 -0.001

[-0.142,-0.128] [-0.102,-0.0903] [-0.0595,-0.0495] [-0.0418,-0.0323] [-0.0067,0.0042]
∆(Contract) -0.167 -0.293 -0.384 -0.352 -0.294

[-0.176,-0.158] [-0.303,-0.283] [-0.393,-0.374] [-0.362,-0.342] [-0.304,-0.283]
∆(p) 0.011 0.027 0.034 0.04 0.055

[0.0106,0.0109] [0.0272,0.0273] [0.0338,0.0339] [0.0403,0.0404] [0.0551,0.0555]

Notes: Πw corresponds to the preference score defined in (1), Πw,Profile and Πw,Search respectively to the
profile and search preference sub-scores of Πw defined in (2) and (3). The other reported variations are
the different criteria composing these scores: skills, diploma, languages, driving license, year of experience,
occupation, working hours, reservation wage, geographic mobility, duration, and the type of contract. These
criteria take value 1 if satisfied by the recommended offer. The coefficients reported are means of this
variation in criteria among the population corresponding to the column quintile of ∆p. Confidence intervals
are given at the 5% level.
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Figure 4: Distribution of preference score and matching probabilities for the
preference-based and product of scores-based recommender systems.

(a) Preference based recommender (b) Prediction based recommender

(c) Switch between preference based and prediction
based recommender

Notes: Log-frequencies on a sample of 60,299 jobseekers.
Upper panel : Histograms of the best recommendations for a preference-based (left) and product
of scores-based (based on (7) – right) recommender system on the matching probability and
the preference score.
Lower panel : Histograms of the changes in preference score and matching probability
associated with switching from preference-based to product of scores-based recommender
system.
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4 Congestion in Standard recommendation

The recommendation policy studied so far is defined at the individual level.
Namely, after calibrating p(i, j) := P (M∗

i,j = 1|Si,j, Ci,j = 1), following Section
2.2.2, we consider the recommendation to a jobseeker i of the job ad with
highest likelihood of leading to the signature of a contract, i.e. the ad indexed
by argmaxj p(i, j).

Yet a job ad comes with capacity constraints: a recruiter may only hire a
single candidate on a given job opening.4 Thus, recommending the same job
ad, no matter how relevant it may be, to all jobseekers would be a mistake
from the point of view of the PES. This strategy would induce a phenomenon
of congestion at the population level, leaving both jobseekers (only one of
which would be selected) and recruiters (the majority of which left unseen)
unsatisfied.

The present section documents the phenomenon of congestion and estab-
lishes that the issue is not only theoretical. Although there are over 3 times
more jobseekers than job ads in our dataset, top-1 recommendations addressed
to them using the policy described so far cover less than 10% of job ads. Ac-
cordingly, efficient recommendation policies must be defined at the population
level, taking congestion into account by design. We propose such a congestion-
avoiding recommendation policy using tools from the computational optimal
transport literature, and document the trade-offs it entails.

4.1 Individual-level recommendations generate conges-
tion

We start by analyzing the congestion that would be generated by the “naive”
recommendation system that consists in searching for each individual i the
offer j(i) maximizing his “instantaneous” chances of returning to work, ig-
noring competition. This algorithm is likely to recommend the same offer
several times to different individuals and thus to generate competition be-
tween jobseekers. Each individual thus has competitors on the offer that is
recommended to him, which are the set of i′ such that C(i) := {i′|j(i′) = j(i)}.
We denote by nc(i), the number of competitors of jobseeker i. We can also
rank each jobseeker i in the set of his competitors with respect to the individ-
ual probability p(i, j). We thus define the rank of i as the rank of p(i, j) in
C(i). Similarly, we can compute the matching probability ex-post, taking into

4Recruiters sometimes signal several job openings in a given job ad. The framework we
propose easily handles this possibility - simply change the constraints accordingly and the
proposed algorithm remains valid. Without loss of generality, we assume in the following
that a job ad corresponds to a single opening.
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account the competition, following what is done in the literature on directed
search (see, e.g., Wright et al., 2017). However, we consider here that the job
applicants are examined according to their ranks in the set of competitors to
which they belong.5 This leads to the definition of the probability pc(i):

pc(i) =
∏

i′∈C(i)|r(i′)<r(i)

(
1− pi′,j(i)

)
pi,j(i). (8)

Figure 5 shows the characteristics of the competition associated with the stan-
dard recommender system. Panel 5 (a) shows the density of the number of
competitors each jobseeker faces and panel (b) the distribution of jobseek-
ers’ ranks. The lower panel shows the probability distribution resulting from
the prediction-based algorithm and once corrected for supply side competition
(on the right). Finally, the table in panel 5 (d) presents some quantiles of
the corresponding distributions. The number of competitors on an offer can
be very important: 50% of the jobseekers have at least 229 competitors and
10% have more than 1049. The distribution of the rankings also illustrates the
strong competition very well: 90% of the jobseekers have at least 8 competitors
ranked higher than them and half have at least 90. This results in collapsing
the probability of matching: while the probability of matching is above 5.6
percent for at least 50 percent of jobseekers, it is less than 1 in 1000 for 50
percent of jobseekers. Panel 5 (c) is also particularly eloquent since it shows
the distributions of the matching probabilities before and after adjusting for
competition. The two distributions are perfectly split, the distribution tak-
ing into account the competition being strongly shifted to the left and more
strongly concentrated.

4.2 Congestion-avoiding recommendations using opti-
mal transport

To reduce the competition between jobseekers on each vacancy, we use optimal
transport theory. Indeed, if the competition that jobseekers face on their
vacancy is important, it is also very heterogeneous. For each vacancy, we can
determine the number of competitors and deduce the market share of each
vacancy. This makes possible to examine the concentration of applications for
the different vacancies. The Lorenz curve of these market shares illustrates
the very strong concentration of the recommendations.6 Figure 6 presents a

5The literature on directed search generally considers that the job applicants are taken
in a random order and the matching probabilities are all identical.

6Remind that the Lorenz curve is obtained by classifying the vacancies according to
the number of recommendations they receive. It then considers an increasing proportion
of vacancies ranked in this way and plots the proportion of recommendations they receive
against this proportion. The further the Lorenz curve deviates from the diagonal, the more
concentrated the market is.
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Figure 5: Competition for a job offer with the standard prediction-based
recommendation system

(a) Density of nc(i) (b) Density of r(i)

Quantiles nc p(i, j) pc(i) r(i) p(i, j)− pc(i)

0.10 31 0.044 6.7e-19 8 0.0233
0.25 78 0.049 2.0e-10 27 0.0423
0.50 229 0.056 0.0001 90 0.050
0.75 708 0.066 0.010 295 0.060
0.90 1049 0.076 0.036 632 0.069

(c) Density of p(i, j) and pc(i) (d) Quantiles

Notes: these results are based on the 60,299 jobseekers and 18,873 offers in the
transportation and logistic sector.
- nc denotes the number of rivals faced on the top recommended offer;
- p(i, j) is the calibrated matching probability of Section 2.2.2;
- pc(i) the ex-post matching probability defined in (8), taking rivalry into account;
- r(i) denotes the jobseekers’ rank on the top recommended offer.

Lorenz curve on the subset of jobseekers and offers which have been involved in
an interview.7 It shows the high concentration of recommendations resulting
from the algorithm. For example, 80% of the vacancies receive less than 10%
of the recommendations. Said another way, the 5% of vacancies receiving
the most recommendations receive 60% of the total recommendations. We
can also see in Figure 6 that the algorithm “increases” the concentration of

7To generate this curve, we considered all the vacancies in the MER file that had received
at least one match and the jobseekers who were involved in these matches. For each of
these jobseekers, if they had been matched with k vacancies in the file, we generated the
k best vacancies from the algorithm. We thus generate a new (virtual) match file with as
many matches as the initial file. It is on this file that we calculate the Lorenz curve of
recommendations. It is thus directly comparable to the one obtained with the considered
MER file.
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applications. The same figure also shows the Lorenz curve for contacts between
job seekers and vacancies. It is clear from the figure that the Lorenz curve
of the recommendations from the algorithm is further away from the diagonal
than the Lorenz curve of the observed matches. This result echoes the result
obtained in another domain by Li et al. (2020) on the diversity of recruitment.
The authors note in this paper that the diversity of recruitment is reduced
when using recommendation algorithms.

Figure 6: Lorenz curve computed on “MER” matching file for job offers
receiving at least one contact.

Notes: these results are based on the sub-sample of 3,652 jobseekers and 1,766 offers
of the considered sector of transportation and logistic which have been involved in
an interview (6,262 interviews have been recorded).
- “Applications” to the recorded interview, no matter the result.
- “Recommendations” corresponds to assignment plan based on the top recommendations
of the prediction-based recommender system. When a jobseeker candidates on k offers,
we consider the top k recommendations of the algorithm to compute the shares.

The goal of the optimal transport is to generate from our initial matching
probabilities p(i, j), a recommendation set, or assignment plan, that further
distributes the applications on the vacancies. We briefly present the method
in this section.

Denote N the number of jobseekers, and M the number of job ads, and by
Γ(N,M) the subset of the matrices MN,M of size N ×M satisfying

Γ(N,M) :=

{
γ ∈MN,M : ∀i, j, γi,j ≥ 0,

∑
j

γi,j =
1

N
,
∑
i

γi,j =
1

M

}
.
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To each matrix γ ∈ Γ(N,M) one can associate a discrete probability measure
defining an assignment plan relating jobseekers to offers, hence Γ(N,M) is the
set of plans we consider as admissible. The first constraint in its definition is
a positivity constraint, while the later two impose that the marginals of the
discrete probability measure associated with γ satisfy the capacity constraints
on the jobseekers and the offers. We consider the following linear program,
where γ ∈MN,M has entries γi,j:

argmax
γ

∑
i

∑
j

γi,jp(i, j) (9)

s.t., γ ∈ Γ(N,M).

Given a assignment plan γ∗ solution of problem (9), recommendations to
jobseekers may be generated by taking in a deterministic way, for a given
jobseeker i:

j(i) = argmax
j

γ∗i,.. (10)

Alternatively, one can also draw randomly the ad’s index according to a multi-
nomial distribution with weights proportional to γ∗i,.. We call the latter way
to recommend using the transportation plan the “probabilistic mode”. Note
that, due to the structure of the constraints, if recommendations to all jobseek-
ers are issued with the probabilistic mode, any offer j will be seen on average
N/M times.8

In real life scenarios, the linear optimization problem (9) under linear in-
equality constraints quickly reaches forbidding sizes as the algorithmic com-
plexity of this problem scales is of order max(N,M)2.7 (see, e.g., Weed, 2018;
Peyré and Cuturi, 2019). We recall that in our case, γ is a 60, 299 × 18, 873
matrix. Fortunately, the structure of this problem has been studied in depth
in the computational optimal transport literature. We turn to the following
entropic relaxation, studied among others by Cuturi (2013); Galichon (2016);
Galichon and Salanie (2011):

argmax
γ

∑
i

∑
j

γi,jpij − εγi,j log(γi,j) (11)

s.t., γ ∈ Γ(N,M) (12)

As shown by Cuturi (2013), by inspection of the first order conditions, the
regularized problem can efficiently be solved by the so-called Sinkhorn’s al-
gorithm, which is applicable for problems of the size of the one considered

8 Rescaling weights for the multinomial draws, so that γi,. sums to 1, means multiplying
through by N . For a given offer j, the number of times it is recommended would be the sum
of N independent draws of a Bernoulli random variable with parameter Nγij , i = 1, . . . N .
The expectation of that sum would be

∑
iNγij = N × (1/M).
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here. As shown in Proposition 4.1 of Peyré and Cuturi (2019), the solution
of this regularized problem tends to a uniform coupling when ε → ∞, and
to the maximal entropy solution of the non-regularized problem when ε→ 0.
ε may be considered as a “hyperparameter” of the approach. In practice, it
should be tuned on a validation set in order to achieve a good trade-off between
recommendation relevance, congestion, and computational considerations .

In the following, we obtain a recommendation plan γ by solving the reg-
ularized problem (11), and consider both deterministic and stochastic uses of
the corresponding plans γ∗.9

4.3 Trade-offs between recommendation relevance and
congestion

Figures 7 and 8 present the main results we obtain by applying optimal trans-
port to deduce recommendations from the matching probabilities matrix. Fig-
ure 7 presents the results obtained when using optimal transport in deter-
ministic mode, as defined in (10), and Figure 8 when using it in probabilistic
mode. Each of the two figures is modeled on Figure 5. The impact of using
optimal transport to make recommendations is visually striking. Overall, we
observe that recommendations are more evenly distributed among vacancies
and therefore generate less competition among jobseekers. The top panel of
both figures shows a sharp reduction in the number of competitors each job-
seeker faces, as well as a decrease in the rank of each jobseeker in the vacancy
queue. The median number of competitors was 229 with the standard referral
system, 29 with optimal transport in deterministic mode and 3 with optimal
transport in probabilistic mode. A similar decrease is observed for the rank of
jobseekers on their vacancies: the median rank was 90, it drops with optimal
transport to 13 and 2 respectively.

The implication of this reduction in the number of competitors per vacancy
can be seen directly on Figure 9, which presents the Lorenz curves of the shares
of recommendations received by each vacancy. These curves are determined
on the whole sample of jobseekers and offer in the transportation and logistic
sector.10 In this sample, the consistency of the recommendations with the
standard recommendation system is particularly strong. More than 90% of the

9To issue k ≥ 1 recommendations for a jobseeker i, as is desirable in practice, one may
solve problem (11), and proceed by either taking the top k indices in γi,., or draw repeatedly
according to the multinomial (discarding duplicates until k distinct ads are drawn). Note
that in the regularized setting, all entries of the optimal solution are strictly greater than 0
when ε > 0; thus k non-degenerate top items may be found or drawn whenever k is lower
than the number of job ads.

10Conversely, the Lorenz curves in Figure 6 were determined on the specific file of the
MER connections– see footnote 7.
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Figure 7: Competition for a job offer with the optimal transport recommen-
dation system in deterministic mode

(a) Density of nc(i) (b) Density of r(i)

Quantiles nc p(i, j) pc(i) r(i) p(i, j)− pc(i)

0.10 6 0.035 0.002 2 0.002
0.25 14 0.041 0.010 5 0.009
0.50 29 0.049 0.024 13 0.023
0.75 55 0.059 0.038 28 0.038
0.90 95 0.069 0.051 54 0.048

Density of p(i, j) and pc(i) Quantiles

Notes: these results are based on the 60,299 jobseekers and 18,873 offers in the
transportation and logistic sector.
- nc denotes the number of rivals faced on the top recommended offer;
- p(i, j) is the calibrated matching probability of Section 2.2.2;
- pc(i) the ex-post matching probability defined in (8), taking rivalry into account;
- r(i) denotes the jobseekers’ rank on the top recommended offer.

vacancies receive almost no recommendations. The congestion is substantially
reduced with the recommendation system based on the optimal transport in
deterministic mode. It is still important: 80% of the vacancies receive almost
no recommendations. On the other hand, the use of the Optimal Transport
in probabilistic mode leads to a very clear improvement. This is perfectly
consistent with the remark in footnote 8 that balanced recommendation shares
are obtained as a result of optimal transport in probabilistic mode.

On the other hand, there is a cost in terms of matching probability. As
the examination of the global objective of (9) shows, the use of the optimal
transport can only lead to a decrease in the instantaneous matching probabil-
ities. This decrease is larger when optimal transport is used in probabilistic
mode. As shown in the panels (d) of figures 5, 7, and 8, the median matching
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Figure 8: Competition for a job offer with the Optimal Transport recom-
mendation system in probabilistic mode

(a) Density of nc(i) (b) Density of r(i)

q nc p(i, j) pc(i) r(i) p(i, j)− pc(i)

0.10 1 0.005 0.005 1 0.0000
0.25 2 0.007 0.007 1 0.0000
0.50 3 0.011 0.011 2 0.0001
0.75 4 0.021 0.020 3 0.0005
0.90 6 0.037 0.035 5 0.0019

Density of p(i, j) and pc(i) Quantiles

Notes: these results are based on the 60,299 jobseekers and 18,873 offers in the
transportation and logistic sector.
- nc denotes the number of rivals faced on the top recommended offer;
- p(i, j) is the calibrated matching probability of Section 2.2.2;
- pc(i) the ex-post matching probability defined in (8), taking rivalry into account;
- r(i) denotes the jobseekers’ rank on the top recommended offer.

probabilities are respectively 5.6, 4.9 and 1.1 for the standard recommendation
system and those obtained by using optimal transport.

Figure 10 also illustrates this trade-off. It shows on the x-axis the match-
ing probability and on the y-axis the log of the number of competitors that
each job seeker encounters on the vacancy that is recommended to him. The
mode of the distribution shifts downwards (fewer competitors) and to the left,
decreasing the matching probabilities. This decrease is particularly clear when
using optimal transport.

However, if the instantaneous matching probability decreases, the number
of competitors also decreases. The adjustment to be made to go from the
instantaneous probability to the effective probability taking into account the
competition depends on the number of competitors (see (8)). Since there is
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Figure 9: Lorenz curves for different recommender systems.

Notes: these results are based on the 60,299 jobseekers and 18,873 offers in the
transportation and logistic sector.
- “Random” corresponds to a random assignment plan between jobseekers and offers
in this sector;
- “Prob.” corresponds to assignment plan based on the top recommendations of
the prediction-based recommender system;
- “OT” corresponds to the corrected assignment plan using optimal transport in
deterministic mode (see (10)).
- “OT-Stoch” corresponds to the corrected assignment plan using optimal transport in
probabilistic mode.

less competition when using optimal transport, the adjustment to be made
is smaller. The matching probability after taking into account competition
remains of course lower than the instantaneous probability, but it decreases
much less than for the standard recommender system. As can be seen clearly
in Figure 7, and even more clearly in Figure 8, the shift in the probability dis-
tribution when moving from the instantaneous probability to the competition-
aware probability is much smaller than that observed in Figure 5. In the case
of Figure 8, it is practically zero. The total effect, after taking competition
into account, is therefore ambiguous. On the one hand, we systematically
observe a decrease in matching probabilities when we switch from standard
recommendations to recommendations using optimal transport. On the other
hand, when we correct the matching probabilities to take into account the
competition encountered by the job seekers, this decrease is no longer system-
atic. Figure A3 shows that we even observe an increase in probabilities. It is
on the deterministic mode that the ex-post gains are the largest.
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Figure 10: Joint distribution of rivalry and matching probabilities

Notes: these results are based on the 60,299 jobseekers and 18,873 offers in the
transportation and logistic sector.

Overall, the examination of the distributions reported in figures 5, 7 and 8
show that the largest ex-post matching probabilities are with optimal transport
in deterministic mode. For example, the medians of the distributions of the ex-
post matching probabilities with the standard recommendation system and the
recommendation systems obtained via the optimal transport in probabilistic
and deterministic mode are respectively 1/1000, 11/1000 and 24/1000.

5 Conclusion

In this paper we explore the properties of a recommendation algorithm trained
within the French Public Employment Service and based on a rich data set.
The goal of the algorithm is to identify, based on past matches, the profiles of
the jobseekers and the offers which coincide the most. We first show how to
interpret the matching score obtained from the machine learning algorithm in
terms of matching probability. We then study the properties of the algorithm
along two main directions. The first one is the adequacy of the recommenda-
tions made with the preferences of the job seekers. We compare two types of
recommendations, those based on the matching probabilities of our algorithm
and those based on the optimization of a preference score. We then describe
the changes in the preference score and the matching probability when switch-

37



ing from one recommender system to the other. We show that the gains in
matching probability are obtained at the cost of a considerable loss in the
preference score. These initial results are not very exciting since they imply
that the increase in the chances of returning to work, predicted on the basis of
past transitions, is only obtained by accepting jobs that are less well paid than
those to which one aspires, offering less stability, having shifted hours, that
do not correspond to the desired occupation and that do not rely on skills.
Nevertheless, we also show that when we try to maximize an objective which
combines both the chances of returning to work and preferences, as is done
in the literature in directed search (see, e.g., Chade et al., 2017), we achieve
gains in matching probability that remain significant. This also leads to losses
in preference scores which are much more modest. A general lesson of this first
“in the lab” part is that recommendation algorithms would benefit from being
explicitly based on an objective on which job applications are based, such as
expected utility.

In a first phase of our field experiment, we will randomly assign to each
jobseeker a weight θ and then expose them to recommendations based on the
maximization of Πw(i, j)θp(i, j)1−θ. This will allow us to identify the optimal
θ parameter to consider for generating recommendations from the preference
score and the matching probability.

In a second step of our “in the lab” analysis, we examine the issue of conges-
tion. Without our recommendation algorithm, we document that congestion
in the labor market is already high. Some jobs receive a very high share of
recommendations, and others a very low share. We show that our algorithm
tends to aggravate this phenomenon: it concentrates even more recommenda-
tions on certain offers. Using a formalism inspired from the directed search
theory, we recompute the matching probabilities taking into account the com-
petition between job seekers on the offers. We show that the concentration of
job seekers on certain offers leads to a collapse of the matching probabilities.
To solve this problem, our idea is to use optimal transport: instead of deriving
recommendations from our probability matching matrix individually for each
job seeker, we consider a collective objective which imposes that all offers be
recommended as many times. The main result of using this objective is that
it leads to recommendations with lower matching probabilities, thus requiring
an apparent sacrifice from each individual. But the important point is that it
also leads to a much lower number of competitors. Thus, once the competition
between job seekers is taken into account, the chances of matching are higher
with recommendations based on the optimal transport, despite the apparent
sacrifice that must be made initially. However, the latter sacrifices might be an
obstacle to the implementation of a recommendation system based on optimal
transport.
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In a second phase of our field experiment, we will randomly assign micro
markets to mobilize recommendations based on optimal transport or not.

A Supplemental Figures

Preference-based Machine learning
Jobseekers Offers Jobseekers Offers
Skills Skills Skills (SVD, embedding) Skill (SVD, embedding)
Diploma Diploma Diploma Diploma
Languages Languages
Driver’s licence Driver’s licence Driver’s licence Driver’s licence
Experience Experience Experience Experience
Occupation (lv. 3) Occupation (lv. 3) Occupation (lv. 1, 2, 3) Occupation (lv. 1, 2, 3)
Working hours Working hours Working hours Working hours
Wage Wage Wage (several measures) Wage (upper, lower bounds)
Location Location Location Location
Geo. mobility Geo. mobility
Contrat type Contract type Contract type Contract type

Qualification Qualification
Soft skills Soft skills

Job description (text)
Firm description (text)
Contract type
Contract duration
Establishment size
Establishment status
Num. applications (ad)
Num. applications (establishment)
Num. days since posted
Geo. soc.-dem. features

Former occupation
Sex
Num. children
Search obligations
Job search type
Min. allowance status
Days unemployed
Age
Num. applications
Geo. soc.-dem. features

Table 1: Information on offers and jobseekers that the preference-based and
machine-learning based recommender systems leverage
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Figure A1: Effect of switching from the preference based recommender system to pre-
diction based on the sub preference scores

(a) On Πw,Profile (b) On Πw,search

Notes:
- Πw,Profile is defined in (2) and aggregate criteria about skills, diploma, languages, driving license
and year of experience.
- Πw,search is defined in (3) and and aggregate criteria about occupation, working hours, reservation
wage, geographic mobility, duration, and the type of contract.
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Figure A2: Effect of switching from a preference based system to a system
based on (7) on the matching probability

(a) On mobility criterion (b) On wage criterion

Notes:
- Reservation mobility is the maximal distance at which jobseekers declare they are willing to accept
an job offer;
- The lower bound on offer wage corresponds to the lower bound on the wage filled by the firm when
posting the vacancy.
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Figure A3: Changes in matching probabilities when switching from a standard
prediction-based recommender system to a recommender using optimal trans-
port.

Notes: these results are based on the 60,299 jobseekers and 18,873 offers in the
transportation and logistic sector.
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B Algorithm description

B.1 Feedforward neural networks

A single layer feed-forward neural network is a function from Rd to Rd′ of the
form h(x) = σ(Wx), where σ is a nonlinear function applied point-wise (for
instance, the sigmoid function), and W ∈ Rd′×d is a weight matrix. In the case
of the sigmoid and d′ = 1, we recover a simple logistic predictor; when d′ > 1,
one may think of the output as d′ logistic predictors side by side.

A k-layer feed-forward neural network stacks several single layer feed-
forward networks, defining

h(x) = σ(Wkσ(Wk−1 . . . σ(W1x)))

where the W ’s are parameter matrices for the different layers. Each layer
thus takes as input features the output of the previous one; each dimension
of the layer’s output combines its inputs linearly and passes them through a
nonlinearity.

Various approximation theorems establish that, given arbitrary width or
arbitrary depth, neural networks can approximate any well-behaved functions.

A crucial feature about neural networks is that using a set of usual nonlin-
earities, they remain differentiable (wrt the different weights W ) by applica-
tion of the chain rule. Automatic differentiation frameworks, such as pytorch
(used for the implementation of the present algorithm), allow the training of
such models (given a suitable loss function) with ease by stochastic gradient
descent.

B.2 Overall network structure

As explained in 2.2, to incorporate domain knowledge, φ, ψ and A are given a
block-wise structure, with three blocks corresponding to geography, to skills,
and to other factors. In other words,

Sij = φg(xig)
TAgψg(yjg) + φs(xis)

TAsψs(yjs) + φo(xio)
TAoψo(yjo),

where subscripts g, s and o correspond to “geography”, “skills” and “other”.
Before a final step of end-to-end training, these three modules are trained
separately to obtain warm-start values.

The margin parameter η is set to 1 for the separate training of the modules,
and to 3 for the final end-to-end training.

In every module, negative examples are agressively subsampled. In all
modules except for the pre-training of the “geographic” module, every epoch
(i.e. mini-batch stochastic gradient descent pass on the training data), one
negative example is uniformly sampled sampled to serve as contrast to every
positive pair (amongst the offers available that week).
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B.3 “Geography” module

The high-level inspiration of this module is drawn from Lian et al. (2014). Ag
is set to the identity, φg to the identity. The contribution of this module to
the overall score thus reduces to a scalar product of φg(xig) and yjg.

To compute yjg, a grid of latitude-longitude-pairs of size 572 is first defined
to cover the region’s area 11. Each dimension of yjg ∈ R572 then corresponds
to one of that grid’s coordinates. The k-th dimension of yjg is defined as:

yjgk = exp(−d(j, k)/10)

where d(j, k) is the distance in kilometers from j’s post code to the k-th
latitude-longitude pair. Thus, yjgk is close to 1 when j’s establishment is
geographically close to the k-th latitude-longitude pair, and tends to zero
quickly for grid coordinates that are farther away.

φg takes an input xig ∈ R574: the representation of i on the same grid
as used for yg, concatenated with i’s post code’s raw latitude and longitude.
xig is first mapped to a first layer of size R574 and composed with a tanh
nonlinearity; then mapped to an embedding layer of size 572.

Training is done for 100 epochs with a batch size of 32, using the Adam
optimizer and base learning rate 10−4. Negative sampling selects items farther
than the actual positive one. Furthermore, unlike in other modules, but in a
customary fashion in the metric learning literature, 10 negative samples are
chosen per positive one, and only the “hardest” one amongst those (i.e. the
one for which the pair has lowest geographic score according to the current
model state) contributes to the gradient.

B.4 “Skills” module

A “skill” 11272-200-100 module takes as input the one hot encoding of skills,
with 1 hidden layer of size 200 (activation ReLU) and outputs a representation
of size 100 (activation function tanh). The module is trained for 100 epochs
(batch size 32) with the Adam optimizer and base learning rate 10−4. The
similarity matrix is kept to the identity during pre-training (only).

B.5 “Other” module

An “other” d-500-200 module takes as input the other descriptive features,
with d = 351 for jobseekers and d = 482 for job ads, a first hidden layer of size
500 (activation ReLU) and an output representation of size 200 (activation
function tanh). The module is trained for 100 epochs (batch size 256) with
the Adam optimizer and base learning rate 10−4.

11Resulting initially from a 25×25 flattened grid of geographic locations corresponding to
quantiles in latitude and longitude respectively; duplicates coordinates are then discarded.
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B.6 End to end training

The overall architecture is warm-started using the preliminary training of the
above three modules. First, only φg, As, Ao are trained for 10 epochs with
Adam optimizer and base learning rate 5× 10−5; then all modules are trained
for 25 additional epochs with learning rate 10−5. The batch size is 256 through-
out end-to-end training.

C Additional Figures
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