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Averaging for slow-fast piecewise deterministic Markov processes
with an attractive boundary.

Alexandre Génadot*

Winter 2022

Abstract

In this paper, we consider the problem of averaging for a class of piecewise deterministic Markov
processes (PDMP) whose dynamic is constrained by the presence of a boundary. When reaching the
boundary, the process is forced to jump away from it. We assume that this boundary is attractive for
the process in question in the sense that its averaged flow is not tangent to it. Our averaging result
relies strongly on the existence of densities for the process, allowing us to study the average number of
crossings of a smooth hypersurface by an unconstrained PDMP and to deduce from this study averaging
results for constrained PDMP.

1 Introduction

In this article, we consider Piecewise Deterministic Markov Processes (PDMP in the sequel), introduced by
Davis in [3] in their euclidean-mode setting. In this framework, a PDMP consists in a couple (X (t), Y (t))i>0
on R? x Y, where Y is, for us, a finite set. The motion of the euclidean variable X is the one described by
a switching ordinary differential equation, whose switches are parametrized by the mode process Y. This
discrete Y-valued process Y jumps between its possible states at X-dependent rates. We are interesting
in the interaction of the X-component with a hypersurface B of R%, when the dynamic of the underlying
discrete process Y is infinitely accelerated, resulting in a two-time scale process (X, Y:). The (small) real €
indicates that the time scale for Y; is of order € while for X, the time-scale remains of order 1. We will also
be interested in the averaging of the process when the X-component is forced to jump, according to some
boundary jump measure, when reaching the hypersurface B considered as a boundary. We are thus in the
framework of averaging for constrained Markov processes.

Averaging for unconstrained Markov process, that is, without the presence of a boundary, has been
studied by several authors since decades and is well understood for a wide variety of Markov processes. For
instance, see [22] for continuous time Markov chains, [17] for diffusion processes, [10] for fractional Brownian
motion, [5, 6, 16] for piecewise deterministic Markov processes and [18] and references therein for a rich
variety of other examples and applications. The aim, when averaging the dynamic of the process, is to
obtain a process that is simpler to study, but with properties that are qualitatively close to the initial model.
This explains the success of this method and why it has been, and still is, the object of so much attention.
For example, see [16] for applications of this method in neuroscience.

To the best of our knowledge, averaging for constrained Markov processes, that is with the presence of a
boundary, has not been the object of so much investigations, in particular in the description of the averaging
measure at the boundary. There is an intrinsic difficulty in these problems which stems from the presence of
two types of jumps. High-rate stochastic jumps, those of the Y component whose dynamic is accelerated, and
boundary forced jumps, those of the X component. In [1], we adopted a standard approach to study a class of
one dimensional and piecewise linear Markov processes with constraint. This approach is called the ”penalty
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method”, exposed in [15, Section 6.4]. This method consists in considering a penalized process jumping at
fast rate when beyond the boundary rather than a process jumping instantaneously at the boundary. Then,
a time change is performed in order to sufficiently slow down the dynamic of the penalized process when
beyond the boundary, allowing the application of classical limit theorems for Markov processes. Let us also
mention that in [6], the authors set up a general method to study Markov processes with constraints. They
called this method the ”patchwork martingale problem”. It has been successfully applied in [3] to reflected
diffusions.

Yet another approach is used in the present article to overcome the difficulty of handling stochastic jumps
at fast rates with the additional presence of forced jumps. As far as we know, this approach is fairly original.
In a first time, we circumvent the difficulty in studying the interplay between the two-time scale PDMP and
the hypersurface B without forced jumps. For this purpose, we use the study on the average number of
crossings for piecewise smooth processes performed in [1, 2]. In these articles, Rice’s formula for the average
number of crossings of a hypersurface are obtained and the so-called crossing measure at the boundary is
studied more specifically in [2]. One of the main assumption in these articles is the existence of densities for
the process at any time. The problem of the existence of densities for PDMP has been extensively studied
in the articles [9, 21]. In our setting, a set of sufficient assumptions consists to suppose that the initial value
of the process has a density, as well as the jump measure at the boundary. Once the interplay between
averaging and the crossing hypersurface described, we are able to handle the presence of forced jump in the
dynamic of the PDMP, that is to tackle the problem of averaging for a constrained PDMP.

The present article is organised as follows. Section 2 is devoted to the study of PDMP without boundary.
We present in Section 2.1 the construction of a PDMP in the euclidean-mode setting without boundary
and recall an important averaging result obtained in this context. Then, in Section 2.2, we precise what
this averaging result implies for the densities of the process, when they exist. Section 3 is devoted to the
description of averaging in interaction with a hypersurface. The average number of crossings is considered
and convergence results for this number are presented in Section 3.1. These results are applied in Section 3.2
to obtain an averaging result for a PDMP with the presence of a fully attractive boundary. An example is
considered in Section 4 as well as two possible extensions of our results. Section 5.3 is devoted to the proofs
and in particular to the proof of our averaging theorem for PDMP with an attractive boundary.

2 Averaging for a class of PDMP without boundary

2.1 The model and its averaging

Notations and general assumptions. As usual, R is the set of real numbers with R the set of positive
real numbers. The space R?, where d > 2 is an integer, is endowed with the euclidean distance d with
corresponding norm || - || and associated scalar product between to points  and # in R? denoted by x - 7.
N is the set of positive integers. We denote by \g the Lebesgue measure on RZ. In all what follows,
Y = {y1,..., Yy} is a finite set of cardinal [Y|]. The real 7' > 0 denotes a finite time horizon.

Assumption A. The process that we consider is built from the following features. Assumptions made about
these characteristics are assumed to be true throughout the article.

A.1 Fory €Y, Fy is a continuously differentiable and bounded vector field on R?¢. Moreover, we assume
that there exist constants k1, ks > 0 such that

|Fy ()| < K1+ rolz|, VaeR™

These hypotheses on the vector fields imply that for each y € Y, the Cauchy problem:

d
Sa(t) = Fy(a(t)

with initial condition x(0) = = has a unique global solution generating a flow denoted by ¢, (x,-).



A.2 For (y,2) € Y2, y # 2, the function q,. : * € R > q,.(x) € R is continuously differentiable and
bounded. To this family of functions is associated a |Y| x |Y| jump intensity matriz Q(x) (also called
the transition rate matriz), for each x € R, defined, for each (y,z) € Y2, by

_ | a:(2) ifz#y,
Qy=(7) == { —q,(x) ifz=uy,

where g, (x) := Zz7gy qy=(T).

Description of the model. Let (2,7, (F;)¢cjo,7], P) denotes a filtered probability space. We define a
PDMP in the euclidean-mode setting as a cadlag stochastic process (X (t),Y (t))ic[o,r] on the state space
R? x Y as follows. The continuous component, X, takes values in R? and has continuous paths, while the
discrete one, Y, takes values in Y. The dynamic of the continuous component is defined by the family of
d-dimensional vector fields F), indexed by y € Y. The behaviour of the discrete component is determined
by the family of rate functions g,. for each (y,z) € Y?, describing the jumping rate between states y and 2.
The sample paths of a PDMP (X(t),Y (t)):c[o,7) are then constructed in the following way.
For any (z,y) € R? x Y we define the survivor function

S(ay)(t) i= e~ Jo w@u(@Nds 4 > (1)

This is the survivor function of a non-negative random variable. Let 79 = 09 = 0 and (X (0), Y (0)) = (Xo, Yo)
be a R? x Y-valued random variable. Assume that the process is built until time 7,,_1, for n € N. Then,
we can define a random variable o,,, the inter-jump time, satisfying

P(o, > t[(Xn-1,Yn1) = (2,9)) = Sz (t), t>0.

We define the nth jump time by
Tn = Tn—1 1 On

and we set

(X(t),Y(t)) = { (¢Yn_1(Xn717t - Tnfl)»Ynfl) fOI‘ Tn—1 S t < Tn,

(Xn,Yn) for t = 1,.

The nth post-jump location (X,,,Y;,) is a R? x Y-valued random variable such that
Xn = ¢Yn_1 (Xn—la Tn — Tn—l)

. (X(r))
_ Qyz Tn
PY(r) =2Y (7)) =y) =~
4y (X (7))
We built thus the trajectory up to the time horizon T'.
The following theorem states that the described process is a strong Markov process and characterizes its
extended generator.

Theorem 1. [3, Theorem 26.14] Suppose that Assumption A holds. There exists a filtered probability space
such that a standard PDMP (X (t),Y (t))¢cjo, 1) as constructed above is a homogeneous strong Markov process.
The extended generator A of the process is given by

Af(@,y) = Fy(@) - Vo f(@,9) + Y ay:(@)(f(x,2) = f(2,y))

z€Y

for functions partially differentiable with respect to the variable = and belonging to the domain D(A), which
is the set of all measurable functions f : R x Y — R, such that t — f(¢,(z,t),y) is absolutely continuous
on Ry for all (z,y).



Averaging. Let us accelerate the dynamic of the component Y of the process by considering a transition
rate matrix ). proportional to é, with € > 0. In an equivalent way, one can as well consider that the
Y-component evolves on a faster time-scale than the X-component by setting, for ¢ € [0, T],

Yo(t) =Y (z) .

This accelerated process is denoted by (Xc(t), Yz(t))¢cjo,r]- The PDMP (X, Y:) constructed as described
above has now two distinct time-scales. The variable Y, jumps on a fast time-scale of order ¢ between the
states of Y according to the X.-dependent transition matrix Q.(X.) and between the jumps, the variable
X, evolves on a slow time-scale of order 1 according to a system of ordinary differential equations

d

dt

The averaging problem consists in the study of the behaviour of the process when € goes to zero, that is

when the dynamic of the discrete component is infinitely accelerated. For this purpose, this discrete process
needs to possess some kind of asymptotic stability as considered in the following assumption, see [5].

X.(t) = Fy,n(Xo(), € [0,7].

Assumption B. For any x € R?, the time-homogeneous Markov chain on Y with generator Q(z) is
ergodic, that is, it visits with positive probability any state in Y, for any starting point. We call w(x) its
unique invariant probability measure on Y.

Assumption B implies that, with x held fixed, the time homogeneous Markov chain with generator
Q(x) admits a unique invariant measure 7(x) to which the Markov chain converges as time goes to infinity.
Moreover, 7, (z) > 0 for each y € Y. We call m(x) the quasistationary measure associated to the component ¥
(when X is held fixed to x). As proved in [5], the quasistationary measure inherits the analytical properties
of the vector fields and intensity rate functions. For instance, here, the quasistationary measure 7(z) is
continuously differentiable in z under Assumption A.

The acceleration of the dynamic of the Y-component will induce an averaging of the component of the
process with respect to the quasistationary measure 7. We introduce the averaged vector field F' : R — R?

defined as
F(a) = m(a)F,(x). (2)
yEY
Note that this averaged vector field is also continuously differentiable and bounded, thanks to Assumption
A.1. In this context, the following averaging result holds.

Theorem 2. /5, Theorem 2.2] Suppose that Assumptions A and B hold. Given (zo,y0) € RIxY, we denote
by X the unique solution of the Cauchy problem

d— —
X0 =FX@), te[0,T]

with initial condition X (0) = xo. Then, for any 6 > 0, y € Y and for any continuous function f : [0,T] — R

we have
lim P ( > 6) =0,
e—0

This theorem states that the occupation measure associated to the fast component Y. converges in
probability towards a measure having for density the X-dependent quasistationary probability associated
to Y.. In the meantime, there is also uniform convergence within the considered time window of the slow
component X_, in probability, towards its averaged version X. In [5], the author also obtained a large
deviation principle associated to the considered process. We will not need this refinement in the present
article.

/ 1L, (Va()dt / £ty (X (1))t
0 0

and

lim P ( sup || X.(t) — X ()| > 5) =0.

=0 te[0,T]



2.2 Densities and averaging

We begin with a quite intuitive result about the existence of densities for the class of considered PDMP. We
define for this purpose a measure v on R% x Y by

Y]
y(dz, dy) = Aqg(dz) Z 8y, (dy).

We will require the initial value of the process to have a density with respect to ~.

Theorem 3. [21, Corollary 5.4] Suppose that Assumptions A holds and that the initial value (X (0),Y(0))
of the PDMP has a density fo with respect to the measure v. This density is assumed to be continuous in x.
Then, for any t € [0,T], the couple (X (t),Y (t)) has a density f, with respect to the measure vy, continuous
in both x and t.

We will provide some details on this theorem. Before that, for convenience, we state the hypothesis about
the existence of a density with respect to €.

Assumption C. The initial value (X.(0),Yz(0)) of the PDMP possesses a density fo. with respect to the
measure . This density is assumed to be continuous in x and with supremum norm uniformly bounded in €.

In general, if they exist, the densities (f;)iecfo,r] of a PDMP satisfy a transport equation as stated in
Equations (2.26) and (2.27) in [9]. Indeed, according to Theorem 1, the Dynkin formula implies that for all
bounded and measurable function g on R% x Y, let say continuously differentiable in z, we have,

/ 92, 9) fulr,y)y(de, dy) — / o, ) folw, y)r(de, dy)
RIXY

RIXY

:/ / Veg(z,y) - Fy(z) fo(z,y)v(dz, dy)ds
0 RIXY

+/O /RdXY Z 4y=(2)[g(z, 2) — g(z,9)] (2, y)v(dz, dy)ds.

z€Y

This is a weak formulation for the following transport equation in conservative form,

ifile.y) +div(Fy (@) fulxy) = 3 a(@)file,2), te(0,1), (r.y) R x Y. (3)
z€Y\{y}

Assumption A as well as the continuity of the initial condition implies that the Cauchy problem associated
to (3) has a unique solution continuous in space and time, see for example [4, Chapter III] or [19, Proposition
6.2]. From now on, we denote by f; -(«) this solution in the two-time scale setting, as soon as Assumptions A
and C hold. Depending on the shape of the vector fields and intensity rate functions, the transport equation
(3) is more or less difficult to solve explicitly. For our purpose, we do not need such explicit formula but will
rather use some properties of the solution. Let us give a simple example.

Example 1. Assume that Fj(x) and ¢,,(z) do not depend on z. Then, if Y is independent from X (0),

filw,y) =B (fo <x - /O t Fy<s>ds> 1y<Y<t)>> ,

where fy denotes the density of X (0) with respect to the Lebesgue measure on R?. We see that if fy is
continuous and bounded in z, then so is fi(-,y) for any (¢,y) € [0,7] x Y.



This example emphasizes that f; transports the properties of fy with respect to x over time, as expected
for the solution of a well posed transport equation. In the context of averaging, the behaviour of this
regularity with respect to the parameter ¢ is of particular interest. To give the following result, we need to
define the density associated to the average process X. This density at time ¢, denoted by f,, satisfies the
following transport equation in conservative form:

{ Qt?t(x) +div(f,(z)F(x)) =0, z€R%te(0,T], @)
folx) =up(x), zeR,

where g is the density of X (0), assumed to be continuous. Then, since divF is continuously differentiable
on RY thanks to Assumption A.1, the Cauchy problem (4) has a unique solution which is continuous in time
and space, see for example [19, Theorem 6.3].

Proposition 1. [16, Proposition 2.1] Suppose that Assumptions A, B and C hold and moreover that for
e € (0,1], the density fo . does not depend on e, that is fo.(z,y) := fo(x,y). Then, we have

lim f,.(2.9) = F, (), (),
for any (x,y,t) € R x Y x [0, T], uniformly for x in any compact of R, where f,(x) is defined through the
Cauchy problem (4) with ug = fo.

Remark 1. The above result implies that for any ¢ € [0, 7] and any compact K of R?, there exists g such
that we have the following uniform bound,

sup sup |fre(x)] < cc.
56(0780] zeK

As emphasized in the following example, continuing Example 1, Proposition 1 is quite intuitive when the
process X, and Y, are fully decoupled.

Example 2. Assume that F,(z) and g,.(z) do not depend on z as in Example 1. Then, if Y; is independent
from X.(0) (whose density fo do not depend on ¢),

fre(z,y) =E (fo (x - /Ot FYE(S)d8> 1y(Y5(t))) .

If fy is continuous, then the dominated convergence and ergodic theorems give,

giir(l)ft,e(xay) =folz—t z;ﬂ-yFy Ty
ye

as required.

3 Averaging interaction with a crossing hypersurface and appli-
cation to PDMP with boundary

3.1 A C!-hypersurface and its crossings

We will consider the interplay of the process (X.,Y.) with B, a compact and connected C'-hypersurface
in R%. As such, this hypersurface borders a connected and bounded domain which we denote D. The
Cl-defining function associated to D is denoted by p, see [14, Section 1.2]. We write ng(x) := % for

the outward unit normal of B at x € B. Moreover, for any § > 0, we define the J-tube around B by
75(B) := {z € R% d(z,B) < §}.

The Lebesgue surface measure associated to B is denoted by op.



Assumption D. The hypersurface B may satisfy the following assumptions.

D.1 We assume that for any x € B andy € Y,
Fy(@) - nm(x) 0.
This implies that the trajectory of the flow are not tangents to the hypersurface B.

D.2 We assume that for any x € B, o
F(x)-ng(xz) > 0.

In other words, under this assumption, if it starts from a point in D, the hypersurface B is fully
attractive for the averaged process X.

D.3 We assume that for any x € B andy € Y,
Fy(z)-ng(z) > 0.

In other words, under this assumption, if the euclidean component starts in D, the hypersurface B is
fully attractive for X whatever the value of the discrete component Y .

Remark 2. Since B is compact and the vector fields and outward normals are continuous functions, As-
sumptions D.2 and D.3 imply that there exists § > 0 such that

inf F, . > 0,
el oy T(@) - 1B(@)

and
inf F(z)- > 0.
inf Fla) - np(2)

Of course, Assumption D.3 implies Assumption D.2 (that implies Assumption D.1).
We proceed with the definition of the number of crossings of a hypersurface by a continuous process.

Definition 1 (Number of crossings). Let Z be a process in C([0,T],R%). We say that Z crosses the hyper-
surface B at time s € (0,T) if Z(s) € B and there is € > 0 such that Z(u) ¢ B foru € (s —e,s+¢)\ {s}.
For t € [0,T], we denote by Ng([0,t], Z) the number of crossings of the hypersurface B by the process Z
within the time window [0,t]. If the process Z is associated to another process Y walued in Y, we denote by
NBy([0,t], Z) the number of crossings of B by Z when Y (s) =y for any crossing time s.

Remark 3. Using the defining function p, under Assumption D.1, a crossing of B for the euclidean variable
X is a crossing of 0 for the real valued process po X.

The average number of crossings can be computed thanks to the Rice’s formula as stated in the following
proposition.

Proposition 2 (Rice’s formula and averaging). Suppose that Assumptions A, B, C and D.1 hold. Then, we
have, for each y €Y,

E(NB,y([Oat]a(Xs,Ys)))=/B|Fy(x)'nB(ff)|/0 fse(x,y)dsop(dz). ()

Moreover,

lim B(Ne,, (0, 1], (X, Y2)) = /B IF, (@) - na()|, / Fu(2)dson(do). (6)



Proof. We already noticed that under the stated Assumption, the process has a density at any time, con-
tinuous in both space and time and uniformly bounded in €, see Theorem 3, Proposition 1 and Remark 1.
The process X, being continuous and piecewise continuously differentiable, the densities being continuous in
both space and time, we can apply [2, Theorem 2.3] or [1, Corollary 2.11] to obtain the formula (5). Then,
using Proposition 1 and the dominated convergence theorem, we obtain (6). O

Remark 4. The above result does not imply that

lim B(Ni ([0, 1], X.)) = B(Ns([0, 1], %)

even if the family {X.}.¢(,1) is a family of continuous processes. Indeed, consider for example the case when
d = 1. In this case the hypersurface reduces to a level B = {b}. The measure op is simply the counting
measure and the normal to the surface can be taken to 1. Continuing Example 1, we have in this case, for
tel0,T] and y €Y,

t s
B0, (0.0 (1) = F] [ B (5o (0= [ Frau) 1,000 ) as.
0 0
This converges to
t
|Fy|7ry/ folb—s> mF, | ds,
0 yeY

meaning that the probability that the euclidean process crosses the level b when the mode is equal to y is
proportional to my|F,|. Consider now that Y = {—-1,1}, 7y =m =1/2, F, =y and b= 0. Then

BN (0.6 (4. ¥) = [ B (5 (= [ vetwan) 1009 )

and also,

BN, 1(0.1) (X, 1) = | B (o (= [ vetwan) 12000 )

Ba(0.0.0) = [ & (5 (- [ Vitwaa)) as

This converges to tf(0) which is not equal to E(Ng([0,t], X)) = 0 since X (t) = X, for any ¢ € [0,T]. The
problem here is that the times between two crossings, one up and one down, cannot be uniformly minimised
in epsilon. Assumptions D.2 and D.3 will prevent this phenomenon from happening.

such that

Remark 5. The quantity
t
[ fuctwvpas
0

that appears in the given Rice’s formula can be interpreted has the expectation of the local time spend by
the process around (z,y) € B x Y, within the time window [0, ¢], see [1].

Remark 6. Assume that the law of X.(0) is supported in D. Then, for ¢ € (0, 1], we can consider the
number of up-crossings, denoted by N];y([(),t], (X, Y:)) and the number of down-crossings, denoted by

Ng ,([0,], (Xc, Yz)), of the set B x {y} by the process (Xc,Y:). Suppose that Assumptions A, B, C and D.1
hold. Then, we have, for each y € Y,

BN, ([0, 1], (X., Y2))) = / (Fy(z) - np ()" / fue(ar,y)dson(dz)

B



and
¢
E(Ng ,([0,1], (X, Y2))) ::/L(Fb(x)'nB(m)ijé fse(x,y)dson(d),
where 2T = max(z,0) and 2~ = —min(z, 0) for any real z.

We will now precise what the results of Proposition 2 implies on the behaviour of the slow-fast process
around the crossing hypersurface. Let us now denote, for ¢ € (0, 1], by 72 the first time of crossing of B by
X::

T8 .= inf{t > 0; X.(t) € B}

with the usual convention that inf ) = +o0.

Proposition 3. Suppose that Assumptions A, B, C and D.3 hold. Then, for eachy € Y,

lim P(Y.(TB) = €[0,77) / -ng(z)my(x / f.(z)dsop(dz). (7)

e—0

More generally, for any measurable and bounded function h in R% x Y,

T
lim BAC(TP)YATE) 10 T2) = [ 3 b n)Fy(@) - mn(o)m@) [ F@dson(do). @)

yeY 0
Proof. The proof is postponed to Section 5.1 O

When considering Assumption D.2 instead of D.3, only the up-crossings of the hypersurface will play a
role.

Proposition 4. Suppose that Assumptions A, B, C and D.2 hold. Assume that the law of X.(0) is supported
in D. Then, the results of Proposition 8 hold. More precisely, for each y € Y,

T*
lim P(Y.(T®) = y: T8 € [0,7]) = /B (Fy (@) - ne(@)) "y () / 7, ()dsos (dz).

e—=0

More generally, for any measurable and bounded function h in R x Y,
T
lim BHCX(TR), V(TP () = [ 3 bl n)(Fy(o) - nm(a)) Py (o) [ @)dson(do).
yeY 0

Proof. The proof is postponed to Section 5.2. O

3.2 Averaging result for a class of piecewise deterministic process with bound-
ary

The model. We are going to construct a PDMP (X,Y) = (X(),Y(t))ie[0,r) as in Section 2.1 but in

constraining the euclidean component X to stay in the domain D by making it jump when reaching the

boundary B. The euclidean component becomes a D-valued piecewise continuous and deterministic process

with only forced jumps when hitting the boundary B. The Y-component is as before a Y-valued piecewise

constant process with purely stochastic jump times.
For (z,y) € D x Y, we define the hitting time of the boundary by the flow ¢,(z,-) as

te(z,y) = inf{t > 0; ¢,(z,t) € B}. 9)
For any (z,y) € D xY we also define the survivor function

St () = 1o 4B yy (e~ Jo W (@u(@Nds -y > g (10)



This is the survivor function of a non-negative random variable. We proceed to the construction of the
process by recursion, as in Section 2.1 . The only difference is the formulation of the post-jump locations.
Let 79 = 09 = 0 and (X(0),Y(0)) = (Xo, Yo) be a D x Y-valued random variable. Assume that the process
is built until time 7,1, for n € N. Then, we can define a random variable o,,, the inter-jump time, satisfying

P(Un > t|(Xn717Yn71) = (x,y)) = S(ac,y)(t)v t>0.
We define the nth jump time by
Tn ‘= Tp—1 1+ Op

and we set ( ( ) )
_ ¢Yﬂ,_1 Xn—lat — Tn—-1 >Yn—1 for Tn—1 S t < X
(X(®,Y(®) = { (X, Vo) for ¢ = 7y,

The nth post-jump location (X, Y, ) is a DxY-valued random variable such that with X, = oy, (Xn—1,0n),
the distribution of X,, on D is given by

Vy(dw|Xn)1B(Xn) + 65(n (dw)1pe (Xn)
where, for (z,y) € Bx €Y, v(-|z) is a probability measure on D. The distribution of Y, on Y is given by

@)+ > e gy 1 (),
2€Y\Y,_1 9Yn-1 (X”)

That is to say that either X or Y jumps at the jump times, but not both. As in Section 2.1, the component
Y is a jump process that may jump at X-dependent rates. The component X evolves according to a family
of vector fields parametrized by Y and has only forced jumps when reaching the boundary, if it does so.
Indeed, let us define the times of these forced jumps. We set T2 := 0 and for i € N,

TB :=inf{t > TR ; X(t7) € B}

K3
with X (¢7) := lim, ~ X (s7). By construction of the process, P—a.s, we have
dX(t)
dt

The process X satisfies a switching ordinary differential equation with jumps at the boundary. A detailed
example is provided in Section 4.

Definition 2. Lett € [0,T]. The number of jumps of X until time t is

= Fy)(X(1), te [Ti]il7TiB)) 1€ N.

pe(t) =Y 104(TP).
=1

The counting process pg counts the number of jumps from the boundary of the process X.
Proposition 5. Suppose that Assumptions A holds and that
E(ps(T)) < oc.
Then, the process (X,Y) is well defined.
Proof. See [3, Assumption 24.4 and Proposition 24.6]. O

Remark 7. The assumption
E(pB (T)) <0

is satisfied if, for instance, the jump measure has support in D far enough from B. Indeed, in such a case,
the process X can only reach the boundary a finite number of times over a finite time horizon, almost-surely.
More precisely, assume that there exists é > 0 such that, for any (z,y) € B x Y, the jump measure at the
boundary v, (-|x) has support outside the semi-tube 75(B) ND. Then, in this case, the process can not reach
more than | L SUP(4,y)eDx Yy [Fy(®)][] of times the boundary B, where |-| stands for the floor function.
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Acceleration Replacing the intensity operator @ by éQ in the construction of the process, we obtain a
two-time scale process (X.(t),Yz(t))ic[o,r] as in Section 2.1. Its counting measure at the boundary will be
denoted by pp .. Our aim is still to study its behaviour when e goes to zero, that is when the dynamic of
the discrete component is infinitely accelerated.

Definition 3 (Averaged jump measure at the boundary and averaged field). Suppose that Assumptions B
and D.2 hold. Recall that the averaged field is defined, for x € D, by

F(x):= Z Fy(z)my(z).
yeY
For (z,y) € Bx Y, we define
my () (Fy(z) - np(2))*
ey ™= () (Fz(2) - np(2))*
where w 1s defined in Assumption B. The averaged jump measure at the boundary is given by

v(dz|x) := Z Vy(d§:|x)uyB(x).

yeY

B -
oy (x) = 5

Remark 8. Note that, thanks to Assumption D.2, this average field is positive around the boundary and
that for each y, ,uyB is well defined.

The averaged jump measure at the boundary is thus a weighting of the boundary jump measures at the
boundary, with the weights taking into account both the invariant measure associated with the process Y
and the interactions between the flows and the boundary, as can be expected from the crossing formula given
in Proposition 2.

Assumption E. For any (z,y) € B x Y, the measure v,(-|x) is absolutely continuous with respect to the
Lebesque measure on D, with bounded and continuous density. Moreover, we assume that the supports of
these densities are in {x € D;d(x,B) > §} for some § > 0.

According to Remark 7, Assumption E implies that the number of jumps of this PDMP is finite almost-
surely.

All the processes that we consider are cadlag R?-valued processes defined on [0, T}, that is, belong to the
Skorokhod space D([0, 7], R%). We consider this space endowed with the so-called .J; topology, see [11] and
the references therein. With these notations and assumptions we obtain the following result.

Theorem 4. Suppose that Assumptions A, B, C, D.2 and E hold. Assume moreover that X.(0) converges
in law towards some random variable Xo, when € goes to zero. Then, the process (X:(t))tecjo,r) converges in

law, when € goes to zero, towards the averaged process (Y(t))te[O,T] starting at Xo and such that:
— —B
1. The process X is piecewise continuously differentiable with jumps at times (T; );en such that fori € N,

T =inf{t >To ; X(t7) € B}

7

=B
with the conventions that Ty = 0.

. —B =B . .
2. In between two jumps, fori € N and t € [T;_1,T, ) the process X satisfies the equation

d_ _
X () = F(X(), (11)

with initial condition Y(Tzl).
3. At jump times, fori € N, Y(T?) is distributed according to the jump measure U (|Y(T?_)>

Proof. The proof is postponed to Section 5.3. O

11



4 Example and possible extensions

We start this section with an example showing to what kind of situation our main result can be applied, this
is Section 4.1 . We then go on to discuss some possible extensions of our main result in Section 4.2.

4.1 A constrained centrifugal motion in dimension two

Consider the unit circle
B = {z € R [z = 1}

with as corresponding domain the unit open disc
D:={z e R? |z| < 1}

and outward normal ng(z) = x. For a finite set of angles Y in (—%, g), let say

T k
Y ={——+4+-mke{l,....n—1
{5+ ke fn 1)
with n € N, n > 3, we define the rotation matrices

ey, myem (S )

For y € Y, the vector field is given by
Vz €D, F,(z):= ARy,

with A > 0. These vector fields satisfy Assumption A.1l. Due to the fact that Y C (—%, %), the motion of

the X-component will be centrifugal until it reaches the boundary. Indeed, for any (z,y) € D x Y, z # 0,
F,(z) -ng(z) = Acos(y)||z||* > 0.
Assumption D.3 is thus satisfied. o
The transition rate functions are defined, for (y,z) € Y2,y # z and x € D by

1
Qyz(I) = 5(1 + ||xH2)1\yfz|:1-

Theses transition rates functions satisfy Assumption A.2. When z is held fixed, the associated invariant
probability 7(z) is the uniform probability on Y: Assumption B is verified. For € B and y € Y, the jump
measure v, (dw|z) at the boundary, has same law as

Ur+(1-U)(x —2cos(©y)Re,x)
where:
e U is a Beta law supported by [1/4,3/4] and with parameter (2,2). Its density is denoted by fy;

e O, is a Beta law supported by [min(0,y), max(0,y)] if y is not equal to zero and [—7/(2n);w/(2n)]
when y = 0, always with parameter (2,2). Its density is denoted by fe, .

The random variables U and ©, are assumed to be independent. This jump measure means that when it hits
the boundary, the process is rejected further into the centre of the domain, in a random direction between
the direction of the normal to the contact point and the direction of the velocity vector at the contact point
(which therefore depends on y). We have, by change of variables,

vy(dwlz) = fu (Y1 (w]x)) fe, (P2(w]x))|det Sy (w]z)|dw

12
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Figure 1: Left: trajectory of the process with A = 0.1, n = 10 and € = 1 up to the horizon time T' = 300. We
coloured each piece of the trajectory between two forced jumps with a different colour. Right: same thing
but with ¢ = 0.001. For the simulation of piecewise deterministic Markov processes, we refer to [20].

where, for w such that z - w # 1,

P(wl) := (P (w|z), Ya(wlz))
a2 o1
N U ekl Y A
21—z -w l—z-w
with wt = (_ww2>. Remark that if w satisfies « - w = 1, then w is not in the support of v, (:|z). Indeed,
1

rw=1lsz (w—1x)=0,

so that w is on the tangent line to B at the point x. Assumption E is satisfied for this family of jump
measures.

Therefore, if the initial value of the euclidean process has a density with respect to the Lebesgue measure
on D and that this one is continuous, we can apply Theorem 4. The average vector field is given, for z € D,
by

B y ol A
F(z) = (n —1 R—§+ﬁ”> T n = Dtan(r/(2n) "

k=1
and the averaged measure at the boundary by
v(dwlz) =Y fo,a(w]a))y () fu (¥1(wl))|det Jy (w]a)|dw,
yeY

with -
B — R
,u‘y (I) = tan (27’l) COS(y),

which is here independent of x. Two trajectories of the process are displayed in Figure 1, for two differents
€, showing the effect of acceleration.
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4.2 Two possible extensions

In this section we present two natural extensions of Theorem 4. They require, to show them, only minor
modifications of the convergence proof presented in Section 5.3.

4.2.1 Change of domain after a forced jump

In this variant, it is assumed that the X-component of the process can change domain after each forced jump.
Let (D;);>0 be a sequence of domains in R? with corresponding sequence of smooth boundaries (Bi)i>o -
The random variable Xj is valued in Dg. Then, as before,

TP :=inf{t > 0; X(t7) € By}

but the measure vy, 8. (-|X (T7)) is now valued in the domain D;. This should be emphasized by writing

v, Y(TB,_)(-|X(T1B’_)). And so on and so forth. Our assumptions, in particular the Assumptions D.3, B, C
’ 1
and E must be adapted accordingly. For example, Assumption D.2 becomes as follows, taking into account

the successive and possibly different boundaries.

Assumption 1 (Attractive boundary). For any i > 1, we assume that
Vz € B;, F(x)-ng,(z)>0.

We could as well change the form of the flow after each forced jumps by indexing the vector fields as
the successive domains. This change of domain framework is the one considered in [3] for the definition of a
general PDMP.

4.2.2 Slow-fast discrete process

Another natural framework is the one where the discrete component exhibits itself a slow fast dynamic. In
this case, the transition rate matrix is of the form

0® +Lom
3

where S and F stand for Slow and Fast. We assume that there exists a partition (Y;)i<j<n, with N > 2, of
the discrete space Y such that the transitions in between the classes are given by the transition rate matrix
(Ys and inside a specific class j by the bloc Q§F) of the transition rate matrix Q™). see [22, Section 3.6].

This multi-scale framework fits naturally to some applications, as for conductance based neuron models
in neuroscience [16]. This framework is fully developed in [22] in the case of continuous time Markov chains
where other kind of applications are considered.

In contrary to the extension presented in the previous section, the Assumption B to be made in order to
deal with this multi-scale case requires further reformulation. We follow [16].

Assumption 2. We assume that for t € D and i € {1,...,N?}, there exists a unique probability =) () on
Y, solution of 7@ (2)Q\") (z) = 0.

In this multi-scale setting, the averaged process is still a switching ordinary differential equation (X,Y)
with jumps at the boundary where the state belonging to fast transition clusters have been averaged. Namely,
the process Y is valued in {1,..., N} and jumps at z-dependent rates Q;j () such that for ¢ # j,

@ij(l") = Z Qg(fz) (m)ﬁg(f) (z).

(y,2)€EY; XY
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The averaged euclidean component X evolves according to a family of averaged vector fields given, for 2 € D

andi € {1,...,N}, by
= Fy(x)r)
yeY;
Assumption D.2 becomes, for i € {1,..., N},
Vz € B, F;(z) ng(z)>0.

Then, when X hits the boundary, it jumps according to the averaged jump measure at the boundary given,
forz e Bandie€{l,...,N}, by

ey, vyla)my) (@) (Fy(e) -ns (o))"

7i(|x) =
ey, T (2)(Fy(z) - np(x))*+

5 Proofs

This section is deserved to the proofs of the main results of the present article.

5.1 Proof of Proposition 3
For any € > 0 and each y € Y, we have,
P(Y.(TP) =y; TP € [0,T)) = P(NB,([0,T], (X, Y2)) = 1),

since under Assumption D.3, the process X, may cross the hypersurface at most one time. We then remark
that
P(Ng ([0, T], (Xc,Y2)) = 1) = E(NB,y ([0, T], (X, Y2))),

and apply Proposition 2 to get Equation (7). To get the formula (8) in the proposition, we need to show
that for any measurable and bounded function h and for any € > 0, we have,

B((XTE)YATE) 1o (T2) = [ 3 )y ) - nn(o / fe sl )ds0m (dr).
yeY
For this purpose, remark that under the stated assumptions, see [2],

E(h(X:(TP),Yo(T2)) 10,1 (T7))

(}13525 / () Py (o (Xe(5)) - ns (X () [ V(X (5 >>|1[_5,5]<p<xs<s>>>ds> .
Since we have the following uniform in ¢ domination, (recall that we have at most one crossing),
25/ h(X, () Fy.(5)(Xe(5)) - np(Xc () [VA(Xe(8)1[-5,5)(p(Xc(s)))ds
sup |h(z,y)l,

(z,y)ERIXY
the dominated convergence theorem yields,

E(MX(TF), Yo (T2)) 10,1y (TF))

§—0

=hmE< / B(X-(5). Ye(3)Fy. (5 (Xc(5)) - (X (s)[Vo(X <>>||1[5,5]<p<xa<s>>>ds>.
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Using the densities to express the expectation we obtain, using also the Fubini theorem,

E(M(X(TF), Ye(T2)) 110, (T7))

1 T
~lim e [ 3 MR e) (e | Fcla s Op@)1 s pla)de

5—0 20

Then, since B is a bounded C!-hypersurface and p its C'-defining function,

T
iy 55 [ 5" W) By ) nn(a) [ foa)ds| Vo) 11 s p(a)de.

T
= [ X we)F @) nm(@) [ oeo)ason(ao).
B 0
The result follows using the dominated convergence theorem and Proposition 1.

5.2 Proof of Proposition 4

For the proof of Proposition 3 to be still valid replacing Assumption D.3 by Assumption D.2, the number
of crossings of the hypersurface by X, must be uniformly bounded in ¢, at least for small . This is the
case thanks to Assumption D.2. To see this, we proceed by contradiction. Let us assume that there exists a
sequence (ey) going to zero such that for any k large enough we have Ng([0,7T], X.,) > 3. By Proposition 7
and the Skorokhod’s representation theorem, one can assume that (X., ) converges to X uniformly on [0, 7],
almost-surely. The fact that for any k large enough X, crosses B at least three times implies that X crosses
B and it does it exactly one time by Assumption D.2. Remark that this also implies, always for k£ large
enough, that the number of up-crossings of B by X,, is equal to the number of down crossings of B plus
one. In between the first down-crossing Tgown,c, of B and the last up-crossing Tiast e, , the increasing and
decreasing phases of p(X,, (-)) must compensate. That is to say, for k large enough,

Tast, ey,
B( X [ (@ m@) [ f s

er Tdown,sk

Tast ey
=E Z/B(Fv(x)”B(aT))_/ fs.en(x,y)dsog(dx)

er Tdown,sk

We then have, for k£ large enough,

E(Y /B Fy(z) - ng(z) / (@ y)dsos(da) | =0

er Tdown,ak

and therefore, when k goes to infinity, by dominated convergence,
E|) / F,(z) np(z)my(z) fze(z)op(dz) | =0,
B

where T is the crossing time of B by X. The last equality is
E (/ F(z) - ng(z) fzm (as)aB(dx)) =0. (12)
B

16



Under Assumption D.2, we have -
F(z) -ng(z) >0, VxeB.

Moreover, since X crosses B, we also have J7e () > 0 in some neighbourhood of B. These two facts are in
contradiction with Equation (12).

For small enough ¢, there is thus at most one crossing of B by X, and we can apply the same reasoning
as in the proof of Proposition 4.

5.3 Proof of Theorem 4

We follow the program initiated by Prokhorov, see [11]: we prove that the family {X_,e € (0,1]} is tight in
D([0,7],R%) in Section 5.3.1 and then identify the limit in Section 5.3.2.

5.3.1 Tightness

The proofs of tightness for slow-fast processes with boundary under general conditions could be complicated
because of the presence of fast stochastic jumps combined with the presence of instantaneous jumps at the
boundary, that is the presence of forced jumps. One standard technique used to overcome this difficulty is
the penalization method as it is exposed in [15, 7]. Here, Assumption C allows for the use of a more direct
and simple approach: the existence of a density for the process at any time allows to control the probability
that this one is in any set by the size of this precise set.

We use the tightness criterion presented in [13, Theorem 16.11]. For € > 0, since the process X, evolves
in D which is bounded, there exists a constant C' such that

sup sup [[X:(t)| <C, P-as.
e€€(0,1] t€[0,T]

Let 6 and M be two positive reals. For any ¢ > 0, let t € [0,7] and h > 0 be such that ¢t + h < T. Thanks
to Assumptions C and E, there is at most one forced jump between times ¢t and ¢ + h for h small enough.
Thus, we write,

[X(t+h) = Xe(®)| <h  sup  [|Fy(2)] + diam(D)13e(,t+h], x.(s—)eB-
(z,y)eDXY

Under Assumptions C and E, [9, Theorem 2.5 and Section 5.1] implies that for all € > 0, the random variable
X, (t) has a density with respect to the Lebesgue measure for any ¢ € [0, 7] which is uniformly bounded in
€. Therefore,

P(HS € (tvt + h}v XE(Si) € B) < P(Xs(t) € zup(z,y)EDXy HFy(:c)llh(B)) = O(h)v

uniformly in ¢ € (0,1]. The family {X.; e € (0, 1]} is thus tight in D(]0, 7], R?), endowed with the Skorokhod
topology.

5.3.2 Identification of the limit.

Let X be an accumulation point of the tight family {X.; € € (0,1]}. Our aim is to show that, for any
h € R4, we have

E(X(t) - h) = B(X(0)- h) + E < /0 R () hds>
e ([ t [ = X)) r(anl () as)).
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for any ¢ € [0, 77, as this will characterized the law of X, as stated in [3, Theorem 26.14]. We will still denote
by (X:). a sequence converging towards X in the Skorokhod topology. By convergence in the Skorokhod
topology, we have, for any point of continuity ¢ € [0, 7] of X:

E(X(t) - h) = lim B(X.(t) - h).

Following [3, Theorem 26.14], we also know that for any € € (0,1] and ¢ € [0, 77,
t
BX.(0) 1) = BOX0) ) + B ( [ Fr o (Xel9) - has
0

v t [ = X0 B X))

We begin with the limit of the two first terms in the right hand side of the above expression, as they do
not present any difficulty.

Proposition 6. We have, o
lim E(X.(0) - h) = E(X(0) - h)

e—=0

and for any t € [0,T],

e ([ Py (X.(5)) - is) =5 | FX(s))- has) .

Proof. The first equality holds by assumption: there is convergence in law at time zero. For the second one,
since the counting measure of the forced jumps does not appear in the considered expression, this is a direct
consequence of the convergence in the Skorokhod topology of (X.) towards X and of standard averaging
techniques for piecewise deterministic Markov processes without forced jumps, as presented in [16]. O

It remains to show that

i (| t [ o= X oo (@l X))

e—0

—5(/ t [ o= X)) tawlX ()P a))

Since we can not expect the convergence of the stopping times in the Skorokhod topology, we need to take
a different route to show this convergence. To proceed, observe that we have, for € € (0,1] and ¢ € [0, T,

E (/ot /D [w—X(s7)] - th€<s>(dWXE(S_))p?(ds)) - i_O;E Oﬂ(XE(TZ%_)’Y;(Tii,_))lT?ESt) |

where, for (z,y) € Bx Y,
Ix,y) = / [w— z] - hvy(dwl|z).
D

Since Assumption E holds, note that the sum over i is finite, P—a.s. We are going to show that for any
1 €N,
. B,— B,— v B
lim B (T(X(T2 ), V(T2 ) s <) = B (TR (T )ips, )
with, for z € B,
T(z) =Y T(z,y)uy ()

yeY

where pB is defined in Definition 3. The proof will repose on two main ingredients:
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1. The first one is the consideration of companion processes that follow the law of (X, Y:) but stop to
jump after the ith forced jump.

2. These companion processes allow us to make the link with the second main ingredient: the Rice’s
formulas to count the average number of continuous crossings of a hypersurface for a piecewise smooth
process, as presented in Proposition 3.

We move on to the definition of these companion processes.

Definition 4 (Companion processes). For i € N and ¢ € (0,1], we denote by (Xg(i),Ys(i)) the process
constructed as (X, Yz) until the ith jumps of x9. Then, if TiE?’B is finite, for t > Ti(f)’B

I3 2

d

aXe(i) (t) = Fyo (X () Ipurs ) (XL (s)),

with § > 0 chosen as in Remark 2.

In particular, there is no forced jump after the ith forced jumps, the process X (9 remaining continuous
after this time. Usual averaging results allow to consider the limit of the first companion process.

Proposition 7 (Averaging principle when there is no forced jumps). Under the Assumptions A and B, the
family of continuous processes (Xg(l))ee(o,l] converges in law towards a process Y(l) on C([0,T],R%) endowed

with the uniform topology. The process Y(l) is such that for t € [0,T],
t

XV() = Xo + / 7Y (s))ds
0

where F is given in Definition 3.
Proof. Under the assumptions made, the result is given by Proposition 7. O

Remark 9. When ¢ > 2, the same result holds true for the processes (Xs(i))ae(o’l] when far from the

boundary. Indeed, for ¢ > 2,we can show that the family (Xg(i))se(oyl] is tight in D([0, 7], R?) quite exactly
as for (X:)ce (0,1 and that for almost every ¢ € [0, 77, in fact for all ¢ except at the jump times,

d—@),,\ =~
&X t)=F(X" ().

We are in position to show that for any < € N and ¢ € [0, T7,
. B,— B,— =% 7B~
lim E (F(XE(Ti ) Y (TR 7)) s <t) —E (F(X(Ti Vs ) :
e—0 ’ ) Qe . <t

We begin with the first term where ¢ = 1.

Proposition 8. We have

lim B (T(X.(T2:), V(TP Dep <) = B (TX(TY ) 1gs.,)

e—0 *©
and for any t € [0,T)],
lim P(TE:~ <) =P(Ty ~ <t).
e—0 ’

Proof. Let us remark that the probability that X¢ has its first jump with Y. equals to y is equal to the
probability that the companion process Xe(l) crosses B for the first time with Yg(l) equals to y. The result is
then a direct consequence of Proposition 4. O
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Proposition 9. Fori=2

lim B (DX (T2, Yo(T2 Nirp <) = B (TX(T5 )1gs_,).

e—0 T, <t

Proof. We have, following the same idea as in the proof of the Proposition 8, for € € (0, 1] and ¢ € [0, T,

B,— . _ B,(2),—
P(}/E(TQ,E ) = y5T2]?a < t) - E(NBay([Tl,s( ) ’t]7X§2))1TB~(2>St)7

1,e

where Tf’ 5’(2) is the time of the first forced jump for the second companion process. It has same law as Tfs

or Tf’ 6’(1), the first crossing time of the boundary for the first companion process . Conditioning on the last
forced jump time, we observe that

E(Ng,, (T2, 1. X2)) = E (E (Ng,, (057 0.X2) (o) 1ypo, )

t
d
= / E(Np,y ([s, 1], X)) P72 < 5)ds
0

t
d
— [ EVa (15,1, X)) S PEEY < syds,
0

where we have used the fact that the two first companion processes have the same law until the first forced
jump of the second companion process. In the above formula, we have

SPANY <0 = 3 [ (B@) nn@) fotey)orn(da),

At the limit when € goes to 0, we obtain, by dominated convergence,

S

t t
d
g BN, (T2, X)) = [ [ (Fy(@) - nm(@) 7y (0) [ g (0)duo®(de) S PTT < s)ds.
e ’ 0o JB s
We can then proceed as in the proof of Proposition 3 to generalize this formula to I':

lim B (T (X (T3 ), V(T3 ) irp <)

e—0

:/0 /B;{F(x,y)(Fy(x).nB(x))ﬂry(:E)/s fy(u)(x)dugB(dx)%P(Tlf < s)ds.

—  _B.-—
This last expression is precisely E (F(X (Ty" )lzs_ t), as required. O
2 >
Reproducing the reasoning of the proof of Proposition 9, we obtain by recurrence that for any ¢ € N,

tim B (P(X. (T2 ), Ya(T2 ) 1gm <, ) = B (TX(T, )1gs., ).

i,€ 1,€ T, <

The proof of Theorem 4 is thus complete.
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