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ABSTRACT

EasyCrypt is a formal verification tool used extensively for for-

malizing concrete security proofs of cryptographic constructions.

However, the EasyCrypt formal logics consider only classical at-

tackers, which means that post-quantum security proofs cannot

be formalized and machine-checked with this tool. In this paper

we prove that a natural extension of the EasyCrypt core logics per-

mits capturing a wide class of post-quantum cryptography proofs,

settling a question raised by (Unruh, POPL 2019). Leveraging our

positive result, we implement EasyPQC, an extension of EasyCrypt

for post-quantum security proofs, and use EasyPQC to verify post-

quantum security of three classic constructions: PRF-based MAC,

Full Domain Hash and GPV08 identity-based encryption.

KEYWORDS

Formal verification, post-quantum cryptography

1 INTRODUCTION

The area of post-quantum cryptography (PQC) focuses on classical

cryptosystems that are provably secure against quantum adver-

saries. PQC is based on computational problems that are conjec-

tured to be hard for quantum computers, e.g., the learning with

errors problem [38]. Simply relying on such assumptions, however,

is insufficient to ensure security against quantum attackers; one

must also verify that a security reduction holds in the quantum set-

ting. The NIST competition and the challenges with PQC security

proofs makes PQC a natural and timely target for computer-aided

formal verification of such cryptosystems [3].

Several proof techniques used in the classical setting (for exam-

ple, rewinding) are inapplicable in the quantum setting and so new

approaches to prove security often need to be developed. Boneh

et al. [15] and Song [42] characterized classes of classical security

reductions that carry over to the quantum setting. However, even

if the reductions to which their results apply is rather limited, it is
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not obvious whether the formal logics of verification tools, such

as EasyCrypt, designed for the classical setting accurately capture

the lifting of such proofs to the quantum setting. Perhaps more

interestingly, an important class of proof techniques focusing on

the quantum random-oracle model (QROM) [15] have been adapted

from analogous classical ROM techniques [24, 36, 44, 53, 56]. The

QROM is a variant of the random-oracle model [11] where adver-

saries can query the random oracle at many points simultaneously

using quantum (superposition) queries.

A natural question to ask is therefore whether we need a fun-

damentally different approach to the design of formal verification

tools to capture these results, which seem tantalizingly close to the

classical setting. For example, Unruh [46] suggests that the Easy-

Crypt proof assistant [4, 5, 9], which has been used to mechanize

security proofs for a broad set of constructions, is not sound for

quantum adversaries. Concretely, [46] claim that the CHSH proto-

col, which is secure in the classic setting but not in the quantum

setting, can be proved secure in EasyCrypt. While this point is

moot, because the EasyCrypt logics was not designed (or claimed)

to be sound for the quantum setting, it does raises an important

question that we address in this paper.

Problem statement and contributions. Reflecting on [46], we ask:

(1) can we adapt the EasyCrypt program logic and libraries in a

way that guarantees their soundness for PQC proofs?

(2) is the resulting framework expressive and practical to use?

Contrary to the suggestion of [46], we answer the first question

in the affirmative by proposing post-quantum relational Hoare

logic (pqRHL), a mild variant of EasyCrypt probabilistic relational

Hoare logic (pRHL), and proving that pqRHL is sound for reasoning

about quantum adversaries. By answering this question, we lay the

foundations and develop tools for an approach that allows proving

security of classic cryptographic constructions against quantum

adversaries, while retaining the (relative) simplicity and benefits of

existing tools.

We also answer the second question in the affirmative, by de-

veloping EasyPQC, an extension of EasyCrypt for post-quantum

https://doi.org/10.1145/3460120.3484567
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security proofs. Beyond pqRHL, EasyPQC relies on a small set of

proof principles that are sufficiently powerful for carrying out PQC

proofs and yet do not require reasoning about quantum programs

— formal verification of quantum programs is still very challenging,

especially for relational properties, and it is therefore essential for

practicality to omit such details from the proofs whenever possible.

Fortunately, we do not need to start from scratch. Indeed, a large

part of the literature on QROM proofs of security implicitly follows

this divide and proceeds in two steps. The first step establishes

some general facts about an experiment with quantum adversaries,

for instance bounding the probability of collisions being found by

a quantum adversary. Proving such results requires some model

and understanding of quantum computations. The second step per-

forms the reduction proof using the results already established. This

step hardly involves any reasoning about quantum computation

at all; it only performs basic checks (e.g., that quantum oracles do

not test their inputs—since in a quantum setting that would cause

them to be modified). This two-step approach is supported by many

existing techniques, including the semi-constant [54] and small-

range [53]techniques, which can be supported by our approach.

Concretely, the main contributions of this paper are:

• A new implementation of EasyCrypt for verifying post-quantum

security proofs. The cornerstone of the implementation is a new

library that captures several common proof techniques in the

QROM. In addition, the implementation includes several new

functionalities, including support for sampling from a larger class

of distributions and better support to reason about the complexity

of constructed adversaries.

• A new interpretation of probabilistic relational Hoare logic that

remains valid for post-quantum security proofs. Specifically, the

interpretation of the logic remains valid when adversaries are

interpreted as quantum programs. The key to the interpretation

is a novel notion of coupling, called cq-coupling, which is used

instead of the classic notion of probabilistic coupling to interpret

judgments of the logic.

• Case studies which illustrate the workings of our approach. We

provide mechanized proofs of PRF-based MAC [17] full domain

hash signatures [12, 15] as well as the GPV08 identity-based

encryption scheme [26, 54].

Overall, our work shows that the bulk of the infrastructure provided

by EasyCrypt remains valid for quantum adversaries, and provides

the first practical tool for computer-aided security proofs of PQC

cryptosystems in the QROM.

Limitations and non-goals. We emphasize the goal of EasyPQC is

to provide a practical tool for verifying many PQC proofs, but not

achieving completeness, which adds more complexity to the system

and yields cumbersome proofs. We give evidence that EasyPQC

achieves its goal, in the sense that: 1. Many useful proof principles

of PQC can be formalized as axioms; 2. Assuming these axioms,

the program logic pqRHL can be used to verify many PQC security

proofs.

Our current system is limited since we require the quantum

queries to the QROM does not involve measurements. Nevertheless,

it still captures some interesting constructions beyond the three

mechanized examples. For instance in [1], the notion of a semi-

classical oracle is introduced, where an event that determines the

security bound is defined based on a measurement. We can capture

such bounds in our system whenever they can be recast by moving

the final measurement step in reduction to the adversaries and

quantifying existentially over adversaries, as described in [13]. We

provide more details in Section 8.

The EasyPQC implementation and examples can be downloaded

at the following address: https://github.com/EasyCrypt/easycrypt/

tree/deploy-quantum.

2 PRELIMINARIES

2.1 Basic Quantum Mechanics

Let H be a Hilbert space. In the finite-dimensional case, it is a

complex linear space equipped with an inner product. Following

the tradition in quantum computing, vectors inH are denoted in

the Dirac form |𝜓 ⟩.
Any quantum system with finite degree of freedom is associated

with a finite-dimensional Hilbert space H called its state space.

When the dimensional is 2, we call such a system a qubit, the analog

of bit in classical computing. A pure state of the system is described

be a normalised vector in H . When the state is not completely

known but could be in one of some pure states |𝜓𝑖 ⟩ with respective

probabilities 𝑝𝑖 , we call {(𝑝𝑖 , |𝜓𝑖 ⟩)} an ensemble of pure states or a

mixed state, and the system is fully described by the density operator

𝜌 =
∑
𝑖 𝑝𝑖 |𝜓𝑖 ⟩⟨𝜓𝑖 |. A quantum measurementM is described by a

collection {𝑀𝑖 : 𝑖 ∈ 𝐼 } of linear operators onH , where 𝐼 is the set

of measurement outcomes.

2.2 QROM Background

Given two sets X and Y, define YX to be the set of functions

𝑓 : X → Y. Given a distribution 𝐷 on a set Y and another set X,
define 𝐷X as the distribution on YX , where the output for each
input in X is chosen independently according to 𝐷 .

The random-oracle model [11] is a widely used heuristic model

for hash functions. In the classical setting, the adversary is given

oracle access to a random function 𝑂 : {0, 1}∗ → {0, 1}∗, and it

can only learn a value 𝑂 (𝑥) by querying the oracle 𝑂 with input 𝑥 .

When the protocol is implemented in the real world, the random

oracle is replaced by a concrete hash function. Therefore, in the

post-quantum setting, it is reasonable to allow a quantum adver-

sary to evaluate this hash function on quantum superpositions

of inputs [15]. That is, we allow the adversary to submit a quan-

tum state |𝜓 ⟩ = ∑
𝛼𝑥,𝑦 |𝑥,𝑦⟩ to the oracle 𝑂 and receive the state

|𝜓 ⟩ = ∑
𝛼𝑥,𝑦 |𝑥,𝑦⊕𝑂 (𝑥)⟩ in return. The superposition queries made

by adversaries introduce obstacles in transforming classical ROM

proofs to the QROM setting. For example, ROM techniques such

as rewinding and extractability are not known to work straight-

forwardly in the quantum setting. Therefore, in the past decade,

multiple new techniques have been developed for the QROM. In

this work, we focus a particular set of these techniques:

• Small-range distributions [53]: rather than sampling 𝑂 (𝑥) for
every input 𝑥 independently according to a distribution 𝐷 , we

can instead choose 𝑟 elements {𝑦1, . . . , 𝑦𝑟 } independently accord-
ing to 𝐷 , let 𝐻 : X → [𝑟 ] be a random function, and then set

𝑂 (𝑥) = 𝑟𝐻 (𝑥) . Zhandry shows that when 𝑟 is chosen appropri-

ately based on the number of queries made by an adversary to𝑂 ,

https://github.com/EasyCrypt/easycrypt/tree/deploy-quantum
https://github.com/EasyCrypt/easycrypt/tree/deploy-quantum
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the adversary’s interaction with 𝑂 is indistinguishable in these

two cases. See further details in Section 5.5.

• Semi-constant distributions [54]: For distribution𝐷 over rangeY,
in semi-constant distribution, a fraction (indexed by 𝛾 ∈ (0, 1)) of
the domain X is set to a fixed element chosen uniformly from Y,
while the other elements of the domain are mapped to elements

inY according to distribution 𝐷 . This semi-constant distribution

is proven to be indistinguishable from a uniform function by

algorithms making quantum oracle queries to the functions. We

present the encoding details in Section 5.6 and give proof of the

concrete bound we use in Appendix B.

While EasyPQC has the potential to mechanize other QROM

techniques, such as one-way to hiding lemma [44] and compressed

oracle [56], it is not our goal to capture the full extent of QROM

in this work. We discuss some possible extensions of EasyPQC in

Section 7.

3 MOTIVATING EXAMPLE

As a warm-up example we show how a security proof for the FDH

signature scheme in the QROM [15] can be encoded in our system.

3.1 Example: Full-Domain Hash Signatures

Recall that a signature scheme consists of three probabilistic al-

gorithms (keygen, sign, verify). The algorithm keygen generates a

pair of public key pk and signing key sk. When given the signing

key sk and a message𝑚, the signing algorithm sign outputs a sig-

nature 𝜎 . The verification algorithm verify checks the validity of

message/signature pair (𝑚,𝜎) using the public key pk.
The definition of post-quantum unforgeability of a signature

scheme in the QROM is described using a game, where a challenger

generates a key pair and interacts with the adversary as follows.

Upon receiving the public key pk, the adversary can issue classical

queries𝑚𝑖 to the signing oracle and obtains (𝑚𝑖 , 𝜎𝑖 ) as result. In
the meanwhile, she can also issue quantum queries to the random

oracle on a superposition of messages and obtains superposition

of the hash values. In the end, the adversary needs to output a

message/signature pair (𝑚∗, 𝜎∗), and we say the adversary wins

the game if (𝑚∗, 𝜎∗) is a valid message/signature pair and𝑚∗ does
not belong to the queries of the signing oracle. Without loss of

generality, we assume that each message chosen by the adversary

for the signing oracle is distinct.

The FDH signature scheme can be described as follows:

Definition 3.1 (FDH Signature). The FDH signature-scheme Σ
is based on a permutation (kg, 𝑓 , 𝑓 −1) and a hash function ℎ. The

algorithms (keygen, sign, verify) are defined in the following:

• keygen(): The key generation algorithm runs generation kg, to
obtain the public key pk and the secret key sk.
• sign(sk,𝑚): On input message𝑚 ∈ {0, 1}∗, the signing algorithm
outputs signature 𝜎 = 𝑓 −1 (sk, ℎ(𝑚)).
• verify(pk, 𝜎,𝑚): On input the public key pk and a message/sig-

nature pair (𝑚,𝜎), the verification outputs 1 if 𝑓 (sk, 𝜎) = ℎ(𝑚)
and 0 otherwise.

In this simpler version of the security proof in the QROM, the

security of the FDH signature scheme assumes that the permutation

𝑓 is a claw-free permutation. A claw-free permutation is given by

a keygen algorithm and a pair of permutations (𝑓 , 𝑓 −1), (𝑔,𝑔−1),
where algorithm keygen produces a function key fk (the public

key) and an inversion key ik (the secret key). 𝑓 and 𝑔 have the

same domain, and the security of claw-free permutation is defined

as: no QPT adversary can find a pair (𝑥0, 𝑥1) such that 𝑓 (fk, 𝑥0) =
𝑔(fk, 𝑥1) given only fk. For brevity we do not give the formalization

of this security game in EasyPQC.

In the classical setting, the unforgeability of the FDH signature

scheme can be reduced to the security of the claw-free permuation

in the random oracle model [21]. More specifically, if an adversary

can break the signature scheme Σ, then there exists an attacker that

can break the security of claw-free permutation.

Interestingly, the proof carries essentially without change to the

post-quantum setting, assuming that the permutation is secure wrt

to quantum adversaries. This is because the proof strategy does not

imply modifying the distribution of random oracle outputs, but only

to express the random oracle in a different, equivalent, form. We

note that not all proof strategies that capture the same proof idea

in the classical setting translate literally to the quantum setting; in

particular, this proof can be presented in the classical world by lazy

sampling and programming the random oracle on-the-fly, which

cannot be done in the quantum world. However, the version we

give here does not use this mechanism and, instead, it redefines the

RO in one go, right at the beginning of the game, which can also

be done in the quantum setting. We give the details next.

3.2 Formalization in EasyPQC

The formalization is presented in Figure 1, for conciseness we omit

the declaration of local variables of procedures.

Basic formalization of the QROM. We start by explaining how the

QROM is encoded. The types msg and hash represent the input type
and output type of the random oracle. The module type QRO_T is
the type of modules providing a procedure h. The keyword quantum
denotes that the procedure can be called in superposition (it is

implicit that the classical implementation of the oracle is lifted to

the quantum setting in the expected way). Quantum adversaries

running in the QROM will have access to an oracle of this type.

Then we provide a canonical implementation of a quantum ran-

dom oracle (module QRO); this contains a variable fh, which is a

function from msg to hash. Procedure h allows placing quantum

queries to the pre-sampled hash function; on input x, it simply re-

turns h x. Procedure init is used by security experiments for QROM

initialization. The procedure initializes the variable fh by sampling

a function following the distribution dfun dhash, where dhash is

the uniform distribution over hash and dfun samples a function

where, for each input, the output is independently sampled accord-

ing to dhash. In other words, it is the distribution 𝐷𝑋
defined in the

previous section where 𝐷 is dhash and 𝑋 is msg.
Note that the oracle commits to the entire hash function at ini-

tialization, this is the major difference with classical ROM, where

the oracle is generaly initialized lazily. This is the default imple-

mentation of the QROM, but during the security proofs we can use

a modified version of it.

FDH and Existential Unforgeability. The module FDH provides

an implementation of the FDH signature-scheme. Notice that the
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module type QRO_T = { quantum proc h {_:msg} : hash }

op [lossless uniform full] dhash : hash distr.

module QRO : QRO_T = {
var fh : msg→ hash

proc init() = { fh
$←− dfun dhash; }

quantum proc h {x:msg} = { return fh x; }
}.

module FDH (H:QRO_T) = {

proc keygen() : pkey ∗ skey = { k
$←− kg; return k; }

proc sign(sk:skey, m:msg) : sign = { h← H.h(m); return 𝑓 −1 sk h;}
proc verify(pk:pkey, m:msg, s:sign) : bool = {
h← H.h{m}; return h = 𝑓 pk s; }

}.

module type OrclSign = { proc sign (m:msg) : sign }.

quantum module type AdvEUF (H:QRO_T) (S:OrclSign) = {
proc main(pk:pkey) : msg ∗ sign

}.

module EUF(A:AdvEUF) = {
var log:msg list,𝑚∗ :msg, pk:pkey, sk:skey;
module S = FDH(QRO)
module Os = {
proc sign(m:msg) = { s← S.sign(sk, m); log← m :: log; return s; }

}
proc main() = {
var s, b;
QRO.init(); (pk, sk)← S.keygen(); log← [];
(𝑚∗ ,s)← A(QRO,Os).main(pk);
b← S.verify(pk, m, s);
return b ∧ ¬𝑚∗ ∈ log; }

}.

Figure 1: Security formalization for FDH

module is parametric in the implementation of the hash function

(H), and that the different procedures do not have the keyword

quantum, which means that only classical calls to those procedure

are allowed.

The quantum module type AdvEUF describes the type of the

quantum adversaries for the EUF game in the QROM. Such adver-

saries are parameterized by two oracles/modules H and S. Finally,
the module capturing the unforgeability game EUF is defined; this
implements the informal description provided before, intrumenting

the sign oracle with a wrapper that logs the adversary’s (classical)

queries in variable log.

Security proof. The proof is structured as a sequence of games

starting from EUF(A). In the following we assume that A can perform

at most 𝑞𝑠 queries to the sign oracle.1

The first transformation is a guess: wemodify the initial game by

sampling a function X that maps the message space to the Booleans;

this function can be view as a subset of the message space. Here

we use the distribution dfun (dbiased lam), where dbiased lam is the

distribution over Booleans that return true with probability _ (the

exact value of _ will be set later). The output of the game is then

modified so that the adversary loses whenever one of two conditions

occur: i. function 𝑋 assigns false to the message used in the forgery

or, ii. function 𝑋 assigns true to any of the messages passed to the

sign oracle. This leads us to game G, and a lemma where we have a

1
We omit the details on how to ensure this in EasyPQC.

multiplicative loss in the adversary’s advantage that depends on

the probability that the game declares the adversary a loser due to

the modifications we introduced.

module G = {
var X : msg→ bool;
proc main() = {

b← EUF(A, FDH).main(); X
$←− dfun (dbiased lam);

return b ∧ X𝑚∗ ∧ X ∩ log = ∅; }
}

lemma l1 : _ (1 − _)𝑞𝑠 Pr[EUF(A) : res] ≤ Pr[G : res].

The proof of this lemma is done using the usual Hoare and union

bound logic. The main difficulty is to show that the list log has size
at most 𝑞𝑠 , and dealing with distributions over functions; we have

created a library to deal with the latter, and the resource analysis

mechanism implemented in EasyCrypt is used to deal with the

former. Notice that b implies that𝑚∗ ∉ log.
The next step allows to conclude the proof: we construct the

following adversary for the claw free property. The adversary gets

the evaluation key for the permutation and samples two random

functions: X as above and and a function hs that maps messages to

the inputs of the permutation.

The definition of variable fh (used by QRO) depends on 𝑓 , 𝑔, the

evaluation key and hs. Intuitively, the oracle uses hs to sample a

preimage 𝑚 for the permutation and uses function 𝑋 to decide

whether to produce the final hash value using 𝑔 (with probability

_) or 𝑓 with probability (1 − _). Note that, for all messages where

the random oracle outputs 𝑓 pk (hs m), the correct signature value
is hs m.

module B (A:AdvEUF) = {
var hs : msg→ sign, bf : msg→ bool

module Os = { proc sign(m:msg) = { log← m :: log; return hs m; } }

proc main(pk:pkey) = {
var s

X
$←− dfun (dbiased lam); hs

$←− dfsign; log← [];
QRO.fh← (fun m⇒ if X m then 𝑔 pk (hs m) else 𝑓 pk (hs m));
(ms,s)← A(QRO, Os).main(pk);
return (s, hs ms);

}
}.

equiv G_CFB : G ~ ClawFree(B(A)) : ={glob A}⇛ res{1}⇒ res{2}.

lemma l2 : Pr[G : res] ≤ Pr[ClawFree(B(A)) : res].
proof. byequiv G_OW. qed.

The proof uses our new pqRHL that can handle quantum adver-

saries. The logic is relational, which means that we can reason

about the relation between the executions of two programs. The

precondition of the judgment is ={glob A}, which means that the

global state of the adversary should be initially the same. Since

the adversary is quantum, this equality over a quantum state. The

post-condition of the judgment relates the final states: it states that,

whenever the result of the first game (G) is true, the result of the
second game is also true.

The proof of the relational judgment in EasyPQC take about 20

lines. The intuition is the following: we should show that the view

of the adversary A is identical in both games. Its view is fixed by its

inputs and the implementation of its oracles. The inputs are easily

shown to be identically distributed, so the more intricate part of the



EasyPQC: Verifying Post-Quantum Cryptography CCS ’21, November 15–19, 2021, Virtual Event, Republic of Korea

analysis implies showing that the outputs of the oracles are also

identically distributed.

For the hash oracle, game 𝐺 samples the function h uniformly,

while B uses the procedure described above; however, since 𝑓 and

𝑔 are two bijective functions, the distribution the hash function is

uniform in both games. The same reasoning can be done for the

sign oracle, but we must use the fact that we have excluded the

possibility that signature queries include messages that are not in X.
To see this, note that the sign oracle in B returns hs m regardless of

whether the message is in X or not. However, in game𝐺 , the result is

(𝑓 −1 sk (fh m)), which is always guaranteed to be a valid signature.

One might be tempted to conclude that the distributions in both

games are the same (𝑓 −1 is bijective), but this is not correct. The
problem is that it is not sufficient to show that the distribution of

the hash oracle and the distribution of the sign oracle are pairwise

identical (in isolation). We must prove that the joint distribution

is identical, as this is the adversary’s view. We can only prove this

once we use the modification to the game made in the previous

step, which guarantees that A will lose in G if one request made to

the sign oracle is in X. In other words the view of the adversary A
changes only when game 𝐺 declares it a loser anyway.

The pRHL judgment G_CFB allows to relate the winning proba-

bility of the two games (lemma l2). By combining both results we

derive the following conclusion:

lemma conclusion : Pr[EUF(A) : res] ≤ Pr[ClawFree(B(A)) : res]
_ (1−_)𝑞𝑠

The result is true for all _ ∈ [0, 1] but the bound is minimal for

_ = 1

𝑞𝑠+1 . Notice that the reduction is not efficient because the

adversary B samples two functions (one from message to signature

and the other from message to bool). This is because the message

space is large, which makes oracles being chosen exponential-sized

objects. In Section 5.2 we discuss how to prove that this reduction

can be implemented efficiently.

4 POST-QUANTUM RELATIONAL HOARE

LOGIC

This section presents pqRHL, a new relational program logic for

reasoning about QROM and quantum adversaries. From a user

perspective, our logic is very closely related to the pRHL already

implemented on EasyCrypt, and there are few noticeable differ-

ences. For instance, one cannot do a case analysis on the adversary

state; Moreover, one must check that assertions satisfy a technical

condition (CM, closed under mixtures), that we will explain shortly.

However, proving the soundness of the relational logic is substan-

tially more complex. The main reason for this complexity is the

adversary rule, which must be proved sound for all valid instances

of adversaries. This is done by induction on the structure of valid

adversaries, using the soundness of the rules for other program con-

structs. In a post-quantum setting, valid adversaries are quantum

programs; therefore, the relational program logic should be able

to reason about quantum programs. Unfortunately, relational log-

ics for quantum programs are complex, and rather different from

the pRHL implemented by EasyCrypt. For instance, their asser-

tions may be modelled as (quantum) expectations rather than plain

boolean-valued predicates. In this work, we focus on post-quantum

cryptography in the QROM and consider nonspecified adversaries

(quantifying over all possible adversaries), so equality is sufficient

for most of the cases. This allows us to build a logic that retains the

flavour and automation of pRHL. However, a key hurdle remains:

we must prove that the logic is sound. This, in particular, needs to

define a well-behaved notion of validity in the spirit of the coupling-

based notion of validity used for pRHL. Our proposal is the new

notion of cq-coupling, which achieves the desired aim. On the other

hand, relational logic also has been used for reasoning about more

general quantum programs beyond the target of this work, where

quantum equality is not expressive enough. We point out that our

core logic has the potential to be extended for formalizing these

programs.

4.1 Programming Language

The semantics of cq statements has been studied in [25] based on

the concept of classical-quantum state (cq-state). Briefly, cq-state is

the mapping from classical evaluations to partial density operators

(the mathematical object that describes both pure/mixed quantum

states), which is a direct extension of probability distribution in the

probabilistic setting. We review the semantics in the appendix.

We point out that the cq statements are universal for quantum

computation, so any valid quantum adversary can be described by

the syntax. On the other side, we restrict that the only allowed

quantum commands except in adversary call is 𝑞 ∗= Uc[𝑓 ] which
is sufficient to model QROM; this avoids complex matrix calcu-

lations which is inevitable in reasoning about general quantum

initialization, unitary transformation and quantum measurement.

We follow the usual paradigm of classical control and quantum

data, and consider a core programming language with classical

control flow structures (loops and conditionals), calls (classic and

quantum oracles, adversaries), and atomic operations (assignments,

sampling, initialization, unitary transformations and measurement).

The syntax of classic-quantum commands is as follows:

Definition 4.1 (Classical-Quantum(cq for short) statements, c.f.

[25]). The set Cmd of classical-quantum statements is defined by

the following syntax:

𝑐 ::=| skip no op

| 𝑥 := 𝑒 deterministic assignment

| 𝑥 $← 𝑑 probabilistic assignment

| 𝑞 := 𝑒 quantum initialization

| 𝑞 ∗= 𝑈 unitary transformation

| 𝑥 := meas𝑀 [𝑞] quantum measurement

| 𝑐; 𝑐 sequencing

| if 𝑒 then 𝑐 else 𝑐 conditional

| while 𝑒 do 𝑐 while loop

| 𝑥 ← A(𝑒) adversary call

| 𝑥 ← Q(𝑒, 𝑞) oracle/procedure call

| return 𝑒 classic return expression

The quantum commands above obey that quantum variables/reg-

isters only appear in at most one side of the commands, which

enables us avoid using a linear type checker to exclude physically

unrealistic commands; for example, quantum assignment 𝑞1 := 𝑞2
that duplicate quantum state of 𝑞2 to 𝑞1 is illegal since it violates

the no-cloning theorem. We explain some of the constructs in more

detail:
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• Quantum initialization: this statement first evaluates the classical

expression 𝑒 , then initializes the quantum variable 𝑞 to |𝑒⟩.
• Unitary transformation: this statement applies unitary trans-

formation 𝑈 on register 𝑞. We allow 𝑈 to be parameterized by

classical variables. In order to model QROM, we introduce a sim-

ple notation 𝑞 ∗= Uc[𝑓 ], which is a unitary transformation that

maps |𝑥,𝑦⟩ to |𝑥,𝑦 ⊕ 𝑓 (𝑥)⟩.
• Quantum measurement: this command performs the quantum

measurement𝑀 on register 𝑞 and assigns the (classical) output to

𝑥 . Note that measurement not only extracts classical information

from a quantum state but also modifies the quantum state.

• Adversary calls: we require that both input and output are clas-

sical but the adversary may perform quantum computations.

Different from oracle/procedure call, adversary is a non-specified

program.

• Oracle/procedure call: 𝑥 ← Q(𝑒, 𝑞) takes a classical expression
𝑒 and a possible quantum register 𝑞 as input and assigns the re-

turned classical value to 𝑥 . Since the state on the quantum register

is no-cloneable, 𝑞 is actually a reference parameter rather than

actual parameter; it is a pointer to the corresponding quantum

systems. For simplicity, if there is no classical input and output,

we just write it as Q(𝑞).
For the limitation of this constraint, see Sec. 7 for more discus-

sion.

4.2 Assertions and Judgment

Relational assertions are first-order formulae over classical and

quantum predicates. However, the only predicate on quantum

states is global equality (we can easily extend it to more general

cases, e.g., using projections as the predicate on quantum states,

but here we only focus on equality).

Definition 4.2 (Syntax of relational assertion). Relational assertion

Φ are first-order logic over following Atomic Formulas (AF) with

all bound variables being classical.

AF ≡ | 𝑒 ⟨1/2⟩ = 𝑒 ⟨1/2⟩ | 𝑒 ⟨1/2⟩ < 𝑒 ⟨1/2⟩ | 𝑒 ⟨1/2⟩ ∈ 𝑒 ⟨1/2⟩
(in)equality of classical expressions

| 𝑂 (𝑒 ⟨1/2⟩, · · · , 𝑒 ⟨1/2⟩) other classical predicates

| (=𝑄 ) global quantum equality

The classical free variables free (Φ) is defined as usual. We write

cls(Φ) if Φ does not contain quantum equality.

One challenge when designing the logic was to avoid imposing

any syntactic restriction on logical formulas. Although restrictions

on the use of quantum assertions would considerably ease the proof

of soundness of the logic, they would have a negative effect on the

usability of the logic. For instance, they would complicate the use

of a weakest precondition calculus, since one would need to ensure

that every intermediate assertion computed by the calculus satis-

fies the restrictions. The solution presented here allows quantum

equality to be compounded with any other formulas through logical

connectives, thereby avoiding any problem. This stands in contrast

with [10, 46] where assertions are projections/observables and are

not closed under logical implication.

We now turn to the logic. Judgments are of the form

|= 𝑐1 ∼ 𝑐2 : Φ⇒ Ψ

where 𝑐1 and 𝑐2 are cq statements, Φ and Ψ are relational assertions.

Validity of judgments is based on the concept of coupling [32,

34, 43, 48, 49, 58], which is employed to interpret judgments of

relational logic in both probabilistic [6, 8] and quantum [10, 33,

46, 47] setting. We define cq-coupling as a combination of both

probabilistic and quantum couplings. Briefly, a product cq-state Δ×
is a cq-coupling of two cq-states (Δ1,Δ2) if its marginals are Δ1 and

Δ2; see Appendix for details. In the remainder, we use the notation

Δ1JΦK#Δ2 to state the existence of a cq-coupling of (Δ1,Δ2) that
satisfies Φ and JΦK for the interpretation of the assertion Φ.

Definition 4.3 (Validity of Judgment). Judgment |= 𝑐1 ∼ 𝑐2 : Φ⇒
Ψ is valid, if for any two classical-quantum memories

2 Δ1 for 𝑐1
and Δ2 for 𝑐2 such that (Δ1,Δ2) ∈ JΦK, the output pairs J𝑐1K(Δ1)
and J𝑐2K(Δ2) are related by cq-lifting J𝑐1K(Δ1)JΨK#J𝑐2K(Δ2).

A valid judgment gives a way to derive probabilistic (in)equality.

Any classical relational assertion Φ, i.e., Φ contains no quantum

equality (=𝑄 ), is fully determined by classical memories CMem,

thus it can also be interpreted as a relation JΦK𝑐 ⊆ CMem×CMem.

Recall the fundamental lemma of cq-lifting with classical relational

assertion:

Lemma 4.4. Let 𝐸1, 𝐸2 ⊆ CMem. Let Φ be a classical relational

assertion such that for every (𝜎1, 𝜎2) ∈ CMem × CMem, (𝜎1, 𝜎2) ∈
JΦK𝑐 implies 𝜎1 ∈ 𝐸1 =⇒ 𝜎2 ∈ 𝐸2. If Δ1JΦK#Δ2 then PrΔ1

[𝐸1] ≤
PrΔ2
[𝐸2] .

Based on it, we are able to bound probabilities of events via cer-

tain post-conditions. For example, the following lemma establishes

a probabilistic inequality between two events in two games and is

useful in reduction steps. See Appendix for more lemmas.

Lemma 4.5. If |= 𝑐1 ∼ 𝑐2 : Φ ⇒ 𝜙1⟨1⟩ =⇒ 𝜙2⟨2⟩ and 𝜙1
and 𝜙2 are classical, then for every two classical-quantum memories

Δ1 and Δ2 such that (Δ1,Δ2) ∈ JΦK, we have: PrJ𝑐1K(Δ1) [J𝜙1K] ≤
PrJ𝑐2K(Δ2) [J𝜙2K] .

4.3 Inference Rules and Soundness

Our setting is carefully crafted to make the proof system of our

core logic very similar to the pRHL logic implemented by Easy-

Crypt, with extra and different rules listed in Figure 2 for quantum

constructs and Figure 3 for reasoning about adversaries.

Construct and Structural Rules, Figure 2. [QROM] is used for rea-

soning about same quantum unitary transformations and [QROM-

L] states that classical assertions are preserved under unitary trans-

formation. For a procedure call 𝑥 ← Q(𝑒, 𝑞), argsQ and ResQ are

the classical input argument and classical returned expression of Q;
and bodyQ(𝑞) is the body of Q with reference parameter (quantum

register) 𝑞. In [Case], 𝑒 is an event and thus a classical assertion,

where event typically refers to the classical event since physically

we cannot look at the quantum state directly. [PTrans] only works

for classical assertions since the composition of assertions con-

taining quantum equality are generally undefined. There are two

frame rules [PFrame] and [QFrame] for dealing with the cases

that invariant Θ is classical (denoted by cls(Θ)) and the programs

are probabilistic (denoted by prob (𝑐1) and prob (𝑐2), i.e., 𝑐1 and 𝑐2
2
We remark that its classical memory of input is not probabilistic, but we allow possible

ensembles of quantum memory since we cannot look at quantum state directly.
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consist of classical statements and probabilistic assignment but lack

of any quantum statements); MV(𝑐) is the set of possibly modified

variables of 𝑐 .

Rules for adversaries, Figure 3. [QAdv] is used for reasoning about

adversary with “equivalent” procedure call, i.e., using the same clas-

sical/quantum oracles. [QAdv-Bad] provides a way for up-to-bad

reasoning, i.e., the oracles adversary calls is “equivalent” up to some

bad event 𝛽 , then we can gather 𝛽 to the post-condition. Differ-

ent from its analog in pRHL, the non-specified adversary might

perform quantum computations and query a quantum-access ora-

cle via procedure call; thus eqmemA asserts that both the classi-

cal and quantum memories are equal. We require that the invari-

ant Ψ and bad event 𝛽 are classical since the input and output of

the adversary are both classical. Further, we write ast
(
bodyA

)
to ensure that the body of adversary A is lossless, i.e., it should

almost surely terminate. LMV(A) is the set of possibly “locally”

modified variables of A, i.e., A cannot change any variables out

of LMV(A) except making procedure calls; thus side-condition

LMV(A) ∩ (free (Ψ) ∪ free (𝛽)) = ∅ ensures that local computa-

tion of A will not affect Ψ and 𝛽 .

Comparison to pRHL: It worth pointing out that the rest of the

rules are the same as in pRHL, including construct rules for classi-

cal/probabilistic statements [Skip], [Seq], [Assn], [Rand], [Cond],

[While] and their one-side rules, and structural rules [False],

[True], [Conseq], [Exists], [Disj]. Therefore, much of EasyCrypt

can be reused to implement our core logic.

Though the inference rules we present are quite similar to pRHL,

proving the soundness is quite different since we face a great chal-

lenge of dealing with closed-under-mixture condition which is

defined as follows:

Definition 4.6. A formula Φ is closed under mixtures (CM), writ-

ten cm (Φ), if for a finite or countably infinite sequence of classical-

quantum states Δ𝑖 such that Δ𝑖 |= Φ and _𝑖 ∈ [0, 1] such that∑
𝑖 _𝑖 = 1, then their mixture

∑
𝑖 _𝑖Δ𝑖 |= Φ.

Since the execution path of the probability/quantum program is

non-deterministic, the final output state after the conditional is a

mixture of every output from each branch, and thus we generally

need an extra side-condition cm (Ψ) to ensure that the mixture of

outputs also satisfies Ψ. In probabilistic setting, every assertion is

CM, but this is not the case in quantum setting. To avoid checking

CM in relational proofs, we prove the soundness theorem with

an additionally requirement that the final post-condition is CM

while reusing the existing proof systems of pRHL without any CM

conditions:

Theorem 4.7 (Soundness). ⊢𝑐1 ∼ 𝑐2 : Φ ⇒ Ψ and cm (Ψ)
implies |= 𝑐1 ∼ 𝑐2 : Φ⇒ Ψ.

This ensures that we can first use the proof system to derive the

formulas without caring about whether the intermediate assertion

is CM, and finally we just check whether the post-condition is

CM. In fact, in post-quantum cryptographic verification, what we

ultimately care about is the probability of classical events which can

be described by a formula that does not contain quantum predicates

and thus it is always CM.

Ψ =⇒ 𝑓 ⟨1⟩ = 𝑓 ⟨2⟩
⊢𝑞 ∗= Uc[𝑓 ] ∼ 𝑞 ∗= Uc[𝑓 ] : (=𝑄 ) ∧ Ψ⇒ (=𝑄 ) ∧ Ψ

[QROM]

cls(Ψ)
⊢𝑞

1
∗= Uc[𝑓 ] ∼ skip : Ψ⇒ Ψ

[QROM-L]

Φ =⇒ Φ′[𝑒1⟨1⟩/argsQ1 ⟨1⟩] [𝑒2⟨2⟩/argsQ2 ⟨2⟩]
⊢bodyQ1 (𝑞1) ∼ bodyQ2 (𝑞2) : Φ

′ ⇒
Ψ[resQ1 ⟨1⟩/𝑥1⟨1⟩] [resQ2 ⟨2⟩/𝑥2⟨2⟩]

⊢𝑥1 ← Q(𝑒1, 𝑞1) ∼ 𝑥2 ← Q(𝑒2, 𝑞2) : Φ⇒ Ψ
[QCall]

Φ =⇒ Φ′[𝑒1⟨1⟩/argsQ1 ⟨1⟩]
⊢bodyQ1 (𝑞1) ∼ skip : Φ′ ⇒ Ψ[resQ1 ⟨1⟩/𝑥1⟨1⟩]

⊢𝑥1 ← Q(𝑒1, 𝑞1) ∼ skip : Φ⇒ Ψ
[QCall-L]

⊢𝑐1 ∼ 𝑐2 : Φ ∧ 𝑒 ⇒ Ψ ⊢𝑐1 ∼ 𝑐2 : Φ ∧ ¬𝑒 ⇒ Ψ

⊢𝑐1 ∼ 𝑐2 : Φ⇒ Ψ
[Case]

⊢𝑐1 ∼ 𝑐 : Φ1 ⇒ Ψ1 ⊢𝑐 ∼ 𝑐2 : Φ2 ⇒ Ψ2
cls(Φ1) cls(Φ2) cls(Ψ1) cls(Ψ2)
⊢𝑐1 ∼ 𝑐2 : Φ1 ◦ Φ2 ⇒ Ψ1 ◦ Ψ2

[PTrans]

⊢𝑐1 ∼ 𝑐2 : Φ⇒ Ψ cls(Θ)
free (Θ) ∩ (MV(𝑐1)⟨1⟩ ∪MV(𝑐2)⟨2⟩) = ∅

⊢𝑐1 ∼ 𝑐2 : Φ ∧ Θ⇒ Ψ ∧ Θ
[PFrame]

⊢𝑐1 ∼ 𝑐2 : Φ⇒ Ψ prob (𝑐1) prob (𝑐2)
free (Θ) ∩ (MV(𝑐1)⟨1⟩ ∪MV(𝑐2)⟨2⟩) = ∅

⊢𝑐1 ∼ 𝑐2 : Φ ∧ Θ⇒ Ψ ∧ Θ
[QFrame]

Figure 2: Selected rules for cq-commands.

5 IMPLEMENTATION

5.1 Extensions to EasyCrypt

In this section we describe the main modifications to EasyCrypt.

Naturally we have extended the syntax of EasyCrypt to allow the

the declaration of modules that represent quantum adversaries and

the declaration of quantum procedures (procedures specified using

a classical implementation, but which can be called in superposi-

tion by quantum modules). Our choice of keeping the lifting of

classical oracles to the quantum setting implicit in the code has the

signicant advantage that we do not need to extend the program-

ming languages in EasyCrypt to allow expressing the details of

quantum computations. We now give a short summary of how the

implementation in EasyCrypt matches the formal logics.

Quantum procedures. Wenow allow declaring procedure types as

being quantum. These procedures can take two kinds of arguments:

classical arguments taken in parenthesis and quantum arguments

taken in curly brackets. Local variables of a procedure can also be

declared as quantum.

var count : int

quantum proc f(i:int){x:t} : u = {
quantum var y : u
count← count + i
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∀Q, 𝑦, 𝑧, 𝑞. ⊢𝑦 ← Q(𝑧, 𝑞) ∼ 𝑦 ← Q(𝑧, 𝑞) : (=𝑄 ) ∧ 𝑧⟨1⟩ = 𝑧⟨2⟩ ∧ Ψ⇒ (=𝑄 ) ∧ 𝑦⟨1⟩ = 𝑦⟨2⟩ ∧ Ψ
Θ ≜ Ψ ∧ eqmemA cls(Ψ) LMV(A) ∩ free (Ψ) = ∅

⊢𝑥1 ← A(𝑒1) ∼ 𝑥2 ← A(𝑒2) : 𝑒1⟨1⟩ = 𝑒2⟨2⟩ ∧ Θ⇒ 𝑥 ⟨1⟩ = 𝑥 ⟨2⟩ ∧ Θ
[QAdv]

∀Q, 𝑦, 𝑧, 𝑞. ⊢𝑦 ← Q(𝑧, 𝑞) ∼ 𝑦 ← Q(𝑧, 𝑞) : (=𝑄 ) ∧ 𝑧⟨1⟩ = 𝑧⟨2⟩ ∧ Ψ ∧ ¬𝛽 ⇒ ((=𝑄 ) ∧ 𝑦⟨1⟩ = 𝑦⟨2⟩ ∧ Ψ) ∨ 𝛽

⊢𝑦 ← Q(𝑧, 𝑞) ∼ skip : 𝛽 ⇒ 𝛽 ⊢skip ∼ 𝑞 ← Q(𝑧, 𝑞) : 𝛽 ⇒ 𝛽

Θ ≜ Ψ ∧ eqmemA cls(Ψ) cls(𝛽) ast
(
bodyA

)
LMV(A) ∩ (free (Ψ) ∪ free (𝛽)) = ∅

⊢𝑥1 ← A(𝑒1) ∼ 𝑥2 ← A(𝑒2) : 𝑒1⟨1⟩ = 𝑒2⟨2⟩ ∧ Θ⇒ (𝑥 ⟨1⟩ = 𝑥 ⟨2⟩ ∧ Θ) ∨ 𝛽
[QAdv-Bad]

Figure 3: Derived rules for reasoning about adversary.

if (i = 0) y← c;
else y← H.h{x};
return y;

}

Here i is a classical variable whereas x and y are quantum. The

type system of EasyPQC ensures that the control flow does not

depend on quantum variables; it also ensures that assignments per-

formed to classical variables do not depend on quantum variables.

For example, the assignment performed to count cannot depend on q
and the condition of the if statement cannot depend on q. Naturally
a quantum variable can receive the result of a quantum procedure.

One can notice that the language used here is not the same

than the one used in the formal logics introduced in the previous

section. However, the typing restrictions ensure that any quantum

procedure described in the syntax of EasyPQC can be translated

into that formalism. The idea is to lift each quantum local variable

to a function. For example, the procedure f can be translated as

follows:

f(i, |x,y>) = {
var fy : t→ u;
count← count + i;
if (i = 0) fy← (fun x'⇒ c);
else fy← H.h(); // this now returns a functional operator
|x,y> ∗= Uc[fy]

}

Naturally, using such quantum values to determine control flow or

in an assignment to a classical variable is not allowed. However, the

EasyCrypt language can be used to describe simple transformations

over these states: intuitively they correspond to using classical code

to sample a function fy from a distribution over functions, and

then using that function to transform the quantum state using the

standard unitary transformation Uc[fy].

Changes in the core rules of the logic. The implementation of

EasyCrypt is based on a set of core rules; all the remaining com-

plex/automating reasoning is checked wrt to those rules. So just

this core logic needs to be modified carefully. The formal logics we

give in this paper were designed so that the sub-part of the rules

that need to be implemented in EasyCrypt is very close to the orig-

inal ones. Indeed, the modifications to the core logics of EasyCrypt

consisted in adding extra side conditions that are specific to the

quantum setting, which restrict the application of the rules.

An example of these side conditions is closure under mixture

required by the soundness theorem 4.7. The soundness theorem is

used each time that we deduce a fact on probability from a pRHL

judgment. Our implementation checks the closure under mixture

predicate using an (incomplete) syntactic check. Some other rules

need to be patched, like the [Case] which imposes that the condition

is classical. Finally, it was necessary to modify some rules of the

other logics provided by EasyCrypt. In particular we restrict the

union bound rule to classical oracles; this rule allows to bound the

probability of an event that can be triggered in an oracle using a

bound on the number of calls.

Distributions over functions. As seen above, reasoning in the

post-quantum setting implies reasoning about distributions over

functions intensively. For this reason we have added a new library

to the core theories of EasyCrypt; this library formalizes how to

sample a function following the distribution 𝐷𝑋
in term of simple

constructions (the type 𝑋 needs to be finite). The theory includes

a set of basic lemmas, which allows reasoning about distributions

over functions essentially in the same way as we reason about other

distributions in EasyCrypt.

5.2 A library for QROM reasoning

Our machine-checked security proofs rely on a formalization of the

QROM execution model and four fundamental results that apply

to all quantum algorithms executing in this model. In this section

we give a brief overview of this QROM library and report on our

efforts to reduce the number of axioms that we introduce.

The QROM execution model is formalized by providing all al-

gorithms with access to an oracle of type QRO; for readability we

recall the definition here and refer the reader back to Section 3.2

for the explanation.

We take some liberty with the syntax of EasyPQC for readability.

type from.
type hash.

op [lossless uniform full] dhash : hash distr.

module type QRO_i = {
proc init () : unit
quantum proc h {_:from} : hash

}.

module type QRO_T = { include QRO_i [h] }.

module QRO : QRO_i = {
var fh : from→ hash

proc init() = { fh
$←− dfun fhash; }

quantum proc h {x:from} = { return fh x; }
}.
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In what follows we describe four EasyCrypt theories that allow

us to carry out game hops that profoundly modify the operation of

the QROM.

5.3 Fundamental lemma and efficient sampling

One of the crucial aspects of proofs in the QROM is that reductions

must be able to efficiently simulate a (possibly modified) random

oracle. We provide a formalization of the general result in [55,

Theorem 4.5] that permits carrying out a conservative game hop

(i.e., a hop without any loss) from a game that samples a random

function initially, to another one where the game computes the

answers to the adversary’s queries to that function on the fly.

We prove in EasyCrypt that this lemma can be reduced to the

following fundamental Theorem given in [55, Lemma 4.1]. Here,

QRO_main_D is an experiment that takes an arbitrary distribution

(adfhash)for sampling the hash function used in the QROM module,

runs a quantum adversary that interacts with the oracle, and outputs

whatever the adversary returns on termination. Note the type of the

adversary, which states the upper bound q on the number of QROM

queries, and the notation AdvRO{-QRO} indicate that we quantify
over all adversary of type AdvRO that do not have a direct access to

the global variable used by the module QRO.

module type AdvRO (H:QRO_T) = { proc main () : result { H.h𝑞 } }

axiom dA_split (A<:AdvRO{−QRO}):
∃ (C : (from ∗ hash) list→ result→ real),
∀ (adfhash : (from→ hash) distr) (r:result),
Pr[ QRO_main_D(A).main(adfhash) : res = r] =∑

{l | size l=2𝑞} C l r ∗ Pr[f← adfhash : ∀(𝑥, 𝑟 ) ∈ l, f 𝑥 = 𝑟 ].

The efficient simulation theorem then states that any quantum

adversary interacting with a QROM behaves in the same way if it

is given access to the concrete oracle below.

module LQRO : QRO_i = {

proc init() = { seed
$←− genseed; QRO.fh← (fun x⇒ compute seed x); }

include QRO [h]
}.

lemma efficient_sim (A<:AdvRO{−QRO}) (r : result):
Pr[ IndQRO(A,QRO) : res = r ] = Pr[ IndQRO(A,LQRO) : res = r ].

Here, compute is an operator that generates a row in a Vander-

monde matrix with 2𝑞 columns based on the input x, and computes

the inner product with an initially sampled random seed. This the-

ory assumes that the hash input and hash output are the same finite

field, over which the Vandermonde matrix is defined. However,

based on this result it is easy to derive corollaries for any hash

input that can be injectively mapped to the finite field, as well as

distributions over hash output types that can be efficiently gener-

ated from the uniform distribution over the finite field. For example,

one can sample a biased Boolean value by comparing the finite field

value with respect to an appropriate threshold.

The seed is a vector of length 2𝑞 over the same finite field. The

proof relies on the fact that any 2𝑞 rows in such a matrix are linearly

independent. We state this as an additional axiom that expresses

this property as invertibility/bijection of the hash computation.

op uhash_list(xs : ff_in list, seed : vector) : vector =
offunv (fun i⇒

let x = nth witness xs i in

let xv = offunv (fun (j : int)⇒ x^j) in dotp xv seed).

axiom indep xs:
uniq s⇒ size s = size vs⇒ size s < p⇒
uhash_list_inv s (uhash_list s vs) = vs ∧
uhash_list s (uhash_list_inv s vs) = vs.

5.4 Collision Finding

We define a collision finding game for an adversary interacting

with the random oracle in the natural way, and express the hard-

ness of finding collisions as the axiom below, which corresponds

to [55, Theorem 4.9]. We allow the adversary an auxilliary input,

which is typically information required to construct a reduction

to this property. In the following, 𝑟 is the probability to obtain a

element using the distribution dhash (the distribution is assumed

to be uniform).

quantum module type AdvCol (H:QRO) = {
proc main(i:input) : from ∗ from {H.h𝑞 }

}.

module Col(A:AdvCol) = {
proc main(i:input) = {
var xx;
QRO.init();
(𝑥1, 𝑥2) ← A(QRO).main(i);
return (𝑥1 ≠ 𝑥2 ∧ QRO.fh 𝑥1 = QRO.fh 𝑥2);

}
}.

axiom pr_col (A<:AdvCol{−QRO}): Pr[Col(A) : res] ≤ 27∗(q+2)^3 ∗ r.

Note that the classical version of this lemma, which is known

as a switching lemma, can be proved in EasyCrypt by applying a

tactic that allows to upper-bound the probability of an event in a

sequence of oracle calls by proving a bound on the probability of

this event in a single call. However, such a rule does not exist for

quantum adversaries. Indeed, for a quantum procedure, we do not

have a way to express the probability of an event occurring in a

quantum procedure call.

5.5 Small-Range Distributions

We formalize two versions of the small-range distribution tech-

nique for modifying an oracle which samples output hash values

according to some distribution dhash. Recall that the idea is to fix an
integer 𝑟 , and to modify the random oracle to sample hash values in

two steps: one first samples a value in the range [𝑟 ] = 0..𝑟 − 1, and
then use a random function based on dhash to define outputs for

each value in [𝑟 ]. The first version corresponds to [55, Corollary

4.15]. Below we give the two oracles with which the quantum ad-

versary may interact and the distinguishing bound of any quantum

adversary.

op difun r = dfun [0..r−1].

quantum module type AdvSR (H:QRO_T) = {
proc main(r:int) : bool { H.h𝑞 }

}.

module SR : SR_i = {
var rh : hash list
var fr : from→ int
proc init (r:int) = {

rh
$←− dlist dhash r;
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fr
$←− difun r;

QRO.h← fun x⇒ nth witness rh (fr x);
}

}.

module SRO : SR_i = {
proc init (r:int) = {

SR.fr
$←− difun r;

QRO.init();
}

}.

axiom advantage q r (A<:AdvSR{−SR, −QRO}):
0 < r⇒
| Pr[IND_SR(SRO,A).main(r) : res] − Pr[IND_SR(SR,A).main(r) : res] | ≤ 27 ∗ q3 / r.

Here, dlist takes a distribution and creates a distribution over lists
of the given length (in this case r), which samples independently

each element in the list from the input distribution. The full oracle

is therefore samping one such list and then picking one element at

random for each input.

The second version of the assumption corresponds to the strength-

ening in [55, Theorem 4.16], where the adversary receives also (fr x)
as an answer to its queries (this means that frmust be sampled, even

in the oracle where it is not actually used to compute the output

hash values). The bound we use for this variant was inferred from

the proof given in [55].

quantum module type AdvSRr (H:SRr) = {
proc main(r:int) : bool { H.h𝑞 }

}.

module SRr = {
var rh : hash list
var fr : from→ int
proc init (r:int) = {

rh
$←− dlist dhash r;

fr
$←− difun r;

QRO.fh← fun x⇒ nth witness rh (fr x);
}

quantum proc h {x:from} = {
return (fr x, QRO.fh x);

}
}.

module SROr : SRr_i = {
proc init (r:int) = {

SR.fr
$←− difun r;

QRO.init();
}

quantum proc h {x:from} = {
return (SR.fr x, QRO.fh x);

}
}.

axiom advantage_r q r (A<:AdvSRr{−SR, −QRO}):
0 < r⇒
| Pr[IND_SRr(SROr,A).main(r) : res] − Pr[IND_SRr(SRr,A).main(r) : res] | ≤ 54 ∗ q^3 / r.

5.6 Semi-Constant Distributions

Our formalization of semi-constant distributions follows the same

style as that adopted in the previous sections.

Recall one can think of a semi-constant distribution as assigning

a fixed value to the outputs of a subset 𝑋 of hash inputs. All other

input values are assigned outputs sampled from dhash. Subset 𝑋 is

implicitly sampled by using a Bernoulli distribution with bias _ to

decide whether each input value is in 𝑋 .

Our formalization is a strengthening of [55, Corollary 4.8], which

we prove in Appendix B. In this stronger variant, the indistinguisha-

bility bound holds wrt to adversaries that may create a distinguish-

ing advantage by causing a classical bad event based on the hidden

set 𝑋 . This bad event is defined by allowing the attacker to output

(𝑥, 𝑙), where 𝑥 is a hash input and 𝑙 contains up to 𝑘 additional hash

inputs.

This variant is tailored to our proof of the Full Domain Hash

construction described in Section 5.6. In particular, the bad event

corresponds to the case where 𝑥 is an element of𝑋 and all the other

values are not. We note that in the proof of security of FDH from

semi-constant distributions given in [54], the same technique is

used, but the proof is not modularized in a game-based assumption.

The proof we give in Appendix B modularizes this argument into

something that can be used more generally in a black-box way.

op dbfun lam = dfun (fun _⇒ Biased.dbiased lam).

op good(X : from→ bool, x : from, l : from list) = X x ∧ 𝑋 ∩ l = ∅ ∧ size l ≤ k.

module SCD (A:AdvSCD) = {
proc F0(lam:real) = {

X
$←− dfun (dbiased lam);

QRO.init();

y
$←− dhash;

(c,x,l) ← A(QRO).main();
return (c ∧ good X x l);

}

proc F1(lam:real) = {

X
$←− dbfun lam;

QRO.init();

y
$←− dhash;

QRO.hf← fun m⇒ if X m then y else QRO.h m;
(c,x,l) ← A(QRO).main();
return (c ∧ good X x l);

}
}.

axiom advantage _ (A<:AdvSCD{−SCD,−QRO}) : 0 ≤ _ ≤ 1⇒
| Pr[SCD(A).F0(_) : res] − Pr[SCD(A).F1(_) : res] | ≤ 2𝑞+𝑘+1

6
_2 .

6 CASE STUDIES

In this section, we briefly describe all case studies we have mecha-

nized in EasyPQC.

6.1 PRF-based MACs

In cryptography, a message authentication code (MAC) is a short

piece of information used to ensure that the message comes from

the claimed sender and has not been changed. A MAC system

consists of two algorithms: a (possibly) randomized MAC signing

algorithm sign(𝑘,𝑚) and a verification algorithm verify(𝑘,𝑚, 𝑡).
Here 𝑘 denotes the secret key,𝑚 denotes a message and 𝑡 is the

MAC tag for message𝑚. Classically, a MAC system is secure if no

adversary can forge a valid tag of an unqueried message,when the

adversary is given oracle access to the signing algorithm.

In the quantum setting, the adversary is allowed to maintain

its own quantum state and issue quantum queries to the signing

oracle. Let

∑
𝑚,𝑥,𝑦 𝜓𝑚,𝑥,𝑦 |𝑚, 𝑥,𝑦⟩ be the adversary’s state prior to
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issuing a signing query. The signing oracle transforms this state as∑︁
𝑚,𝑥,𝑦

𝜓𝑚,𝑥,𝑦 |𝑚, 𝑥,𝑦⟩ →
∑︁
𝑚,𝑥,𝑦

𝜓𝑚,𝑥,𝑦 |𝑚, 𝑥 ⊕ sign(𝑘,𝑚), 𝑦⟩

The plus-one (PO) security of MAC against quantum adversaries

is defined in [17] as: For any quantum adversary, we say the MAC

system is PO-secure, if the adversary cannot output (𝑞 + 1) distinct
and valid pairs of message and tag after issuing 𝑞 quantum queries

to the signing oracle.

The construction. The PO-secureMAC construction [17]wemech-

anized in EasyPQC is based on quantum secure pseudorandom

function (PRF) [53], which is a PRF that remains indistinguishable

from a random function even when the adversary can issue quan-

tum queries to the PRF. The tag of message𝑚 is the output of PRF

for input𝑚, i.e. sign(𝑘,𝑚) = PRF(𝑘,𝑚). The security proof can be

formalized as follows: In the only game-hop, the PRF is replaced by

a truly random function of the same domain and range. Because of

the quantum security of the PRF, this game-hop is indistinguishable

to the quantum adversary. After this game-hop, the adversary needs

to produce (𝑞 + 1) input/output pairs after 𝑞 quantum queries to a

random oracle. This success probability is bounded by (𝑞 + 1)/𝑁 ,

where 𝑁 is the size of the range of the random oracle. This bound

is shown in [17] and we encode it as an axiom in EasyPQC. The

final statement of the theorem is as follows:

lemma conclusion :
let 𝜖 =
|Pr[IND_PRF(PRF, B(A)).main : res] − Pr[IND_PRF(RO, B(A)).main : res]| in

Pr[EUF_qMAC(A,QMAC).main : res] ≤ 𝜖 + 𝑞+1
𝑁

.

6.2 Identity-Based Encryption

An identity-based encryption (IBE) [16, 41] is a generalization of

public key encryption. In IBE, the encryption of message𝑚 and the

generation of secret key are associated with an identity string id (or

id’). The secret key can be used to recover𝑚 from the ciphertext

if their associated identities are equal. We say the IBE scheme

is secure, if the semantic security for the challenge identity (of

adversary’s choice) holds even if the adversary can obtain secret

keys for any other identity. In [54], Zhandry showed that the GPV-

IBE scheme [26] from lattices can be proven secure in the QROM.

We have formalized this result in EasyPQC as follows.

The construction. There are three components in the GPV-IBE:

a hash function 𝐻 , a pre-image samplable function (PSF) and an

encryption scheme E = (E.Enc, E.Dec). A PSF is a quadruple of algo-

rithms F = (Gen, Sample, f, f−1), where Gen generates private/pub-

lic key pairs (msk,mpk) and 𝑓mpk is a function. Sample samples

𝑥 from a distribution 𝐷 such that 𝑓mpk (𝑥) is uniform, and 𝑓 −1msk (𝑦)
samples from 𝐷 conditioned on 𝑓mpk (𝑥) = 𝑦. These two ways

of generating distribution {(𝑥,𝑦)} are indistinguishable based on

lattices.

The construction takes 𝐻 to map identities to the co-domain

of the PSF, which in turn matches the public key space for the

encryption scheme. The preimage sampling algorithm allows ob-

taining a good secret key for the PKE conditioned on a given public

key. The GPV-IBE scheme IBE = (keygen, Extract𝐻 , Enc𝐻 ,Dec)
can then be briefly sketched as follows: 1) master key generation

is simply the key generation for the PSS; 2) extraction is defined

as Extract𝐻 (msk, id) = f−1msk (H(id)), i.e., a PKE secret key sampled

conditionally on a of a PKE public key; 3) encryption and decryption

just use the public-key encryption scheme as expected.

The result. An IBE scheme is said to be post-quantum secure in

the QROM if a QPT adversary cannot break the semantic security of

a challenge identity, even with access to an oracle that reveals secret

keys for other identities of choice. Here, access to the oracles in the

game is classical, but access to the QROM is a quantum interaction.

The security result proved in EasyPQC states that the advantage of

any quantum adversary in this game (IDCPA_QROM) is bounded by

the post-quantum security of the PKE scheme.

lemma conclusion :
let 𝜖 = |Pr[IDCPA_QROM(A,GPV(E)) : res] − 1

2
| in

let _ = 2𝜖2

2𝑞ℎ+7𝑞𝑒+3
in

𝜖2

2𝑞𝑠+7𝑞𝑒+3 ≤ |Pr[CPA(B(A), ES(E)).main(_) : res]− 1

2
|.

Here 𝑞ℎ and 𝑞𝑒 are the number of queries placed by the quantum

attacker to the QROM and extraction oracle, respectively, and E is
any public-key encryption scheme that can be transformed into

an IBE using the GPV functor. (The ES functor modifies the PKE

syntactically to rely on the PSF for key generation).

The proof. The EasyCrypt formalization of the proof follows

closely the proof in [54] and uses the library for semi-constant

distributions introduced in Section 5.2.

Intuitively, the proof proceeds as a sequence of games that first

modifies the IBE security game to sample a subset 𝑋 of the identity

space, where one guesses that the challenge identity will reside, but

none of the other extrated identities will. This multiplicative hop

introduces a loss in advantage which bound by the probability of a

successful guess which can be proved exactly the same techniques

as for any classical proof: note that the guess is outside of the

adversary’s view, and that extraction queries are classical.

The implementation of the random oracle is then modified using

the semi-constant distribution theory introduced in Section 5.2:

for all identities in 𝑋 , the output of the hash function is fixed to

the same randomly sampled public-key. We construct a quantum

attacker that breaks this assumption if the IBE attacker can detect

the modification in the game. Here we rely crucially on the stronger

variant of the semi-constant distribution result that allows the

adversary to embed a bad event in the distinguishing probability

(this matches the correct guess event previously introduced in

the game). The extended logics for dealing with abstract quantum

adversaries is important in this step, as well as in the reduction that

follows.

Indeed, the proof then concludes in the expected way: use the

properties of the PFS to construct a reduction to the security of

the public-key encryption scheme. As a final comment, note that

the result given in the bound fixes a concrete value for _, which

minimizes a general bound obtained for any _ in the range (0, 1).
We do not prove that this value gives the minimum.

6.3 Full Domain Hash Signatures

We have introduced Full-Domain-Hash signatures in Section 3.1.

There we described a proof that relies on the claw-free property of

the trapdoor permutation. Here we describe how we proved two
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additional results wrt the security of this construction. We give a

brief description of the first result, since it follows very closely from

a combination of the proof in Section 3.1 and the proof of the IBE

construction we gave in the previous section. We then give a more

detailed description of the proof based on small-range distributions,

in which we tried to transpose the proof given in [55] but failed. It

turned out that the proof was not correct and needed fixing.

A proof using semi-constant distributions. The proof of security

given in Section 3.1 can be modified to obtain a reduction to the

one-wayness property of the trapdoor permutation as described

in [54]. We formalized this alternative proof as follows. We reuse

the initial game-hop where the challenger guesses the set 𝑋 in

which the message chosen for the forgery will reside, but all the

messages queried to the signature oracle do not. Note that this hop

conceptually is very similar to the one used in the previous subsec-

tion for the IBE scheme, where the target identity corresponds to

the message used in the forgery, and signature queries correspond

to extraction queries. The next hop is therefore identical to the

semi-constant distribution reduction given above: we modify the

QROM using the library described in Section 5.2. At this point the

output of the QROM for all values in𝑋 can be set to a given random

value 𝑦, which allows a reduction to the one-wayness property of

the trapdoor-permutation: the forged signature will be a preimage

of 𝑦. We conclude the proof by writing this reduction explicitly.

The final statement of the theorem is as follows.

lemma conclusion :
let _ = 1

𝑞𝑠+1 in

Pr[EUF_QROM(A,FDH) : res] ≤ Pr[OW(B(A)) : res]
_ (1−_)𝑞𝑠 + (2𝑞ℎ+3𝑞𝑠+3)_

6(1−_)𝑞𝑠 .

A new proof using small-range distributions. Zhandry [55] gives a

proof of the security of the Full DomainHash signature schemewith

an improved bound using the small-range distribution technique.

The proof goes as follows:

(1) Make a syntactic change that modifies the random oracle to

first use a different random function 𝑂 to compute a preimage

to the trapdoor permutation (rather than an image), and then

compute the trapdoor permutation.

(2) Use the small-range distribution assumption to change 𝑂 so

that it maps to a small set of 𝑟 values, each of them sampled

uniformly at random. Here 𝑟 is chosen so that a successful

attacker, say with advantage 𝜖 , retains at least 𝜖/2 advantage (𝑟
is fixed as a function of 𝜖).

(3) Modify the game once more to sample a value 𝑖∗ in the range

[0, 𝑟 ) and define a bad event if the following conditions do not

hold: i.𝑂 (𝑚∗) = 𝑖∗, where𝑚∗ is themessage used in the forgery;

and ii. forall𝑚 queried to the signing oracle, 𝑂 (𝑚) ≠ 𝑖∗.
(4) Bound the bad event using a purely probabilistic argument.

(5) Show that any advantage retained by the adversary in this

final game can be reduced to the one-wayness of the trapdoor

permutation by fixing the OW challenge 𝑦 to be the value of

the hash function on𝑚∗.

We failed when formalizing step 4 in the proof above: we could

not bound the probability of bad occurring using only a proba-

bilistic argument. The problem is that, although the choice of 𝑖∗ is
information-theoretically hidden from the adversary, the output

of the 𝑂 oracle is not. In particular, an adversary could choose an

𝑚∗ that causes bad to occur because 𝐻 (𝑚∗) = 𝐻 (𝑚) for some𝑚

queried to the signature oracle.

We conclude the proof by introducing an additional game-hop

at step (4) where we exclude the possibility of collisions using the

collision finding assumption we described in Section 5.2. We then

are able to conclude the proof as before. Our final statement of this

proof is as follows.

lemma conclusion :
let 𝑘 = 54(𝑞 + 2)3 in
let 𝜖 = Pr[EUF_QROM(A,FDH) : res] in
let r = 3 ⌊ 𝑘

𝜖
⌋ in

𝜖2

6𝑘
≤ Pr[OW(B(A)).main(r) : res].

As a follow up to the previous proof, and building on the insights

we obtained, we formalized a simpler version, which is more natural

and follows the general sequence of games used for semi-constant

distributions; it goes as follows. There is an initial guessing step,

which is performed independently of the view of the adversary.

This allows us to bound the probability of the bad event identified

in step for (4) above. We then apply the stronger variant of the

small-range distribution transformation described in Section 5.2.

The reduction to the one-wayness property then works as before.

7 RELATEDWORK

Program logics for quantum programs. Quantum Hoare logic has

become an active field in recent years, aiming to verify genuinely

quantum properties. [40] gave the first rigorous semantics of a

quantum language QPL. Later on, [19] established an Ensemble

Exogenous Quantum Propositional Logic (EEQPL) and [31] pro-

posed a quantitative quantum Hoare logic; both are designed for

classical-quantum programming languages, but difficult to use in

practice [37]. [23] suggested using Hermitian operators as quantum

assertions and opened up theway of expectations-based verification.

Based on this notion, [50] established the first sound and relatively

complete quantum Hoare logic but only considered quantum vari-

ables. This work has been promoted [25] and many variants have

been proposed [30, 52, 57, 58]. Besides, a quantum Hoare logic with

ghost variables is introduced in [45] which is useful for dealing with

mixed states/distributions. Practical tools have also been developed

in recent years, including [18, 35] in Isabelle/HOL, [27, 28, 39] in

Coq; all of them are based onmatrix representation and calculations.

They show that deriving and verifying general quantum properties

are relatively difficult in implementation (with unexpected times

and length of codes), for example, verifying Grover’s search algo-

rithm needs around 770 lines of code and one-person week in [27]

and over 3000 lines in [35].

There are closely related works that established quantum re-

lational Hoare logic for reasoning about the relational properties

of quantum programs [33, 46, 47] and [10]. We point out that our

core logic is not a fragment of them; there is an essential difference

in design decisions. All [10, 33, 46, 47] focus on deriving general

quantum properties and thus face the common difficulty in use;

besides, they interpret predicates as physical observables/projec-

tions(subspaces) which is not compatible with first-order logic, e.g.,

the implication has no counterpart in quantum logic [22], which

prevents generalizing current tools for classical verification such as
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weakest precondition calculus to the quantum setting. In contrast,

by solving the technical problem of CM (closed-under-mixture) con-

dition, we use first-order predicate logic as assertion logic which

enables the reuse of tools in EasyCrypt.

Computer-aided cryptography. Computer-aided cryptography [3]

is an active area of research. However, (post-)quantum cryptogra-

phy has received limited attention in this context. One notable

tool is AutoLWE [7], an automated for proving security of post-

quantum constructions based on Learning With Errors. However,

the underlying theory is restricted to classical adversaries, and to

the standard model. Hirschi [29] develop symbolic techniques for

quantum protocols. However, his approach is more focused on at-

tack detection. Given the absence of tools for post-quantum proofs,

a natural question is whether existing tools are sound w.r.t. quan-

tum adversaries. While the question is out of scope of the paper,

we note that some computational tools such as CryptoVerif [14] or

Squirrel [2] do not represent adversarial computations explicitly,

and thus other techniques will be required to prove their soundness

against quantum adversaries.

8 OTHER PROOF TECHNIQUES FOR QROM

In addition to the small-range and semi-constant techniques that

are supported in EasyPQC, we discuss additional QROM techniques,

such as compressed oracle [56] and one-way to hiding lemma [44]

that can potentially be supported by extending the EasyPQC system.

The one-way to hiding (O2H) lemma, introduced by Unruh

[1, 44], is another useful tool for proving security in the QROM. In a

nutshell, the O2H lemma and its variants state that a random oracle

is indistinguishable from a similar function, which is evaluated

to different outputs only on a small random subset of inputs. The

analysis of the performance of any adversary given access to the

similar function leads to a bound in the real game where a random

oracle is queried. We can axiomatize O2H results in a similar way

to what was done for semi-constant and small-range distributions,

as long as these results are used to hop between games whose

code does not perform measurements. Indeed, we could formalize

variant (1) of the O2H theorem in [1] even though it relies on a

semi-classical oracle, by using that form stated in [13]: since the

semi-classical oracle is only used to define an event that is used

to bound the distance between the two games, we can state the

axiom by moving the measurement step inside the adversary and

redefining that event over the adversary’s output. However, formal-

izing proofs that explicitly manipulate semi-classical oracles would

require extending the tool to allow capturing the measurement

operation.

The compressed oracle technique, introduced by Zhandry [56],

has shown its powerfulness to prove quantum security in the QROM

and quantum query complexity lower bounds. The technique re-

sembles the idea of lazy sampling for classical random oracles [20].

The initial superposition of random functions, before any query is

made, is a tensor product of zero states in the Fourier basis, and can

be viewed as a quantum analogue of an empty database. After a

query is made, one random entry gets “recorded” into the “database”

in superposition. The performance of a quantum algorithm can be

analyzed by keep tracking of the recorded entries.

The description of the compressed oracle technique is currently

unsupported in EasyPQC, as applying them requires matrix rep-

resentation and calculations in a low level. It is relatively straight-

forward to extend our core logic by adding projections (subspaces)

as quantum atomic formulas and establish rules for other quan-

tum constructs (initialization, general unitary transformation and

measurement). On the other hand, while providing such an exten-

sion will make EasyCrypt more expressive, the implementation

will incur a substantial increase of complexity. Thus it remains

an interesting future line of research to explore the possibility of

supporting proofs using the techniques without in-depth matrix

calculations.

9 CONCLUSION

EasyPQC is a variant of EasyCrypt that supports reasoning about

security of post-quantum constructions in the QROM. Currently,

EasyPQC only supports the semi-constant and small-range tech-

niques, but we plan to provide support for more advanced QROM

techniques. In parallel, we intend to use EasyPQC to formalize

security proofs for NIST Post-Quantum Competitions finalists. A

longer-term goal is to give a mechanized security proofs for post-

quantum variants of the TLS protocol.
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A POST-QUANTUM RELATIONAL HOARE LOGIC, EXTENDED VERSION

In this section, we give all integrated materials for construct our core logic pqRHL as well as the proof of the soundness.

A.1 Quantum State

The state space of a quantum system is a Hilbert spaceH , which is essentially a vector space with inner product in the finite-dimensional

case. A pure state of the system is a unit column vector |𝜓 ⟩ ∈ H , and we use ⟨𝜓 | to denote its dual, i.e., conjugate transpose of |𝜓 ⟩. For

example, the state space of a quantum bit (aka qubit) is a two-dimensional Hilbert space with basis states |0⟩ =
[
1

0

]
and |1⟩ =

[
0

1

]
, and

any pure state of a qubit can be described in the form 𝛼 |0⟩ + 𝛽 |1⟩ =
[
𝛼

𝛽

]
satisfying normalization condition |𝛼 |2 + |𝛽 |2 = 1. When the state

is not completely known but could be in one of some pure states |𝜓𝑖 ⟩ with respective probabilities 𝑝𝑖 , we call {(𝑝𝑖 , |𝜓𝑖 ⟩)} an ensemble of pure

states or a mixed state, and the system is fully described by the density operator 𝜌 =
∑
𝑖 𝑝𝑖 |𝜓𝑖 ⟩⟨𝜓𝑖 |. For example, the completely mixed state

of a qubit can be seen as ensemble {(0.5, |0⟩), (0.5, |+⟩)} (i.e. the state is either |0⟩ or |+⟩ ≜ 1√
2

( |0⟩ + |1⟩) with the same probability 0.5) or

density matrix

1

2

|0⟩⟨0| + 1

2

|+⟩⟨+| = 1

2

[
1

0

]
·
[
1 0

]
+ 1

2

[
1√
2

1√
2

]
·
[

1√
2

1√
2

]
=

1

2

[
1

0

]
+ 1

2

[
1/2 1/2
1/2 1/2

]
=

[
0.75 0.25

0.25 0.25

]
To indicate which system a state describes or an operation acts on, we use subscripts; for example,H𝑝 is the state space of system 𝑝 ,

|0⟩𝑝 is the pure state |0⟩ of the system 𝑝 and |1⟩𝑞 ⟨1| is the density matrix of the system 𝑞. The composite system is described by the tensor

product of its subsystems; for example, a composite system 𝑝𝑞 with 𝑝, 𝑞 being single qubit systems has the state spaceH𝑝 ⊗ H𝑞 , and

|0⟩𝑝 ⊗ |1⟩𝑞 =

[
1

0

]
𝑝

⊗
[
0

1

]
𝑞

=


0

1

0

0

𝑝𝑞
(or, |0⟩𝑝 |1⟩𝑞 for short) is a pure state in which subsystem 𝑝 is in state |0⟩ and subsystem 𝑞 is in state |1⟩. Due to the superposition principle,

there exist states like

|Φ⟩𝑝𝑞 =
1

√
2

( |0⟩𝑝 |0⟩𝑞 + |1⟩𝑝 |1⟩𝑞) =
1

√
2


1

0

0

1

𝑝𝑞
(1)

that cannot be written in the simple tensor form |𝜙⟩𝑝 |𝜓 ⟩𝑞 , which are called entangled states. These states play a crucial role in applications of

quantum computation and quantum communication.

The state of a composite system fully determines the state of each subsystem. Formally, given composite system 𝑝𝑞 in state 𝜌 , subsystem

𝑞 is then in state tr𝑝 (𝜌), where the partial trace tr𝑝 (·) over 𝑝 is a mapping from operators onH𝑝 ⊗ H𝑞 to operators onH𝑞 defined by:

tr𝑝 ( |𝜙𝑝 ⟩𝑝 ⟨𝜓𝑝 | ⊗ |𝜙𝑞⟩𝑞 ⟨𝜓𝑞 |) = ⟨𝜓𝑝 |𝜙𝑝 ⟩ · · · |𝜙𝑞⟩𝑞 ⟨𝜓𝑞 |
for all |𝜙𝑝 ⟩, |𝜓𝑝 ⟩ ∈ H𝑝 and |𝜙𝑞⟩, |𝜓𝑞⟩ ∈ H𝑞 together with linearity. The state tr𝑞 (𝜌) of subsystem 𝑞 can be defined symmetrically. We often

use the notations 𝜌 |𝑝 ≜ tr𝑞 (𝜌) and 𝜌 |𝑞 ≜ tr𝑝 (𝜌) in order to explicitly indicate that 𝜌 |𝑝 and 𝜌 |𝑞 are states of 𝑝, 𝑞, respectively. For example,

if the composite system 𝑝𝑞 is in state |Φ⟩𝑝𝑞 defined in Eqn. 1 or equivalently represented by density operator Φ𝑝𝑞

Φ𝑝𝑞 = |Φ⟩𝑝𝑞 ⟨Φ| =
1

2

( |0⟩𝑝 ⟨0| ⊗ |0⟩𝑞 ⟨0| + |0⟩𝑝 ⟨1| ⊗ |0⟩𝑞 ⟨1| + |1⟩𝑝 ⟨0| ⊗ |1⟩𝑞 ⟨0| + |1⟩𝑝 ⟨1| ⊗ |1⟩𝑞 ⟨1|) =
1

2


1 1

0

0

1 1

𝑝𝑞
(2)

then the partial traces Φ𝑝𝑞
��
𝑞
= tr𝑝 ( |Φ⟩𝑝𝑞 ⟨Φ|) = 1

2
( |0⟩𝑞 ⟨0| + |1⟩𝑞 ⟨1|) and Φ𝑝𝑞

��
𝑝
= tr𝑞 ( |Φ⟩𝑝𝑞 ⟨Φ|) = 1

2
( |0⟩𝑝 ⟨0| + |1⟩𝑝 ⟨1|) describe states of 𝑞

and 𝑝 , respectively.

For a set of quantum variables 𝑉 ⊆ qVar, its Hilbert space is denoted by H(𝑉 ), and we use D(𝑉 ) to denote the set of partial density

operators on D(𝑉 ). Suppose 𝑉 ′ ⊆ 𝑉 and 𝜌 ∈ D(𝑉 ), then the state of subsystem 𝑉 ′ is 𝜌 |𝑉 ′ ≜ tr𝑉−𝑉 ′ (𝜌) as defined above.

A.2 Classical-Quantum (cq) State

Let Var be the set of program classical variables and qVar the set of program quantum variables. Let Σ ≜ Var→V be the set of classical

states, whereV for the set of values, including integers, booleans, etc.

The memory of a hybrid classical-quantum system is described by its classical part 𝜎 ∈ Σ and quantum part 𝜌 ∈ D(qVar), and we denoted
by ⟨𝜎, 𝜌⟩. Since the execution of programs might be probabilistic, we need consider the (sub)distribution over such states. However, using
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Classical Probabilistic Quantum Classical-quantum

state probability (sub)distribution (partial) density operator cq-state

𝜎 ∈ Σ ≜ Var→V ` ∈ Σ→ [0, 1] 𝜌 ∈ D(qVar) Δ ∈ Σ→ D(qVar)

countable support countable support

Table 1: Comparison of the basic notions in different language paradigms.

(sub)distributions over Σ × D(qVar) suffers indistinguishably of quantum ensembles: different (sub)distributions can refer to the same state.

To avoid such technical difficulty, [25] gives the following definition:

Definition A.1 (cq-states [25]). Given 𝑉 ⊆ qVar, a classical-quantum state Δ over 𝑉 is a function in Σ→ D(𝑉 ) such that

(1) the support of Δ, denoted ⌈Δ⌉, is countable. That is, Δ(𝜎) ≠ 0 for at most countably infinite many 𝜎 ∈ Σ;
(2) tr(Δ) ≜ ∑

𝜎 ∈ ⌈Δ⌉ tr[Δ(𝜎)] ≤ 1.

We use Ξ(𝑉 ) for the set of cq-states over𝑉 , i.e., Ξ(𝑉 ) ≜ Σ→ D(𝑉 ); and Ξ ≜ ⋃
𝑉 ⊆qVar Ξ(𝑉 ). Further, we denote ⟨𝜎, 𝜌⟩ for singleton cq-state

(or cq-memory), i.e., ⟨𝜎, 𝜌⟩(𝜎 ′) := I(𝜎, 𝜎 ′) · 𝜌 , where I is the indicator function and I(𝜎, 𝜎 ′) = 1 iff 𝜎 = 𝜎 ′. Then, for any cq-state, we can

always write it as the summation of singleton cq-states, i.e., Δ =
∑
𝜎 ⟨𝜎,Δ(𝜎)⟩, since

∀𝜎 ′. Δ(𝜎 ′) =
∑︁
𝜎

I(𝜎, 𝜎 ′)Δ(𝜎) =
(∑︁

𝜎

⟨𝜎,Δ(𝜎)⟩
)
(𝜎 ′).

In particular, ⟨𝜎, 0⟩ is the identity of +, i.e., ⟨𝜎, 0⟩ + Δ = Δ.
We can further define the partial order ⊑ between two cq-states Δ,Δ′ ∈ Ξ(𝑉 ) as:

Δ ⊑ Δ′ ≜ ∀𝜎, Δ(𝜎) ⊑ Δ′(𝜎),
the ⊑ in the RHS is the Löwner order of matrices, i.e., 𝐴 ⊑ 𝐵 if 𝐵 −𝐴 is positive semi-definite. [25] shows that Ξ(𝑉 ) is an 𝜔-complete partial

order set (CPO) under ⊑.

Table 1 gives a comparison of states in different language paradigms. For classical state, it is a mapping from variables to values. In

probabilistic setting, the state is characterized by a probabilistic (sub)distribution over classical states. In quantum setting, the state is defined

by the quantum state over all quantum variables, i.e., the (partial) density operator over Hilbert spaceH(qVar). Note that quantum variables

might be entangled and cannot be fully characterized by the states over each quantum variable, thus it takes different notion than classical

states. A classical-quantum state Δ can be regarded as a combination of probabilistic and quantum states: for any classical state 𝜎 , Δ(𝜎) gives
the corresponding quantum states; note that the probability is now encoded in the quantum states [40], i.e., if the probability of obtaining 𝜎

is 𝑝 and the corresponding (partial) quantum state is 𝜌 , then we define Δ(𝜎) = 𝑝 · 𝜌 . Furthermore, tr[Δ(𝜎)] gives the probability that the

classical states is 𝜎 ; that is why we have the condition tr[Δ] ≤ 1, i.e., it should be a (sub)distribution.

It is straightforward to see how a cq-state Δ reduces to probabilistic/quantum state if we discard quantum/classical state, respectively. If

we discard the quantum variables, physically it means that we trace out the quantum states, thus for any classical state 𝜎 , we obtain the

probability tr[Δ(𝜎)], or more formally, ∀𝜎, ` (𝜎) = tr[Δ(𝜎)] where ` is just the probabilistic (sub)distribution of the classical system. On the

other hand, if we discard the classical variables, then we should sum up the quantum states over all possible classical states, i.e.,

∑
𝜎 Δ(𝜎)

which yields the quantum state over qVar.

For simplicity, we define two functions 𝜋𝑐 : Ξ→ (Σ→ [0, 1]) and 𝜋𝑞 : Ξ→ D to obtain the probability (sub)distribution and quantum

state from a cq-state Δ by: for all Δ,

𝜋𝑐 (Δ) (𝜎) = tr[Δ(𝜎)], 𝜋𝑞 (Δ) =
∑︁

𝜎 ∈ ⌈Δ⌉
Δ(𝜎).

Furthermore, we define the restriction of Δ ∈ Ξ(𝑉 ) on 𝑉 ′ ⊆ 𝑉 as:

Δ|𝑉 ′ =
∑︁
𝜎

⟨𝜎, Δ(𝜎) |𝑉 ′⟩ =
∑︁
𝜎

⟨𝜎, tr𝑉−𝑉 ′ [Δ(𝜎)]⟩

A.3 Classical-Quantum Coupling

Coupling is an essential concept to define validity of relational judgments. Probabilistic coupling, a standard abstraction from probability

theory [34, 43, 48], is employed to interpret judgments in probabilistic relational logic [6, 8]; similar concept of quantum coupling has also

been proposed [32, 49, 58] and used in establishing quantum relational logic [10, 33, 46, 47].

For two programs 𝑐1 and 𝑐2, we use tags ⟨1⟩ and ⟨2⟩ to indicate the first and the second program, e.g., for the program variables of 𝑐1, we

renamed them by tagging with ⟨1⟩, for the program variables of 𝑐2, we renamed them by tagging with ⟨2⟩. We also define:

Var⟨1⟩ := {𝑥 ⟨1⟩ | 𝑥 ∈ Var}, qVar⟨1⟩ := {𝑞⟨1⟩ | 𝑞 ∈ qVar},
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⟨skip, 𝜎, 𝜌 ⟩→⟨𝐸, 𝜎, 𝜌 ⟩ ⟨𝑥 := 𝑒, 𝜎, 𝜌 ⟩→⟨𝐸, 𝜎 [J𝑒K𝜎 /𝑥 ], 𝜌 ⟩

𝑣 ∈
⌈
J𝑑K𝜎

⌉
⟨𝑥 $← 𝑑, 𝜎, 𝜌 ⟩→⟨𝐸, 𝜎 [𝑣/𝑥 ], J𝑑K𝜎 (𝑣) · 𝜌 ⟩

⟨𝑞 := 𝑒, 𝜎, 𝜌 ⟩→⟨𝐸, 𝜎,∑𝑑𝑞−1
𝑖=0

|J𝑒K𝜎 ⟩𝑞 ⟨𝑖 |𝜌 |𝑖 ⟩𝑞 ⟨J𝑒K𝜎 | ⟩

⟨𝑞 ∗= 𝑈 ,𝜎, 𝜌 ⟩→⟨𝐸, 𝜎, (J𝑈 K𝜎 )𝑞𝜌 (J𝑈 †K𝜎 )𝑞 ⟩
𝑀 = {𝑀𝑖 }𝑖∈J

⟨𝑥 := meas𝑀 [𝑞 ], 𝜎, 𝜌 ⟩→⟨𝐸, 𝜎 [𝑖/𝑥 ], (J𝑀𝑖K𝜎 )𝑞𝜌 (J𝑀
†
𝑖
K
𝜎
)𝑞 ⟩

⟨𝑐1, 𝜎, 𝜌 ⟩→⟨𝑐′
1
, 𝜎′, 𝜌′⟩

⟨𝑐1;𝑐2, 𝜎, 𝜌 ⟩→⟨𝑐′
1
;𝑐2, 𝜎

′, 𝜌′⟩ where 𝐸;𝑐2 ≡ 𝑐2

𝜎 |= 𝑏

⟨if 𝑒 then 𝑐 else 𝑐′, 𝜎, 𝜌 ⟩→⟨𝑐, 𝜎, 𝜌 ⟩
𝜎 |= ¬𝑏

⟨if 𝑒 then 𝑐 else 𝑐′, 𝜎, 𝜌 ⟩→⟨𝑐′, 𝜎, 𝜌 ⟩

𝜎 |= ¬𝑏
⟨while 𝑒 do 𝑐, 𝜎, 𝜌 ⟩→⟨𝐸, 𝜎, 𝜌 ⟩

𝜎 |= 𝑏

⟨while 𝑒 do 𝑐, 𝜎, 𝜌 ⟩→⟨𝑐 ;while 𝑒 do 𝑐, 𝜎, 𝜌 ⟩

Table 2: Operational semantics for cq-statements. For distribution 𝑑 , ⌈𝑑⌉ is support of 𝑑 , i.e., ⌈𝑑⌉ := {𝑣 : 𝑑 (𝑣) > 0}. 𝐸 denotes the

termination, i.e., the empty program.

and similar for ⟨2⟩. The tagged classical states are Σ⟨1⟩ : Var⟨1⟩ → V and Σ⟨2⟩ : Var⟨2⟩ → V , the product classical states

Σ× : Var⟨1⟩ ⊎ Var⟨2⟩ → V .

For any 𝜎× ∈ Σ×, it is convenient to write it as a pair 𝜎× = (𝜎1;𝜎2). Further, we define the product cq-state:
Δ× : Σ× → D(qVar⟨1⟩ ∪ qVar⟨2⟩).

Now we are ready to define cq-coupling, which is a combination of probabilistic and quantum couplings, in the sense that probabilistic

(resp. quantum) couplings are degenerate cases if we discard quantum (resp. classical) system.

Definition A.2 (cq-coupling). For any product cq-state Δ×, its marginal function 𝜋1 and 𝜋2 are defined as follows:

∀𝜎1, 𝜋1 (Δ×) (𝜎1) ≜
∑︁
𝜎2

tr
qVar⟨2⟩ [Δ× (𝜎1;𝜎2)]

∀𝜎2, 𝜋2 (Δ×) (𝜎2) ≜
∑︁
𝜎1

tr
qVar⟨1⟩ [Δ× (𝜎1;𝜎2)]

We say Δ× is a cq-coupling of (Δ1,Δ2) if its marginals are Δ1 and Δ2, i.e.,

𝜋1 (Δ×) = Δ1, 𝜋2 (Δ×) = Δ2 .

Example A.3 (identity coupling). Suppose Δ(𝑥 = 𝑖) = 1

2
|𝑖⟩⟨𝑖 | for 𝑖 = 0, 1, then product cq-state

Δ× (𝑥 ⟨1⟩ = 𝑖, 𝑥 ⟨2⟩ = 𝑖) = 1

2

|𝑖⟩⟨𝑖 | ⊗ |𝑖⟩⟨𝑖 |

is a cq-coupling of (Δ,Δ).

If we apply 𝜋𝑐 function to discard quantum states, it is straightforward to see that if Δ× is a cq-coupling of (Δ1,Δ2), then 𝜋𝑐 (Δ×) is a
probabilistic coupling of (𝜋𝑐 (Δ1), 𝜋𝑐 (Δ2)). Similar fact holds for 𝜋𝑞 , that is, 𝜋𝑞 (Δ×) is a quantum coupling of (𝜋𝑞 (Δ1), 𝜋𝑞 (Δ2)).

A.4 Semantics of Classical-Quantum Statements [25]

The operational and denotational semantics of our classical-quantum statements have been systematically studied in [25]. We here give a

brief review and provide some useful propositions.

A configuration ⟨𝑆, 𝜎, 𝜌⟩ where 𝑆 ∈ Cmd∪ {𝐸}, 𝐸 is a special symbol to denote termination, 𝜎 ∈ Σ and 𝜌 ∈ D(𝑞𝑉 ) for some 𝑞𝑉 subsuming

the quantum variables appeard in 𝑆 . The operational semantics of programs in Cmd is defined as the smallest transition relation→ on

configurations given in Table 2.

Definition A.4 (Computation [25]). Let 𝑐 ∈ Cmd, ⟨𝜎, 𝜌⟩ ∈ Ξ(𝑉 ) with 𝑉 ⊇ qVar(𝑐).
• A computation of 𝑐 starting in ⟨𝜎, 𝜌⟩ if a (finite or infinite) maximal sequence of configurations ⟨𝑐𝑖 , 𝜎𝑖 , 𝜌𝑖 ⟩, such that

⟨𝑐, 𝜎, 𝜌⟩ → ⟨𝑐1, 𝜎1, 𝜌1⟩ → ⟨𝑐2, 𝜎2, 𝜌2⟩ · · ·
and tr(𝜌𝑖 ) > 0 for all 𝑖 .

• A computation of 𝑐 is terminating in ⟨𝜎 ′, 𝜌 ′⟩ if it is finite and the last configuration is ⟨𝐸, 𝜎 ′, 𝜌 ′⟩; otherwise it is diverging.
Let→𝑛

be the 𝑛-th composition of→, and→∗ ≜ ⋃
𝑛≥0→𝑛

.
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Definition A.5 (Denotational semantics [25]). Let 𝑐 ∈ Cmd. The denotational semantics of 𝑐 is a mapping

J𝑐K : Ξ(⊇ qVar(𝑐)) → Ξ(⊇ qVar(𝑐))
such that for any ⟨𝜎, 𝜌⟩ ∈ Ξ(𝑉 ) with 𝑉 ⊇ qVar(𝑐),

J𝑐K(⟨𝜎, 𝜌⟩) =
∑︁ {���⟨𝜎 ′, 𝜌 ′⟩ : ⟨𝑐, 𝜎, 𝜌⟩ →∗ ⟨𝐸, 𝜎 ′, 𝜌 ′⟩���},

where {| · |} denotes the multi-set. Furthermore, we define J𝑐K(Δ) = ∑
𝑖∈𝐼 J𝑐K(⟨𝜎𝑖 , 𝜌𝑖 ⟩) whenever Δ =

∑
𝑖∈𝐼 ⟨𝜎𝑖 , 𝜌𝑖 ⟩ (linearity ensures this

definition is well-defined).

Proposition A.6 ([25]). For any 𝑐 ∈ Cmd and Δ ∈ Ξ(𝑉 ) with 𝑉 ⊇ qVar(𝑐),
(1) [trace-nonincreasing] tr(J𝑐K(Δ)) ≤ tr(Δ), and so J𝑐K(Δ) ∈ Ξ(𝑉 );
(2) [linearity] J𝑐K(Δ) = ∑

𝑖 _𝑖J𝑐K(Δ𝑖 ) whenever Δ =
∑
𝑖 _𝑖Δ𝑖 .

Proposition A.7 ([25]). For any cq-state ⟨𝜎, 𝜌⟩ which makes the corresponding formula meaningful,

(1) JskipK(⟨𝜎, 𝜌⟩) = ⟨𝜎, 𝜌⟩;
(2) J𝑥 := 𝑒K(⟨𝜎, 𝜌⟩) = ⟨𝜎 [J𝑒K𝜎/𝑥], 𝜌⟩;
(3) J𝑥 $← 𝑑K(⟨𝜎, 𝜌⟩) = ∑

𝑣∈⌈J𝑑K𝜎 ⌉ ⟨𝜎 [𝑣/𝑥], J𝑑K𝜎 (𝑣) · 𝜌⟩;
(4) J𝑥 := meas𝑀 [𝑞]K(⟨𝜎, 𝜌⟩) = ∑

𝑖∈J ⟨𝜎 [𝑖/𝑥], (J𝑀𝑖K𝜎 )𝑞𝜌 (J𝑀
†
𝑖
K
𝜎
)𝑞⟩ where measurement𝑀 = {𝑀𝑖 }𝑖∈J ;

(5) J𝑞 := 𝑒K(⟨𝜎, 𝜌⟩) = ⟨𝜎,∑𝑑𝑞−1
𝑖=0

|J𝑒K𝜎 ⟩𝑞 ⟨𝑖 |𝜌 |𝑖⟩𝑞 ⟨J𝑒K𝜎 |⟩;
(6) J𝑞 ∗= 𝑈 K(⟨𝜎, 𝜌⟩) = ⟨𝜎, (J𝑈 K𝜎 )𝑞𝜌 (J𝑈 †K𝜎 )𝑞⟩;
(7) J𝑐1; 𝑐2K(⟨𝜎, 𝜌⟩) = J𝑐2K(J𝑐1K(⟨𝜎, 𝜌⟩));
(8) J(𝑐1; 𝑐2); 𝑐3K = J𝑐1; (𝑐2; 𝑐3)K;
(9) Jif 𝑏 then 𝑐1 else 𝑐2K(⟨𝜎, 𝜌⟩) = J𝑐1K(⟨𝜎, 𝜌⟩) if 𝜎 |= 𝑏, and J𝑐2K(⟨𝜎, 𝜌⟩) otherwise;
(10) JwhileK(⟨𝜎, 𝜌⟩) = ⊔

𝑛 (J(while)𝑛K(⟨𝜎, 𝜌⟩), where while ≜ while 𝑏 do 𝑐 , (while)0 ≜ abort, and for any 𝑛 ≥ 0,

(while)𝑛+1 ≜ if 𝑏 then 𝑐; (while𝑛) else skip.

Proposition A.8 (c.f. [25]). Let while ≜ while 𝑏 do 𝑐 . For any Δ ∈ Ξ(qVar(𝑐)) and 𝑛 ≥ 0,

Δ¬𝑏 + J(while)𝑛K(J𝑐K(Δ𝑏 )) = J(while)𝑛+1K(Δ).

where Δ𝑏 ≜
∑
𝜎 I(J𝑏K𝜎 , true) · ⟨𝜎,Δ(𝜎)⟩ and similar for Δ¬𝑏 . In particular,

Δ¬𝑏 + JwhileK(J𝑐K(Δ𝑏 )) = JwhileK(Δ).

Furthermore, let Δ1 = Δ and for any 𝑛 ≥ 1, Δ𝑛+1 = J𝑐K(Δ𝑏𝑛). Then for any 𝑛 ≥ 1,

J(while)𝑛K(Δ) =
𝑛∑︁
𝑖=1

Δ¬𝑏𝑖 , in particular, JwhileK(Δ) =
∑︁
𝑖≥1

Δ¬𝑏𝑖 .

Proof. The first part is proved in [25]. For the rest part, we can easily prove

∀𝑛 ≥ 1, 𝑘 ≥ 1, J(while)𝑛K(Δ𝑘 ) =
𝑛+𝑘−1∑︁
𝑖=𝑘

Δ𝑖

by induction on 𝑛, 𝑘 . Then set 𝑘 = 1 and let 𝑛→∞, we obtain the last equation. The convergence is guaranteed by the fact that Ξ is an

𝜔-complete partial order set (CPO) under ⊑[25]. □

Proposition A.9. For any 𝑐 ∈ Cmd, there exists a mapping

𝑓 : Σ(Var(𝑐)) × Σ(Var(𝑐)) → (D(qVar(𝑐)) → D(qVar(𝑐)))
where Σ(𝑆) ≜ 𝑆 →V such that

3
:

(1) ∀𝜎in, 𝜎out, 𝑓 (𝜎in, 𝜎out) is a trace-nonincreasing quantum operation, i.e., completely-positive trace-nonincreasing linear maps.

(2) ∀𝜎in,
∑
𝜎out∈Σ(Var(𝑐)) 𝑓 (𝜎in, 𝜎out) is a trace-nonincreasing quantum operation; it is a trace-preserving quantum operation if 𝑐 is lossless,

i.e., 𝑐 is almost surely terminating.

(3) For any input singleton cq-states ⟨𝜎, 𝜌⟩ ∈ Ξ(𝑉 ) with 𝑉 ⊇ qVar(𝑐), split 𝜎 = (𝜎in;𝜎res) such that 𝜎in ∈ Σ(Var(𝑐)) and 𝜎res ∈
Σ(Var − Var(𝑐))

J𝑐K(⟨𝜎, 𝜌⟩) =
∑︁

𝜎out∈Σ(Var(𝑐))
⟨𝜎out;𝜎res, 𝑓 (𝜎in, 𝜎out) ⊗ I𝑉−qVar(𝑐) (𝜌)⟩.

3
We set Σ( ∅) = {empmem} with single element empmem denotes no assignment of any classical variables; thus 𝜎 = (𝜎 ; empmem) = (empmem;𝜎) .
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As a corollary of third statements, it is always possible to extend 𝑓 to a larger sets of classical/quantum variable sets, i.e., for any 𝑆 ⊇ Var(𝑐) and
𝑉 ⊇ qVar(𝑐), there exists 𝑓 ′ : Σ(𝑆) × Σ(𝑆) → (D(𝑉 ) → D(𝑉 )) that satisfies all 1-3 statements.

In particular, if 𝑐 has no quantum initialization and quantum measurement, then for any 𝜎in and 𝜎out, 𝑓 (𝜎in, 𝜎out) is a trace-preserving

quantum operation with a factor.

The proof is easy but tedious. In principle, it can be regarded as the generalization of Proposition 3.3.5 in [51].

Proof. We prove all the three statements by induction on the structure of 𝑐 . For any 𝑐 , we always set 𝑓 (𝜎in, 𝜎out) = 0 if 𝜎in, 𝜎out are not

consistent, i.e., they are different on some variables that are not modified by Var(𝑐).
• 𝑐 ≡ skip. Since Var(𝑐) = qVar(𝑐) = ∅, 𝜎in = 𝜎out = empmem, set

𝑓 (empmem, empmem) = 1.

Then first two are trivial and for the third one,

JskipK(⟨𝜎, 𝜌⟩) = ⟨𝜎, 𝜌⟩ = ⟨empmem;𝜎, 𝑓 (empmem, empmem) ⊗ I𝑉 (𝜌)⟩

• 𝑐 ≡ 𝑥 := 𝑒 . Var(𝑐) = Var(𝑒) ∪ {𝑥}, qVar(𝑐) = ∅. For all 𝜎in, 𝜎out, set

𝑓 (𝜎in, 𝜎out) = I(𝜎out, 𝜎in [J𝑒K𝜎in/𝑥]).

Then first two are trivial. For the third one,∑︁
𝜎out∈Σ(Var(𝑐))

⟨𝜎out;𝜎res, 𝑓 (𝜎in, 𝜎out) ⊗ I𝑉−qVar(𝑐) (𝜌)⟩

=
∑︁

𝜎out∈Σ(Var(𝑐))
⟨𝜎out;𝜎res, I(𝜎out, 𝜎in [J𝑒K𝜎in/𝑥])I𝑉 (𝜌)⟩

= ⟨𝜎in [J𝑒K𝜎in/𝑥];𝜎res, 𝜌⟩ = ⟨𝜎 [J𝑒K𝜎in/𝑥], 𝜌⟩
= J𝑥 := 𝑒K(⟨𝜎, 𝜌⟩)

• 𝑐 ≡ 𝑥 $← 𝑑 . Var(𝑐) = Var(𝑑) ∪ {𝑥}, qVar(𝑐) = ∅. For all 𝜎in, 𝜎out, set

𝑓 (𝜎in, 𝜎out) = I(𝜎out, 𝜎in [J𝑥K𝜎out/𝑥])J𝑑K𝜎in (J𝑥K𝜎out ).

The first statement is trivial. For the second statement, since J𝑑K𝜎in is a distribution, we have:∑︁
𝜎out

𝑓 (𝜎in, 𝜎out) =
∑︁

𝑣∈
⌈
J𝑑K𝜎

in

⌉ J𝑑K𝜎in (J𝑥K𝜎out ) =
∑︁

𝑣∈
⌈
J𝑑K𝜎

in

⌉ J𝑑K𝜎in (𝑣) = 1.

For the third statement, ∑︁
𝜎out∈Σ(Var(𝑐))

⟨𝜎out;𝜎res, 𝑓 (𝜎in, 𝜎out) ⊗ I𝑉−qVar(𝑐) (𝜌)⟩

=
∑︁

𝜎out∈Σ(Var(𝑐))
⟨𝜎out;𝜎res, I(𝜎out, 𝜎in [J𝑥K𝜎out/𝑥])J𝑑K𝜎in (J𝑥K𝜎out )I𝑉 (𝜌)⟩

=
∑︁

𝑣∈
⌈
J𝑑K𝜎

in

⌉ ⟨𝜎out [𝑣/𝑥];𝜎res, J𝑑K𝜎in (𝑣) · 𝜌⟩

=
∑︁

𝑣∈
⌈
J𝑑K𝜎

in

⌉ ⟨𝜎 [𝑣/𝑥], J𝑑K𝜎in (𝑣) · 𝜌⟩

= J𝑥 $← 𝑑K(⟨𝜎, 𝜌⟩)

• 𝑐 ≡ 𝑥 := meas𝑀 [𝑞] with measurement𝑀 = {𝑀𝑖 }𝑖∈J . Var(𝑐) = Var(𝑀) ∪ {𝑥}, qVar(𝑐) = 𝑞. For all 𝜎in, 𝜎out, set

∀ 𝜌 ∈ D(𝑞), 𝑓 (𝜎in, 𝜎out) =
∑︁
𝑖∈J
I(𝜎out, 𝜎in [𝑖/𝑥])J𝑀𝑖K𝜎in𝜌J𝑀†

𝑖
K
𝜎in

.

The first statement is true since𝑀𝑖 (·)𝑀𝑖 is a completely-positive trace-nonincreasing map. For the second statement, we have:

∀ 𝜌 ∈ D(𝑞),
∑︁
𝜎out

𝑓 (𝜎in, 𝜎out) =
∑︁
𝜎out

∑︁
𝑖∈J
I(𝜎out, 𝜎in [𝑖/𝑥])J𝑀𝑖K𝜎in𝜌J𝑀†

𝑖
K
𝜎in

=
∑︁
𝑖∈J

J𝑀𝑖K𝜎in𝜌J𝑀†
𝑖
K
𝜎in

.
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which is a completely-positive trace-perserving (CPTP) map, i.e., trace-preserving quantum operation. For the third statement,∑︁
𝜎out∈Σ(Var(𝑐))

⟨𝜎out;𝜎res, 𝑓 (𝜎in, 𝜎out) ⊗ I𝑉−qVar(𝑐) (𝜌)⟩

=
∑︁

𝜎out∈Σ(Var(𝑐))
⟨𝜎out;𝜎res,

∑︁
𝑖∈J
I(𝜎out, 𝜎in [𝑖/𝑥])J𝑀𝑖K𝜎in𝜌J𝑀†

𝑖
K
𝜎in
⟩

=
∑︁
𝑖∈J
⟨𝜎out [𝑖/𝑥];𝜎res, J𝑀𝑖K𝜎in𝜌J𝑀†

𝑖
K
𝜎in
⟩

=
∑︁
𝑖∈J
⟨𝜎 [𝑖/𝑥], J𝑀𝑖K𝜎𝜌J𝑀†

𝑖
K
𝜎
⟩

= J𝑥 := meas𝑀 [𝑞]K(⟨𝜎, 𝜌⟩)

• 𝑐 ≡ 𝑞 := 𝑒 . Var(𝑐) = Var(𝑒), qVar(𝑐) = {𝑞}. For any 𝜎in, 𝜎out, set

∀ 𝜌 ∈ D(𝑞), 𝑓 (𝜎in, 𝜎out) = I(𝜎in, 𝜎out) ·
𝑑𝑞−1∑︁
𝑖=0

|J𝑒K𝜎in,⟩𝑞 ⟨𝑖 |𝜌 |𝑖⟩𝑞 ⟨J𝑒K𝜎in, |.

The first two statements are trivial since initialization is a completely-positive trace-nonincreasing map. For the third statement,

𝜎 = (𝜎in;𝜎res), ∑︁
𝜎out∈Σ(Var(𝑐))

⟨𝜎out;𝜎res, 𝑓 (𝜎in, 𝜎out) ⊗ I𝑉−𝑞 (𝜌)⟩

= ⟨𝜎,
𝑑𝑞−1∑︁
𝑖=0

|J𝑒K𝜎 ⟩𝑞 ⟨𝑖 |𝜌 |𝑖⟩𝑞 ⟨J𝑒K𝜎 |⟩

= J𝑞 := 𝑒K(⟨𝜎, 𝜌⟩)

• 𝑐 ≡ 𝑞 ∗= 𝑈 . Var(𝑐) = Var(𝑈 ), qVar(𝑐) = {𝑞}.For any 𝜎in, 𝜎out, set

∀ 𝜌 ∈ D(𝑞), 𝑓 (𝜎in, 𝜎out) = I(𝜎in, 𝜎out) · (J𝑈 K𝜎in )𝑞𝜌 (J𝑈
†K𝜎in )𝑞 .

The first two statements are trivial since unitary transformation is a completely-positive trace-nonincreasing map. For the third

statement, 𝜎 = (𝜎in;𝜎res),∑︁
𝜎out∈Σ(Var(𝑐))

⟨𝜎out;𝜎res, 𝑓 (𝜎in, 𝜎out) ⊗ I𝑉−𝑞 (𝜌)⟩ = ⟨𝜎, (J𝑈 K𝜎in )𝑞𝜌 (J𝑈
†K𝜎in )𝑞⟩ = J𝑞 ∗= 𝑈 K(⟨𝜎, 𝜌⟩)

• 𝑐 ≡ 𝑐1; 𝑐2. Suppose 𝑓1 and 𝑓2 is the mapping for 𝑐1 and 𝑐2 respectively. Var(𝑐) = Var(𝑐1) ∪ Var(𝑐2), qVar(𝑐) = qVar(𝑐1) ∪ qVar(𝑐2).
For any 𝜎in, 𝜎out ∈ Σ(Var(𝑐)), split 𝜎in = (𝜎in1;𝜎res1) and 𝜎out = (𝜎out2;𝜎res2), set

𝑓 (𝜎in, 𝜎out) =
∑︁
𝜎out1

(𝑓2 (𝜎in2, 𝜎out2) ⊗ IqVar(𝑐)−qVar(𝑐2) ) ◦ (𝑓1 (𝜎in1, 𝜎out1) ⊗ IqVar(𝑐)−qVar(𝑐1) ).

where (𝜎in2;𝜎res2) is set to be (𝜎out1;𝜎res1), same for the following. For the first two statements, since the composition of completely-

positive map is still completely positive, we only need to show they are trace-nonincreasing: for any 𝜌 ∈ D(qVar(𝑐)):

tr

(∑︁
𝜎out

𝑓 (𝜎in, 𝜎out) (𝜌)
)

= tr

[ ∑︁
𝜎out2

∑︁
𝜎out1

(𝑓2 (𝜎in2, 𝜎out2) ⊗ IqVar(𝑐)−qVar(𝑐2) ) ◦ (𝑓1 (𝜎in1, 𝜎out1) ⊗ IqVar(𝑐)−qVar(𝑐1) ) (𝜌)
]

≤ tr

[ ∑︁
𝜎out1

(𝑓1 (𝜎in1, 𝜎out1) ⊗ IqVar(𝑐)−qVar(𝑐1) ) (𝜌)
]

≤ tr(𝜌) .
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And if 𝑐1; 𝑐2 is lossless, then both 𝑐1 and 𝑐2 are trace-preserving, and above inequalities are all saturated. For the third statement,

𝜎 = (𝜎in;𝜎res) = (𝜎in1;𝜎res1;𝜎res):∑︁
𝜎out∈Σ(Var(𝑐))

⟨𝜎out;𝜎res, 𝑓 (𝜎in, 𝜎out) ⊗ I𝑉−qVar(𝑐) (𝜌)⟩

=
∑︁
𝜎out2

⟨𝜎out2;𝜎res2;𝜎res,
∑︁
𝜎out1

(𝑓2 (𝜎in2, 𝜎out2) ⊗ I𝑉−qVar(𝑐2) ) ◦ (𝑓1 (𝜎in1, 𝜎out1) ⊗ I𝑉−qVar(𝑐1) ) (𝜌)⟩

=
∑︁
𝜎out1

∑︁
𝜎out2

⟨𝜎out2;𝜎res2;𝜎res, (𝑓2 (𝜎in2, 𝜎out2) ⊗ I𝑉−qVar(𝑐2) )
(
(𝑓1 (𝜎in1, 𝜎out1) ⊗ I𝑉−qVar(𝑐1) ) (𝜌)

)
⟩

=
∑︁
𝜎out1

J𝑐2K
[
⟨𝜎in2;𝜎res2;𝜎res, (𝑓1 (𝜎in1, 𝜎out1) ⊗ I𝑉−qVar(𝑐1) ) (𝜌)⟩

]
= J𝑐2K

[ ∑︁
𝜎out1

⟨𝜎out1;𝜎res1;𝜎res, (𝑓1 (𝜎in1, 𝜎out1) ⊗ I𝑉−qVar(𝑐1) ) (𝜌)⟩
]

= J𝑐2K
[
J𝑐1K(⟨𝜎in1;𝜎res1;𝜎res, 𝜌⟩)

]
= J𝑐1; 𝑐2K(⟨𝜎, 𝜌⟩).

• 𝑐 ≡ if 𝑏 then 𝑐1 else 𝑐2. Suppose 𝑓1 and 𝑓2 is the mapping for 𝑐1 and 𝑐2 respectively. Var(𝑐) = Var(𝑐1) ∪ Var(𝑐2), qVar(𝑐) =

qVar(𝑐1) ∪ qVar(𝑐2). For any 𝜎in, 𝜎out ∈ Σ(Var(𝑐)), split 𝜎in = (𝜎
in𝑘 ;𝜎res𝑘 ) for 𝑘 = 1, 2 and similar for 𝜎out, set

𝑓 (𝜎in, 𝜎out) = I(J𝑏K𝜎 , true) · (𝑓1 (𝜎in1, 𝜎out1) ⊗ IqVar(𝑐)−qVar(𝑐1) )
+ I(J𝑏K𝜎 , false) · (𝑓2 (𝜎in2, 𝜎out2) ⊗ IqVar(𝑐)−qVar(𝑐2) ) .

where (𝜎in2;𝜎res2) is set to be (𝜎out1;𝜎res1), same for the following. For the first two statements, since the sum and composition of

completely-positive map are still completely positive, we only need to show they are trace-nonincreasing: for any 𝜌 ∈ D(qVar(𝑐)):

tr

(∑︁
𝜎out

𝑓 (𝜎in, 𝜎out) (𝜌)
)

= I(J𝑏K𝜎 , true) · tr
[ ∑︁
𝜎out1

(𝑓1 (𝜎in1, 𝜎out1) ⊗ IqVar(𝑐)−qVar(𝑐1) ) (𝜌)
]

+ I(J𝑏K𝜎 , false) · tr
[ ∑︁
𝜎out2

(𝑓2 (𝜎in2, 𝜎out2) ⊗ IqVar(𝑐)−qVar(𝑐2) ) (𝜌)
]

≤ I(J𝑏K𝜎 , true)tr(𝜌) + I(J𝑏K𝜎 , false)tr(𝜌)
= tr(𝜌).

And if if 𝑏 then 𝑐1 else 𝑐2 is lossless, then both 𝑐1 and 𝑐2 are trace-preserving, and above inequality is saturated. For the third statement,

𝜎 = (𝜎in1;𝜎res1) = (𝜎in2;𝜎res2): ∑︁
𝜎out∈Σ(Var(𝑐))

⟨𝜎out;𝜎res, 𝑓 (𝜎in, 𝜎out) ⊗ I𝑉−qVar(𝑐) (𝜌)⟩

= I(J𝑏K𝜎 , true) ·
∑︁
𝜎out1

⟨𝜎out1;𝜎res1, (𝑓1 (𝜎in1, 𝜎out1) ⊗ IqVar(𝑐)−qVar(𝑐1) ) (𝜌)⟩

+ I(J𝑏K𝜎 , false) ·
∑︁
𝜎out2

⟨𝜎out1;𝜎res1, (𝑓2 (𝜎in2, 𝜎out2) ⊗ IqVar(𝑐)−qVar(𝑐2) ) (𝜌)⟩

= I(J𝑏K𝜎 , true) · J𝑐1K(⟨𝜎, 𝜌⟩) + I(J𝑏K𝜎 , false) · J𝑐2K(⟨𝜎, 𝜌⟩)

• JwhileK(⟨𝜎, 𝜌⟩) = ∨
𝑛 (J(while)𝑛K(⟨𝜎, 𝜌⟩), where while ≜ while 𝑏 do 𝑐 , (while)0 ≜ abort, and for any 𝑛 ≥ 0,

(while)𝑛+1 ≜ if 𝑏 then 𝑐; (while𝑛) else skip.

𝑐 ≡ while 𝑏 do 𝑐1. Var(𝑐) = Var(𝑏) ∪ Var(𝑐1), qVar(𝑐) = qVar(𝑐1). Set following functions 𝑓𝑡 , 𝑓𝑓 :

𝑓𝑡 (𝜎in, 𝜎out) = I(𝜎in, 𝜎out)I(J𝑏K𝜎in , true) · IqVar(𝑐1)
𝑓𝑓 (𝜎in, 𝜎out) = I(𝜎in, 𝜎out)I(J𝑏K𝜎in , false) · IqVar(𝑐1)

and 𝑓𝑐1 for the mapping of loop body 𝑐1 extended to Var(𝑐). For 𝑓1, 𝑓2 with same Var, qVar, we define it’s composition as:

(𝑓2 ◦ 𝑓1) (𝜎in, 𝜎out) =
∑︁
𝜎
mid

𝑓2 (𝜎mid
, 𝜎out) ◦ 𝑓1 (𝜎in, 𝜎mid

) .
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It is straightforward to show that composition is associative if it is well-defined. Define 𝑓𝑘 ≜
∑𝑘
𝑛=0 𝑓𝑓 ◦ (𝑓𝑐 ◦ 𝑓𝑡 )𝑛 . We first show: for

any 𝑘 ≥ 0,

∀ 𝜌 ∈ D(qVar(𝑐1)), tr
( ∑︁
𝜎out

𝑓𝑘 (𝜎in, 𝜎out) (𝜌)
)
≤ tr(𝜌) .

Base 𝑘 = 0 is trivial. Suppose it holds for 𝑘 . Consider 𝑘 = 𝑘 + 1: first 𝑓𝑘+1 = 𝑓𝑓 + 𝑓𝑘 ◦ 𝑓𝑐 ◦ 𝑓𝑡 ,

tr

( ∑︁
𝜎out

𝑓𝑘+1 (𝜎in, 𝜎out) (𝜌)
)

= tr

( ∑︁
𝜎out

𝑓𝑓 (𝜎in, 𝜎out) (𝜌)
)
+ tr

( ∑︁
𝜎out

(𝑓𝑘 ◦ 𝑓𝑐 ◦ 𝑓𝑡 ) (𝜎in, 𝜎out) (𝜌)
)

= I(J𝑏K𝜎in , false) · tr(𝜌) + I(J𝑏K𝜎in , true) · tr
( ∑︁
𝜎out

(𝑓𝑘 ◦ 𝑓𝑐 ) (𝜎in, 𝜎out) (𝜌)
)

≤ I(J𝑏K𝜎in , false) · tr(𝜌) + I(J𝑏K𝜎in , true) · tr(𝜌)
= tr(𝜌).

Since each term in 𝑓𝑘 is completely-positive, so sequence 𝑓𝑘 has limit, and we set 𝑓 = lim𝑘→∞ 𝑓𝑘 . Then the first and second statements

hold; if 𝑐 is lossless, then 𝑓𝑐 is CPTP map when sum up the outputs, by definition the 𝑓 is then a CPTP map. For the third statement,

we first show that for all 𝑛 ≥ 1, (see Proposition A.8 for definitions and properties)∑︁
𝜎out

⟨𝜎out;𝜎res, 𝑓𝑛 (𝜎in, 𝜎out) ⊗ IqVar(𝑐)−qVar(𝑐1) ) (𝜌)⟩ = J(while)𝑛K(⟨𝜎, 𝜌⟩).

Base 𝑛 = 1 is trivial. Suppose it holds for 𝑛. Consider 𝑛 = 𝑛 + 1. Since (while)𝑛+1 ≜ if 𝑏 then 𝑐1; (while)𝑛 else skip,

J(while)𝑛K(⟨𝜎, 𝜌⟩) = Jif 𝑏 then 𝑐1; (while)𝑛 else skipK(⟨𝜎, 𝜌⟩)

= I(J𝑏K𝜎 , true) ·
∑︁
𝜎out

⟨𝜎out;𝜎res, ((𝑓𝑛 ◦ 𝑓𝑐1 ) (𝜎in, 𝜎out) ⊗ IqVar(𝑐)−qVar(𝑐1) ) (𝜌)⟩

+ I(J𝑏K𝜎 , false) · ⟨𝜎,IqVar(𝑐) (𝜌)⟩

=
∑︁
𝜎out

⟨𝜎out;𝜎res, ((𝑓𝑛 ◦ 𝑓𝑐1 ◦ 𝑓𝑡 ) (𝜎in, 𝜎out) ⊗ IqVar(𝑐)−qVar(𝑐1) ) (𝜌)⟩

+
∑︁
𝜎out

⟨𝜎out;𝜎res, 𝑓𝑓 (𝜌)⟩

=
∑︁
𝜎out

⟨𝜎out;𝜎res, ((𝑓𝑓 + 𝑓𝑛 ◦ 𝑓𝑐1 ◦ 𝑓𝑡 ) (𝜎in, 𝜎out) ⊗ IqVar(𝑐)−qVar(𝑐1) ) (𝜌)⟩

=
∑︁
𝜎out

⟨𝜎out;𝜎res, 𝑓𝑛+1 (𝜎in, 𝜎out) ⊗ IqVar(𝑐)−qVar(𝑐1) ) (𝜌)⟩.

Take 𝑛→∞, then we complete the proof.

The corollary is straightforwards if we define 𝑓 ′ as: for all 𝜎 ′
in
= (𝜎in;𝜎res,in) and 𝜎 ′out = (𝜎out;𝜎res,out):

𝑓 ′(𝜎 ′
in
, 𝜎 ′

out
) = I(𝜎res,in, 𝜎res,out) · 𝑓 (𝜎in, 𝜎out) ⊗ I𝑉−qVar(𝑐) .

□

A.5 Satisfaction Relation and Interpretation of Relational Assertions

We give the detailed definitions of satisfaction relation and interpretation in this subsection; they are the core of defining the validity of

judgment.
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Definition A.10 (Satisfaction relation). For any singleton product cq-state (product cq memory) ⟨𝜎×, 𝜌×⟩ and relational assertion Φ, the
satisfaction relation ⟨𝜎×, 𝜌×⟩ |= Φ is defined by induction on Φ:

⟨𝜎×, 𝜌×⟩ |= 𝑝 (classical atomic formulas) iff 𝜎× |= 𝑝

⟨𝜎×, 𝜌×⟩ |= (=𝑄 ) (global quantum equality) iff 𝜌× |= (=𝑄 ), i.e., ⌈𝜌×⌉ ⊆ 𝑃sym
4

⟨𝜎×, 𝜌×⟩ |= ⊤ iff never

⟨𝜎×, 𝜌×⟩ |= ⊥ iff always

⟨𝜎×, 𝜌×⟩ |= Φ1 ∧ Φ2 iff ⟨𝜎×, 𝜌×⟩ |= Φ1 and ⟨𝜎×, 𝜌×⟩ |= Φ2

⟨𝜎×, 𝜌×⟩ |= Φ1 ∨ Φ2 iff ⟨𝜎×, 𝜌×⟩ |= Φ1 or ⟨𝜎×, 𝜌×⟩ |= Φ2

⟨𝜎×, 𝜌×⟩ |= Φ1 =⇒ Φ2 iff if ⟨𝜎×, 𝜌×⟩ |= Φ1 then ⟨𝜎×, 𝜌×⟩ |= Φ2

⟨𝜎×, 𝜌×⟩ |= ∀𝑥 .Φ iff ∀ 𝑡 .⟨𝜎× [𝑡/𝑥], 𝜌×⟩ |= Φ

⟨𝜎×, 𝜌×⟩ |= ∃ 𝑥 .Φ iff ∃ 𝑡 .⟨𝜎× [𝑡/𝑥], 𝜌×⟩ |= Φ

We then generalize it to general product cq-state Δ×, Δ× |= Φ if and only if

∀𝜎× ∈ ⌈Δ×⌉ , ⟨𝜎×,Δ× (𝜎×)⟩ |= Φ.

Remark A.1. Note that the satisfaction relation is first defined on singleton product cq-state and then generalize to all product cq-state, so for

example, Δ× |= Φ =⇒ Ψ implies if Δ× |= Φ then Δ× |= Ψ, but the converse is not true. This also happens in other connectives.

Definition A.11 (cq-lifting of relational assertion). Suppose Φ is a relational assertion, we write the cq-lifting Δ1JΦK#Δ2 if there exists a

cq-coupling Δ× of (Δ1,Δ2) such that Δ× |= Φ.

Definition A.12 (interpretation of Φ). The relational interpretation of Φ is the set over two singleton cq-states (cq memories) defined as

follows:

JΦK :=
{
(⟨𝜎1, 𝜌1⟩, ⟨𝜎2, 𝜌2⟩)

��� ∃ cq-coupling Δ× s.t. Δ× |= Φ
}

Note that its classical memory of any possible cq-coupling Δ× is (𝜎1;𝜎2).

Example A.13. Consider programs 𝑐 ≡ 𝑥 $← Flip, we have the valid judgment:

|= 𝑐 ∼ 𝑐 : (=𝑄 ) ⇒ (=𝑄 ) ∧ 𝑥 ⟨1⟩ = 𝑥 ⟨2⟩.

It asserts that, for any input pairs ⟨𝜎1, 𝜌1⟩ and ⟨𝜎2, 𝜌2⟩, if they satisfy (=𝑄 ) (this asserts that 𝜌1 = 𝜌2), then the outputs Δ𝑖 (𝜎𝑖 [𝑘/𝑥]) = 1

2
𝜌𝑖

(for 𝑖 = 1, 2 and 𝑘 = 0, 1) can lift to (=𝑄 ) ∧ 𝑥 ⟨1⟩ = 𝑥 ⟨2⟩, i.e., there exists identity coupling

Δ× (𝑥 ⟨1⟩ = 𝑘, 𝑥 ⟨2⟩ = 𝑘) = 1

2

𝜌1 ⊗ 𝜌2

that satisfies (=𝑄 ) ∧ 𝑥 ⟨1⟩ = 𝑥 ⟨2⟩.

A comparison of couplings in different paradigms is shown in Table 3.

Next, we present two technical propositions that relate the cq-lifting and interpretation.

Proposition A.14 (Eqivalence of cq-lifting and interpretation for singleton cq-states). For any relational assertion Φ, and
singleton cq-state ⟨𝜎1, 𝜌2⟩, ⟨𝜎2, 𝜌2⟩, then

⟨𝜎1, 𝜌1⟩JΦK#⟨𝜎2, 𝜌2⟩ if and only if (⟨𝜎1, 𝜌1⟩, ⟨𝜎2, 𝜌2⟩) ∈ JΦK.

Proposition A.15 (Eqivalence of cq-lifting and interpretation). For any relational assertion Φ, and cq-state Δ1,Δ2, the following

statements are equivalent:

(1) Δ1JΦK#Δ2;

(2) There exists a sequence of disjoint singleton pairs (⟨𝜎𝑖1, 𝜌𝑖1⟩, ⟨𝜎𝑖2, 𝜌𝑖2⟩) ∈ JΦK such that ∀𝑖, 𝑗 . 𝑖 ≠ 𝑗→(𝜎𝑖1;𝜎𝑖2) ≠ (𝜎 𝑗1;𝜎 𝑗2) (this is what
disjoint means) and Δ1 =

∑
𝑖 ⟨𝜎𝑖1, 𝜌𝑖1⟩ and Δ2 =

∑
𝑖 ⟨𝜎𝑖2, 𝜌𝑖2⟩.

(3) There exists a sequence of disjoint singleton states ⟨𝜎×𝑖 , 𝜚𝑖 ⟩ |= Φ such that ∀𝑖, 𝑗 . (𝑖 ≠ 𝑗→𝜎×𝑖 ≠ 𝜎×𝑗 ) and Δ1 =
∑
𝑖 𝜋1 (⟨𝜎×𝑖 , 𝜚𝑖 ⟩) and

Δ2 =
∑
𝑖 𝜋2 (⟨𝜎×𝑖 , 𝜚𝑖 ⟩).

4
There are alternative ways to define equality. Here we use the symmetric space. As shown in [58], this implies tr

qVar⟨1⟩ (𝜌×) = tr
qVar⟨2⟩ (𝜌×) .
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Classical

Product state: 𝜎× ∈ Σ× ≜ Var⟨1⟩ ⊎ Var⟨2⟩→V

𝜎× is the “coupling” of (𝜎1, 𝜎2) iff
∀𝑥 ∈ Var⟨1⟩, 𝜎× (𝑥) = 𝜎1 ⟨1⟩ (𝑥)

∀𝑥 ∈ Var⟨2⟩, 𝜎× (𝑥) = 𝜎2 ⟨2⟩ (𝑥)

Assertion 𝜙 : first-order logic

Satisfaction relation: (𝜎1, 𝜎2) |= 𝜙 iff 𝜎× |= 𝜙

Probabilistic

probability coupling: `× ∈ Σ× → [0, 1]

`× is a coupling of (`1, `2) iff
∀𝜎1,

∑
𝜎2

`× (𝜎1;𝜎2) = `1 (𝜎1)

∀𝜎2,
∑

𝜎1
`× (𝜎1;𝜎2) = `2 (𝜎2)

Assertion 𝜙 : first-order logic

Satisfaction relation: `1J𝜙K#`2 iff ∃ a coupling `× of (`1, `2) s.t. ∀ (𝜎1;𝜎2) ∈ ⌈`× ⌉ , (𝜎1, 𝜎2) |= 𝜙

Quantum

quantum coupling: 𝜌× ∈ D(qVar⟨1⟩ ∪ qVar⟨2⟩)

𝜌× is a coupling of (𝜌1, 𝜌2) iff
tr
qVar⟨2⟩ (𝜌×) = 𝜌1

tr
qVar⟨1⟩ (𝜌×) = 𝜌2

Assertion (=𝑄 ) : quantum equality

Satisfaction relation: 𝜌1J(=𝑄 )K#𝜌2 iff ∃ a coupling 𝜌× of (𝜌1, 𝜌2) s.t. ⌈𝜌× ⌉ ⊆ 𝑃sym

Classical

-Quantum

classical-quantum coupling: Δ× ∈ Σ× → D(qVar⟨1⟩ ∪ qVar⟨2⟩)

Δ× is a coupling of (Δ1,Δ2) iff
∀𝜎1,

∑
𝜎2

tr
qVar⟨2⟩ [Δ× (𝜎1;𝜎2) ] = Δ1 (𝜎1)

∀𝜎2,
∑

𝜎1
tr
qVar⟨1⟩ [Δ× (𝜎1;𝜎2) ] = Δ2 (𝜎2)

Assertion Φ: first-order logic on 𝜙 and (=𝑄 ) with bounded variables being classical

Satisfaction relation: Δ1JΦK#Δ2 iff ∃ a coupling Δ× of (Δ1,Δ2) s.t. ∀𝜎× ∈ ⌈Δ× ⌉ , ⟨𝜎×,Δ× (𝜎×) ⟩ |= Φ

Table 3: Comparison of the couplings and satisfaction relations in different language paradigms.

Proof. (1⇒ 2). Suppose 𝜎× is a witness of cq-lifting Δ1JΦK#Δ2, that is,

∀ (𝜎1;𝜎2) ∈ ⌈Δ×⌉ . ⟨𝜎1;𝜎2,Δ× (𝜎1;𝜎2)⟩ |= Φ.

Since Δ× has finite support, so we can list all different pairs (𝜎𝑖1, 𝜎𝑖2) ∈ ⌈Δ×⌉, and define 𝜌𝑖1, 𝜌𝑖2 as the marginal of Δ× (𝜎𝑖1;𝜎𝑖2). Then,
(⟨𝜎𝑖1, 𝜌𝑖1⟩, ⟨𝜎𝑖2, 𝜌𝑖2⟩) ∈ JΦK. And it is also trivial that:∑︁

𝑖

⟨𝜎𝑖1, 𝜌𝑖1⟩ =
∑︁

(𝜎1,𝜎2) ∈ ⌈Δ× ⌉
⟨𝜎1, trqVar

2

(Δ× (𝜎1;𝜎2))⟩ =
∑︁
𝜎1

⟨𝜎1,
∑︁
𝜎2

trqVar
2

(Δ× (𝜎1;𝜎2))⟩ =
∑︁
𝜎1

⟨𝜎1,Δ1 (𝜎1)⟩ = Δ1

if we note that for any (𝜎1, 𝜎2) ∉ ⌈Δ×⌉, then Δ× (𝜎1;𝜎2) = 0. Similar for Δ2 =
∑
𝑖 ⟨𝜎𝑖2, 𝜌𝑖2⟩.

(2⇒ 1). Let us construct Δ× :=
∑
𝑖 ⟨𝜎𝑖1;𝜎𝑖2, 𝜚𝑖 ⟩, where 𝜚𝑖 is a quantum coupling of (𝜌𝑖1, 𝜌𝑖2) such that ⟨𝜎𝑖1;𝜎𝑖2, 𝜚𝑖 ⟩ |= Φ by definition of

interpretation of Φ. It is straightforward to check that Δ× is a coupling of (Δ1,Δ2):

𝜋1 (Δ×) = 𝜋1 (
∑︁
𝑖

⟨𝜎𝑖1;𝜎𝑖2, 𝜚𝑖 ⟩) =
∑︁
𝑖

⟨𝜎𝑖1, trqVar
2

(𝜚𝑖 )⟩ =
∑︁
𝑖

⟨𝜎𝑖1, 𝜌𝑖1⟩ = Δ1 .

On the other hand, for any 𝜎× ∈ ⌈Δ×⌉, then there exists exactly one 𝑖 such that Δ× = (𝜎𝑖1;𝜎𝑖2), so Δ× (𝜎×) = 𝜚𝑖 and thus ⟨Δ×, 𝜚𝑖 ⟩ =
⟨𝜎𝑖1;𝜎𝑖2, 𝜚𝑖 ⟩ |= Φ and then it implies Δ× is a witness of Δ1JΦK#Δ2.

(2⇔ 3). Trivial. □

A.6 From judgments to probabilistic inequalities

A valid judgment gives a way to derive probabilistic (in)equality. For any classical relational assertion Φ, i.e., Φ contains no quantum equality

(=𝑄 ), is fully determined by classical memories CMem, thus it can also be interpreted as a relation JΦK𝑐 ⊆ CMem × CMem:

JΦK𝑐 ≜ {(𝜎1, 𝜎2) | (𝜎1;𝜎2) |= Φ}.

We state the following fundamental lemma of cq-lifting with classical relational assertion as an extension of its counterpart in probabilistic

setting:
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Lemma A.16. Let 𝐸1, 𝐸2 ⊆ CMem. Let Φ be a classical relational assertion such that for every (𝜎1, 𝜎2) ∈ CMem × CMem, (𝜎1, 𝜎2) ∈ JΦK𝑐
implies 𝜎1 ∈ 𝐸1 =⇒ 𝜎2 ∈ 𝐸2. If Δ1JΦK#Δ2 then

PrΔ1
[𝐸1] ≤ PrΔ2

[𝐸2] .

Proof. Since Δ1JΦK#Δ2, let Δ× be a witness of this cq-lifting, then we have: ∀ (𝜎1;𝜎2) ∈ ⌈Δ×⌉ , ⟨(𝜎1;𝜎2),Δ× (𝜎1;𝜎2)⟩ |= Φ. Note
that Φ is classical, so ∀ (𝜎1;𝜎2) ∈ ⌈Δ×⌉ , (𝜎1;𝜎2) |= Φ, this leads to 𝜎1 ∈ 𝐸1 =⇒ 𝜎2 ∈ 𝐸2, or equivalently, using identity function,

I(𝜎1 ∈ 𝐸1) ≤ I(𝜎2 ∈ 𝐸2).
On the other hand, let us unfold the probabilities of events 𝐸1 and 𝐸2 using the fact that Δ× is a coupling of (Δ1,Δ2):

PrΔ1
[𝐸1] =

∑︁
𝜎1∈𝐸1

tr[Δ1 (𝜎1)] =
∑︁

𝜎1∈𝐸1

tr

[∑︁
𝜎2

tr
qVar⟨2⟩ [Δ× (𝜎1;𝜎2)]

]
=

∑︁
(𝜎1;𝜎2) ∈ ⌈Δ× ⌉

I(𝜎1 ∈ 𝐸1) · [Δ× (𝜎1;𝜎2)]

PrΔ2
[𝐸2] =

∑︁
𝜎2∈𝐸2

tr[Δ2 (𝜎2)] =
∑︁

𝜎2∈𝐸2

tr

[∑︁
𝜎1

tr
qVar⟨1⟩ [Δ× (𝜎1;𝜎2)]

]
=

∑︁
(𝜎1;𝜎2) ∈ ⌈Δ× ⌉

I(𝜎2 ∈ 𝐸2) · [Δ× (𝜎1;𝜎2)]

which directly concludes PrΔ1
[𝐸1] ≤ PrΔ2

[𝐸2]. □

Corollary A.17. Let 𝐸1, 𝐸2 ⊆ CMem. Let Φ be a classical relational assertion such that for every (𝜎1, 𝜎2) ∈ CMem×CMem, (𝜎1, 𝜎2) ∈ JΦK𝑐
implies 𝜎1 ∈ 𝐸1 ⇔ 𝜎2 ∈ 𝐸2. If Δ1JΦK#Δ2 then

PrΔ1
[𝐸1] = PrΔ2

[𝐸2] .

Based on it, we are able to bound probabilities of events via certain post-conditions. Essentially, an event determined by the classical

memory is independent of its quantum memory, so it is safe to discard the quantum system; on the other hand, all the definitions of cq-state,

cq-coupling, cq-lifting reduce to probabilistic setting if no quantum system is considered. Thus, it is not surprising that fundamental lemmas

and corresponding lemmas used to derive probabilistic (in)equality in probabilistic setting still hold in our classical-quantum setting whenever

relational assertions are classical (i.e., without quantum equality). We list some of the useful lemmas below: except the precondition Φ, all
formulas are classical:

Lemma A.18. If |= 𝑐1 ∼ 𝑐2 : Φ⇒ 𝜙1⟨1⟩ =⇒ 𝜙2⟨2⟩, then for every two classical-quantum memories Δ1 and Δ2 such that (Δ1,Δ2) ∈ JΦK, we
have:

PrJ𝑐1K(Δ1) [J𝜙1K] ≤ PrJ𝑐2K(Δ2) [J𝜙2K] .

Lemma A.19. If |= 𝑐1 ∼ 𝑐2 : Φ ⇒ 𝜙1⟨1⟩ =⇒ (𝜙2⟨2⟩ ∨ 𝐹 ⟨2⟩), then for every two classical-quantum memories Δ1 and Δ2 such that

(Δ1,Δ2) ∈ JΦK, we have:
PrJ𝑐1K(Δ1) [J𝜙1K] − PrJ𝑐2K(Δ2) [J𝜙2K] ≤ PrJ𝑐2K(Δ2) [J𝐹K] .

Lemma A.20. If |= 𝑐1 ∼ 𝑐2 : Φ ⇒ (𝜙1⟨1⟩ ∧ 𝐹1⟨1⟩) ⇐⇒ (𝜙2⟨2⟩ ∧ 𝐹2⟨2⟩), then for every two classical-quantum memories Δ1 and Δ2 such

that (Δ1,Δ2) ∈ JΦK, we have:

PrJ𝑐1K(Δ1) [J𝜙1K] − PrJ𝑐2K(Δ2) [J𝜙2K] ≤ max(PrJ𝑐1K(Δ1) [J¬𝐹1K], PrJ𝑐2K(Δ2) [J¬𝐹2K]).

Lemma A.21. If |= 𝑐1 ∼ 𝑐2 : Φ⇒
∧

𝑥 ∈X 𝑥 ⟨1⟩ = 𝑥 ⟨2⟩, then for every two classical-quantum memories Δ1 and Δ2 such that (Δ1,Δ2) ∈ JΦK,
and for every event 𝜙 that only depends on X, we have:

PrJ𝑐1K(Δ1) [J𝜙K] = PrJ𝑐2K(Δ2) [J𝜙K] .

Lemma A.22. If |= 𝑐1 ∼ 𝑐2 : Φ ⇒ ¬𝐹 ⟨2⟩ → ∧
𝑥 ∈X 𝑥 ⟨1⟩ = 𝑥 ⟨2⟩), then for every two classical-quantum memories Δ1 and Δ2 such that

(Δ1,Δ2) ∈ JΦK, and for every event 𝜙 that only depends on X, we have:
PrJ𝑐1K(Δ1) [J𝜙K] − PrJ𝑐2K(Δ2) [J𝜙K] ≤ PrJ𝑐2K(Δ2) [J𝐹K] .

Lemma A.23. If |= 𝑐1 ∼ 𝑐2 : Φ⇒ (𝐹 ⟨1⟩ ⇔ 𝐹 ⟨2⟩) ∧ (¬𝐹 ⟨2⟩ → ∧
𝑥 ∈X 𝑥 ⟨1⟩ = 𝑥 ⟨2⟩), then for every two classical-quantum memories Δ1 and

Δ2 such that (Δ1,Δ2) ∈ JΦK, and for every event 𝜙 that only depends on X, we have:���PrJ𝑐1K(Δ1) [J𝜙K] − PrJ𝑐2K(Δ2) [J𝜙K]
��� ≤ max(PrJ𝑐1K(Δ1) [J𝐹K], PrJ𝑐2K(Δ2) [J𝐹K]).

A.7 Soundness of Inference Rules

In this section, we gives the necessary materials and the proofs for the soundness theorem 4.7 for the inference rules displayed in Figures 4, 5,

6 and 3. We make the convention that event typically refers to classical event ([Case]) and expressions are also classical (this is consistent with

our syntax, e.g., in [While] and [Cond], 𝑒 is also used as the guard in commands, so it should be classical); so we do not add side-conditions

that they are classical.

To deal with closed-under-mixture (CM) condition, we further define the weak-lifting and weak satisfaction relation, which is closed

under mixture for any cq-states.
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Definition A.24 (weak-lifting of relational assertion). We say a cq-coupling Δ× weakly satisfies a relational assertion Φ iff

• There exists decomposition Δ× =
∑
𝑖∈J Δ×𝑖 with finite/countably infinite indexing set J ;

• ∀ 𝑖 ∈ J , Δ×𝑖 |= Φ.

And we use notation JΦK
w
to denote the set of cq-couplings that weakly satisfies Φ.

Proposition A.25. We have the following relations for arbitrary cq-states Δ⟨1⟩,Δ⟨2⟩ and relational assertion Φ.

(1) Δ⟨1⟩JΦK#Δ⟨2⟩ implies Δ⟨1⟩JΦK#
w
Δ⟨2⟩.

(2) Δ⟨1⟩JΦK#
w
Δ⟨2⟩ and cm (Φ) implies Δ⟨1⟩JΦK#Δ⟨2⟩.

(3) If Φ =⇒ Ψ, then JΦK
w
⊆ JΨK

w
.

JΦ ∧ ΨK
w
⊆ JΦK

w
∩ JΨK

w
.

JΦ ∨ ΨK
w
⊇ JΦK

w
∪ JΨK

w
.

(4) Weak satisfaction is closed under mixture, i.e., for a finite or countably infinite index set J , and any sequence {Δ×𝑖 }𝑖∈J such that

Δ×𝑖 ∈ JΦK
w
and _𝑖 ∈ [0, 1] such that

∑
𝑖∈J _𝑖 tr(Δ×𝑖 ) ≤ 1, then∑︁

𝑖∈J
_𝑖Δ×𝑖 ∈ JΦK

w
.

Proof. • Trivial.

• Let Δ× be a witness of Δ⟨1⟩JΦK#
w
Δ⟨2⟩ and decompose Δ× =

∑
𝑖∈J Δ×𝑖 with finite/countably infinite indexing set J such that

∀ 𝑖 ∈ J , Δ×𝑖 |= Φ. Since cm (Φ), by Definition 4.6 and set _𝑖 = 1, we obtain

∑
𝑖∈J Δ×𝑖 |= Φ, or equivalently, Δ× |= Φ. Thus,

Δ⟨1⟩JΦK#Δ⟨2⟩ with a witness Δ×.
• Since for any Δ× ∈ JΦK

w
with decomposition Δ× =

∑
𝑖∈J Δ×𝑖 , Δ×𝑖 |= Φ so Δ×𝑖 |= Ψ, and thus Δ× ∈ JΨK

w
. Similarly for JΦ ∧ ΨK

w
⊆

JΦK
w
∩ JΨK

w
and JΦ ∨ ΨK

w
⊇ JΦK

w
∪ JΨK

w
.

• The proof is based on the fact that Cartesian product of two countable sets is still countable. Suppose for each Δ×𝑖 there is a

decomposition

∑
𝑗 ∈J𝑖 Δ×𝑖 𝑗 such that Δ×𝑖 𝑗 |= Φ, so _𝑖Δ×𝑖 𝑗 |= Φ. On the other hand,∑︁

𝑖

_𝑖Δ×𝑖 =
∑︁
𝑖

∑︁
𝑗 ∈J𝑖

_𝑖Δ×𝑖 𝑗

with a countable set of index since J ,J𝑖 are countable, this leads to the conclusion.

□

Definition A.26 (Weak Validity of Judgment). Judgment |=w 𝑐1 ∼ 𝑐2 : Φ⇒ Ψ is valid, if for any two inputs ⟨𝜎1, 𝜌1⟩ for 𝑐1 and ⟨𝜎2, 𝜌2⟩ for 𝑐2
such that (⟨𝜎1, 𝜌1⟩, ⟨𝜎2, 𝜌2⟩) ∈ JΦK, the outputs

J𝑐1K(⟨𝜎1, 𝜌1⟩)JΨK#
w
J𝑐2K(⟨𝜎2, 𝜌2⟩).

Proposition A.27 (Alternative Definition of Weak Validity). Judgment |=w 𝑐1 ∼ 𝑐2 : Φ⇒ Ψ is valid, iff for any two inputs Δ1 for 𝑐1

and Δ2 for 𝑐2 such that Δ1JΦK#
w
Δ2, the outputs

J𝑐1K(Δ1)JΨK#
w
J𝑐2K(Δ2) .

Proof. The if part is trivial. We then prove the only if part by the fact that Cartesian product of two countable sets is still countable.

For any inputs Δ1 for 𝑐1 and Δ2 for 𝑐2 that Δ1JΦK#
w
Δ2, let Δ× be the witness with decomposition Δ× =

∑
𝑖∈J Δ×𝑖 and each Δ×𝑖 |= Φ. For

each Δ×𝑖 , since its support is countable, we can list all (𝜎𝑖 𝑗1, 𝜎𝑖 𝑗2) ∈ ⌈Δ×𝑖 ⌉ with index 𝑗 ∈ J𝑖 , and trivially

(⟨𝜎𝑖 𝑗1, 𝜋1 (Δ×𝑖 (𝜎𝑖 𝑗1;𝜎𝑖 𝑗2))⟩, ⟨𝜎𝑖 𝑗2, 𝜋2 (Δ×𝑖 (𝜎𝑖 𝑗2;𝜎𝑖 𝑗2))⟩) ∈ JΦK.

By assumption,

J𝑐1K(⟨𝜎𝑖 𝑗1, 𝜋1 (Δ×𝑖 (𝜎𝑖 𝑗1;𝜎𝑖 𝑗2))⟩)JΨK#
w
J𝑐2K(⟨𝜎𝑖 𝑗2, 𝜋2 (Δ×𝑖 (𝜎𝑖 𝑗2;𝜎𝑖 𝑗2))⟩)

and let Δ′×𝑖 𝑗 be the witness. So Δ′×𝑖 𝑗 ∈ JΨK
w
. Now we construct the coupling Δ′ =

∑
𝑖∈J

∑
𝑗 ∈J𝑖 Δ

′
×𝑖 𝑗 . We next show that Δ′× is a coupling of

(J𝑐1K(Δ1), J𝑐2K(Δ2)).

𝜋1 (Δ′×) =
∑︁
𝑖∈J

∑︁
𝑗 ∈J𝑖

𝜋1 (Δ′×𝑖 𝑗 ) =
∑︁
𝑖∈J

∑︁
𝑗 ∈J𝑖

J𝑐1K(⟨𝜎𝑖 𝑗1, 𝜋1 (Δ×𝑖 (𝜎𝑖 𝑗1;𝜎𝑖 𝑗2))⟩)

=
∑︁
𝑖∈J

J𝑐1K
©«
∑︁
𝑗 ∈J𝑖

𝜋1 (⟨𝜎𝑖 𝑗1;𝜎𝑖 𝑗2,Δ×𝑖 (𝜎𝑖 𝑗1;𝜎𝑖 𝑗2)⟩)
ª®¬

=
∑︁
𝑖∈J

J𝑐1K(𝜋1 (Δ×𝑖 )) = J𝑐1K
(
𝜋1

( ∑︁
𝑖∈J

Δ×𝑖
))

= J𝑐1K(𝜋1 (Δ×)) = J𝑐1K(Δ1)
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⊢skip ∼ skip : Ψ⇒ Ψ
[Skip]

⊢𝑐1 ∼ 𝑐2 : Φ⇒ Θ ⊢𝑐 ′
1
∼ 𝑐 ′

2
: Θ⇒ Ψ

⊢𝑐1; 𝑐 ′1 ∼ 𝑐2; 𝑐
′
2
: Φ⇒ Ψ

[Seq]

⊢𝑥1 := 𝑒1 ∼ 𝑥2 := 𝑒2 : Ψ[𝑒1⟨1⟩/𝑥1⟨1⟩] [𝑒2⟨2⟩/𝑥2⟨2⟩] ⇒ Ψ
[Assn]

∀𝜎1, 𝜎2 .JΦK𝜎1,𝜎2 =⇒ ◀JΘK𝜎
1
,𝜎
2

⟨J𝑑1K𝜎1 & J𝑑2K𝜎2 ⟩
Φ =⇒ ∀𝑣1 : 𝑇1, 𝑣2 : 𝑇2 .(𝑣1JΘK#𝑣2 =⇒ Ψ[𝑣1/𝑥1⟨1⟩] [𝑣2/𝑥2⟨2⟩])

⊢𝑥1 $← 𝑑1 ∼ 𝑥2 $← 𝑑2 : Φ⇒ Ψ
[Rand]

Φ =⇒ 𝑒1⟨1⟩ = 𝑒2⟨2⟩
⊢𝑐1 ∼ 𝑐2 : Φ ∧ 𝑒1⟨1⟩ ⇒ Ψ ⊢𝑐 ′

1
∼ 𝑐 ′

2
: Φ ∧ ¬𝑒1⟨1⟩ ⇒ Ψ

⊢if 𝑒1 then 𝑐1 else 𝑐 ′1 ∼ if 𝑒2 then 𝑐2 else 𝑐 ′2 : Φ⇒ Ψ
[Cond]

Θ =⇒ 𝑒1⟨1⟩ = 𝑒2⟨2⟩ ⊢𝑐1 ∼ 𝑐2 : Θ ∧ 𝑒1⟨1⟩ ⇒ Θ

⊢while 𝑒1 do 𝑐1 ∼ while 𝑒2 do 𝑐2 : Θ⇒ Θ ∧ ¬𝑒1⟨1⟩
[While]

Φ |= 𝑓1⟨1⟩ + 𝑓2⟨1⟩ = 𝑓 ⟨2⟩
⊢𝑞 ∗= Uc[𝑓1];𝑞 ∗= Uc[𝑓2] ∼ 𝑞 ∗= Uc[𝑓 ] : Φ⇒ Φ

[QROMComp]

Ψ =⇒ 𝑓 ⟨1⟩ = 𝑓 ⟨2⟩
⊢𝑞 ∗= Uc[𝑓 ] ∼ 𝑞 ∗= Uc[𝑓 ] : Ψ⇒ Ψ

[QROM]

Φ =⇒ Φ′[𝑒1⟨1⟩/argsQ1 ⟨1⟩] [𝑒2⟨2⟩/argsQ2 ⟨2⟩]
⊢bodyQ1 (𝑞1) ∼ bodyQ2 (𝑞2) : Φ

′ ⇒ Ψ[resQ1 ⟨1⟩/𝑥1⟨1⟩] [resQ2 ⟨2⟩/𝑥2⟨2⟩]
⊢𝑥1 ← Q(𝑒1, 𝑞1) ∼ 𝑥2 ← Q(𝑒2, 𝑞2) : Φ⇒ Ψ

[QCall]

Figure 4: Two-sided rules for cq-commands. Remark: [QROM] displayed here is slightly stronger than in Figure 2.

⊢𝑥1 := 𝑒1 ∼ skip : Ψ[𝑒1⟨1⟩/𝑥1⟨1⟩] ⇒ Ψ
[Assn-L]

⊢𝑥1 $← 𝑑1 ∼ skip : ∀ 𝑣1 ∈ ⌈𝑑1⌉ . Ψ[𝑣1/𝑥1⟨1⟩] ⇒ Ψ
[Rand-L]

⊢𝑐1 ∼ skip : Φ ∧ 𝑒1⟨1⟩ ⇒ Ψ ⊢𝑐 ′
1
∼ skip : Φ ∧ ¬𝑒1⟨1⟩ ⇒ Ψ

⊢if 𝑒1 then 𝑐1 else 𝑐 ′1 ∼ skip : Φ⇒ Ψ
[Cond-L]

⊢𝑐1 ∼ skip : Θ ∧ 𝑒1⟨1⟩ ⇒ Θ ast (while 𝑒1 do 𝑐1)
⊢while 𝑒1 do 𝑐1 ∼ skip : Θ⇒ Θ ∧ ¬𝑒1⟨1⟩

[While-L]

cls(Ψ)
⊢𝑞

1
∗= Uc[𝑓 ] ∼ skip : Ψ⇒ Ψ

[QROM-L]

Φ =⇒ Φ′[𝑒1⟨1⟩/argsQ1 ⟨1⟩]
⊢bodyQ1 (𝑞1) ∼ skip : Φ′ ⇒ Ψ[resQ1 ⟨1⟩/𝑥1⟨1⟩]

⊢𝑥1 ← Q(𝑒1, 𝑞1) ∼ skip : Φ⇒ Ψ
[QCall-L]

Figure 5: One-side rules for cq-commands.

Similar for 𝜋2 (Δ′×) = J𝑐2K(Δ2). Note that the index set of
∑
𝑖∈J∑

𝑗 ∈J𝑖 Δ
′
×𝑖 𝑗 is still countable since J ,J𝑖 are countable, thus Δ

′
× ∈ JΨK

w
by Proposition A.25(4). □

Proposition A.28. We have the following facts:

(1) |= skip ∼ skip : Ψ⇒ Ψ.
(2) If |= 𝑐1 ∼ 𝑐2 : Φ⇒ Ψ and Φ′ =⇒ Φ and Ψ =⇒ Ψ′, then |= 𝑐1 ∼ 𝑐2 : Φ′ ⇒ Ψ′.
(3) If |=w 𝑐1 ∼ 𝑐2 : Φ⇒ Ψ and cm (Ψ), then |= 𝑐1 ∼ 𝑐2 : Φ⇒ Ψ.
(4) If |= 𝑐1 ∼ 𝑐2 : Φ⇒ Ψ, then |=w 𝑐1 ∼ 𝑐2 : Φ⇒ Ψ.
(5) If |=w 𝑐1 ∼ 𝑐2 : Φ⇒ Θ and |=w 𝑐 ′

1
∼ 𝑐 ′

2
: Θ⇒ Ψ, then |=w 𝑐1; 𝑐

′
1
∼ 𝑐2; 𝑐 ′

2
: Φ⇒ Ψ.

Proof. (1) Trivial.

(2) It is trivial if we use the fact that, if Φ =⇒ Ψ, then Δ |= Φ implies Δ |= Ψ.
(3) Trivial by Proposition A.25 (2).

(4) Trivial by Proposition A.25 (1).

(5) It is trivial if we adopt the alternative definition by Proposition A.27.

□

We here prove the soundness of proof systems with respect to weak validity. Formally,

Theorem A.29 (Soundness w.r.t. Weak Validity). ⊢𝑐1 ∼ 𝑐2 : Φ⇒ Ψ implies |=w 𝑐1 ∼ 𝑐2 : Φ⇒ Ψ.

Then, Theorem 4.7 is just a corollary by Proposition A.28 (3).

• [Skip] Trivial. □

• [Seq] Trivial by Proposition A.28 (5). □
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⊢𝑐1 ∼ 𝑐2 : ⊥ ⇒ Φ
[False]

ast (𝑐1) ast (𝑐2)
⊢𝑐1 ∼ 𝑐2 : ⊤ ⇒ ⊤

[True]

⊢𝑐1 ∼ 𝑐2 : Φ′ ⇒ Ψ′ Φ =⇒ Φ′ Ψ′ =⇒ Ψ

⊢𝑐1 ∼ 𝑐2 : Φ⇒ Ψ
[Conseq]

⊢𝑐1 ∼ 𝑐2 : Φ ∧ 𝑒 ⇒ Ψ ⊢𝑐1 ∼ 𝑐2 : Φ ∧ ¬𝑒 ⇒ Ψ

⊢𝑐1 ∼ 𝑐2 : Φ⇒ Ψ
[Case]

∀𝑥 : 𝑇 . ⊢𝑐1 ∼ 𝑐2 : Φ⇒ Ψ 𝑥 ∉ free (Ψ)
⊢𝑐1 ∼ 𝑐2 : ∃ 𝑥 : 𝑇 . Φ⇒ Ψ

[Exists]

⊢𝑐1 ∼ 𝑐 : Φ1 ⇒ Ψ1 ⊢𝑐 ∼ 𝑐2 : Φ2 ⇒ Ψ2
cls(Φ1) cls(Φ2) cls(Ψ1) cls(Ψ2)
⊢𝑐1 ∼ 𝑐2 : Φ1 ◦ Φ2 ⇒ Ψ1 ◦ Ψ2

[PTrans]

⊢𝑐1 ∼ 𝑐2 : Φ⇒ Ψ ⊢𝑐1 ∼ 𝑐2 : Φ′ ⇒ Ψ′

⊢𝑐1 ∼ 𝑐2 : Φ ∨ Φ′ ⇒ Ψ ∨ Ψ′
[Disj]

⊢𝑐 ≡ 𝑐 [Refl] Φ ⊢while 𝑒 do 𝑐 ≡ while 𝑒 ∧ 𝑒 ′ do 𝑐;while 𝑒 do 𝑐 [While-Split]

|= 𝑐1 ∼ 𝑐2 : Φ⇒ Ψ

⊢𝑐1 ∼ 𝑐2 : Φ⇒ Ψ
[Weak]

⊢𝑐1 ∼ 𝑐2 : Φ⇒ Ψ Φ |= 𝑐1 ≡ 𝑐 ′1 Φ |= 𝑐2 ≡ 𝑐 ′2
⊢𝑐 ′

1
∼ 𝑐 ′

2
: Φ⇒ Ψ

[Struct]

⊢𝑐1 ∼ 𝑐2 : Φ⇒ Ψ cls(Θ)
free (Θ) ∩ (MV(𝑐1)⟨1⟩ ∪MV(𝑐2)⟨2⟩) = ∅

⊢𝑐1 ∼ 𝑐2 : Φ ∧ Θ⇒ Ψ ∧ Θ
[PFrame]

⊢𝑐1 ∼ 𝑐2 : Φ⇒ Ψ prob (𝑐1) prob (𝑐2)
free (Θ) ∩ (MV(𝑐1)⟨1⟩ ∪MV(𝑐2)⟨2⟩) = ∅

⊢𝑐1 ∼ 𝑐2 : Φ ∧ Θ⇒ Ψ ∧ Θ
[QFrame]

Figure 6: Structural rules. eqcmem (𝑆) ≜ ∧
𝑥 ∈𝑆 𝑥 ⟨1⟩ = 𝑥 ⟨2⟩ asserts the equivalence of classical variables in set 𝑆 , and eqmem𝑐1,𝑐2, · · · ≜

eqcmem (⋃𝑖 Var(𝑐𝑖 )) ∧ (=𝑄 ). Then, |= 𝑐 ≡ 𝑐 ′ is the abbreviation of |= 𝑐 ∼ 𝑐 ′ : eqmem𝑐,𝑐′ ⇒ eqmem𝑐,𝑐′ .

• [Assn] By Proposition A.28 (4), it is sufficient to show

|= 𝑥1 := 𝑒1 ∼ 𝑥2 := 𝑒2 : Ψ[𝑒1⟨1⟩/𝑥1⟨1⟩] [𝑒2⟨2⟩/𝑥2⟨2⟩] ⇒ Ψ.

For any inputs ⟨𝜎1, 𝜌1⟩ and ⟨𝜎2, 𝜌2⟩ satisfies Ψ[𝑒1⟨1⟩/𝑥1⟨1⟩] [𝑒2⟨2⟩/𝑥2⟨2⟩], there must exists a coupling Δ× = ⟨𝜎1;𝜎2, 𝜚 ⟩ such that 𝜚 is a

q-coupling of (𝜌1, 𝜌2) and ⟨𝜎1;𝜎2, 𝜚 ⟩ |= Ψ[𝑒1⟨1⟩/𝑥1⟨1⟩] [𝑒2⟨2⟩/𝑥2⟨2⟩].
By the denotational semantics of assignment, two outputs are

J𝑥1 := 𝑒1K(⟨𝜎1, 𝜌1⟩) = (⟨𝜎1 [J𝑒1K𝜎1/𝑥1], 𝜌1⟩)
J𝑥2 := 𝑒2K(⟨𝜎2, 𝜌2⟩) = (⟨𝜎2 [J𝑒2K𝜎2/𝑥2], 𝜌2⟩).

We define

Δ′× = ⟨𝜎1 [J𝑒1K𝜎1/𝑥1];𝜎2 [J𝑒2K𝜎2/𝑥2], 𝜚 ⟩

which is a cq-coupling of outputs and satisfies Ψ. Note that the 𝜚 is preserved, so

⟨𝜎1;𝜎2, 𝜚 ⟩ |= Ψ[𝑒1⟨1⟩/𝑥1⟨1⟩] [𝑒2⟨2⟩/𝑥2⟨2⟩] iff ⟨𝜎1 [J𝑒1K𝜎1/𝑥1];𝜎2 [J𝑒2K𝜎2/𝑥2], 𝜚 ⟩ |= Ψ

□

• [Rand] By Proposition A.28 (4), it is sufficient to show

|= 𝑥1 $← 𝑑1 ∼ 𝑥2 $← 𝑑2 : Φ⇒ Ψ.

For any inputs ⟨𝜎1, 𝜌1⟩ and ⟨𝜎2, 𝜌2⟩ satisfies Φ, let ⟨𝜎1;𝜎2, 𝜚 ⟩ be the witness of lifting, i.e., 𝜚 is a q-coupling of (𝜌1, 𝜌2) and ⟨𝜎1;𝜎2, 𝜚 ⟩ |= Φ.
By first premise we have ◀JΘK𝜎

1
,𝜎
2

⟨J𝑑1K𝜎1 & J𝑑2K𝜎2 ⟩, that is, there exists a witness J𝑑×K𝜎1,𝜎2 of the lifting. So for any (𝑣1, 𝑣2) ∈ 𝑇1 ×𝑇2,

J𝑑×K𝜎1,𝜎2 (𝑣1, 𝑣2) ≥ 0 implies (𝑣1, 𝑣2) ∈
⌈
JΘK𝜎1,𝜎2

⌉
. By Proposition A.7, we have two outputs

J𝑥1 $← 𝑑1K(⟨𝜎1, 𝜌1⟩) =
∑︁

𝑣1∈
⌈
J𝑑1K𝜎

1

⌉ ⟨𝜎1 [𝑣1/𝑥1], J𝑑1K𝜎1 (𝑣1) · 𝜌1⟩
J𝑥2 $← 𝑑2K(⟨𝜎2, 𝜌2⟩) =

∑︁
𝑣2∈

⌈
J𝑑2K𝜎

2

⌉ ⟨𝜎2 [𝑣2/𝑥2], J𝑑2K𝜎2 (𝑣2) · 𝜌2⟩
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and construct

Δ× =
∑︁

(𝑣1,𝑣2) ∈𝑇1×𝑇2
⟨𝜎1 [𝑣1/𝑥1⟨1⟩];𝜎2 [𝑣2/𝑥2⟨2⟩], J𝑑×K𝜎1,𝜎2 (𝑣1, 𝑣2) · 𝜚 ⟩

=
∑︁

(𝑣1,𝑣2) ∈
⌈
JΘK𝜎

1
,𝜎
2

⌉ ⟨𝜎1 [𝑣1/𝑥1⟨1⟩];𝜎2 [𝑣2/𝑥2⟨2⟩], J𝑑×K𝜎1,𝜎2 (𝑣1, 𝑣2) · 𝜚 ⟩
which is the coupling of two outputs,

𝜋1 (Δ×) =
∑︁

(𝑣1,𝑣2) ∈
⌈
J𝑑2K𝜎

1

⌉
×
⌈
J𝑑2K𝜎

2

⌉ ⟨𝜎1 [𝑣1/𝑥1], J𝑑×K𝜎1,𝜎2 (𝑣1, 𝑣2) · trqVar2 (𝜚 )⟩
=

∑︁
𝑣1∈

⌈
J𝑑2K𝜎

1

⌉ ⟨𝜎1 [𝑣1/𝑥1], ∑︁
𝑣2∈

⌈
J𝑑2K𝜎

2

⌉ J𝑑×K𝜎1,𝜎2 (𝑣1, 𝑣2) · 𝜌1⟩
=

∑︁
𝑣1∈

⌈
J𝑑2K𝜎

1

⌉ ⟨𝜎1 [𝑣1/𝑥1], J𝑑1K𝜎1 (𝑣1) · 𝜌1⟩
since J𝑑×K𝜎1,𝜎2 is a coupling of (J𝑑1K𝜎1 , J𝑑2K𝜎2 ). Next, by leveraging the second part of the premise Φ =⇒ (∀𝑣1 : 𝑇1, 𝑣2 : 𝑇2 .(𝑣1JΘK#𝑣2 =⇒
Ψ[𝑣1/𝑥1⟨1⟩] [𝑣2/𝑥2⟨2⟩])) and the assumption ⟨𝜎1;𝜎2, 𝜚 ⟩ |= Φ, we know that ⟨𝜎1;𝜎2, 𝜚 ⟩ |= ∀𝑣1 : 𝑇1, 𝑣2 : 𝑇2 .(𝑣1JΘK#𝑣2 =⇒ Ψ[𝑣1/𝑥1⟨1⟩] [𝑣2/𝑥2⟨2⟩]),
that is, for any (𝑣1, 𝑣2) ∈

⌈
JΘK𝜎1,𝜎2

⌉
, then

⟨𝜎1;𝜎2, 𝜚 ⟩ |= Ψ[𝑣1/𝑥1⟨1⟩] [𝑣2/𝑥2⟨2⟩],

which leads to ⟨𝜎1 [𝑣1/𝑥1];𝜎2 [𝑣2/𝑥2], 𝜚 ⟩ |= Ψ. Note that if (𝑣1, 𝑣2) ≠ (𝑣 ′
1
, 𝑣 ′

2
), then

(𝜎1 [𝑣1/𝑥1];𝜎2 [𝑣2/𝑥2]) ≠ (𝜎1 [𝑣 ′1/𝑥1];𝜎2 [𝑣
′
2
/𝑥2]),

so they are disjoint, and then by Proposition A.15, Δ× |= Ψ. □

• [Cond] For any inputs ⟨𝜎1, 𝜌1⟩ and ⟨𝜎2, 𝜌2⟩ satisfiesΦ, there are two cases of J𝑒1⟨1⟩K𝜎1 . If J𝑒1⟨1⟩K𝜎1 = true, by premiseΦ =⇒ 𝑒1⟨1⟩ = 𝑒2⟨2⟩,
then J𝑒2⟨2⟩K𝜎2 = true. According to Proposition A.7, we have

Jif 𝑒1 then 𝑐1 else 𝑐 ′1K(⟨𝜎1, 𝜌1⟩) = J𝑐1K(⟨𝜎1, 𝜌1⟩)
Jif 𝑒2 then 𝑐2 else 𝑐 ′2K(⟨𝜎2, 𝜌2⟩) = J𝑐2K(⟨𝜎2, 𝜌2⟩).

By premise and induction hypothesis |=w 𝑐1 ∼ 𝑐2 : Φ ∧ 𝑒1⟨1⟩ ⇒ Ψ, so the outputs

Jif 𝑒1 then 𝑐1 else 𝑐 ′1K(⟨𝜎1, 𝜌1⟩)JΨK#
w
Jif 𝑒2 then 𝑐2 else 𝑐 ′2K(⟨𝜎2, 𝜌2⟩).

Similar for the case J𝑒1⟨1⟩K𝜎1 = false. □

• [While] We use Proposition A.27 as the definition. First by induction hypothesis, from the second premise we have

|=w 𝑐1 ∼ 𝑐2 : Θ ∧ 𝑒1⟨1⟩ ⇒ Θ.

For any inputs Δ1 and Δ2 satisfies Θ, let Δ×1 be the witness of weak lifting Δ1JΘK#
w
Δ2. According to Proposition A.8, we first define for

any 𝑛 ≥ 1, Δ1,𝑛+1 ≜ J𝑐1K(Δ𝑒1
1,𝑛
) with Δ1,1⟨1⟩ ≜ Δ1, and similarly define Δ2,𝑛 . Then we first have

Jwhile 𝑒1 do 𝑐1K(Δ1) =
∑︁
𝑛≥1

Δ¬𝑒1
1,𝑛

, Jwhile 𝑒2 do 𝑐2K(Δ2) =
∑︁
𝑛≥1

Δ¬𝑒2
2,𝑛

.

Next, we prove the following statement:

•∀𝑛 ≥ 1, ∃Δ×𝑛 which is a witness of weak lifting Δ1,𝑛JΘK#
w
Δ2,𝑛 .
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The base case is trivial. Suppose the statement holds for 𝑛 and consider the case of 𝑛 + 1. Let Δ×𝑛 be the witness of weak lifting Δ1,𝑛JΘK#
w
Δ2,𝑛

with decomposition Δ×𝑛 =
∑
𝑖∈J𝑛 Δ×𝑛𝑖 such that Δ×𝑛𝑖 |= Θ. First, we observe:

Δ
𝑒1 ⟨1⟩
×𝑛 =

∑︁
𝜎1,𝜎2

I(J𝑒1K𝜎1 , true)⟨𝜎1;𝜎2,Δ×𝑛 (𝜎1;𝜎2)⟩

=
∑︁
𝜎1,𝜎2

I(J𝑒1K𝜎1 , true)⟨𝜎1;𝜎2,
∑︁
𝑖∈J𝑛

Δ×𝑛𝑖 (𝜎1;𝜎2)⟩

=
∑︁
𝑖∈J𝑛

∑︁
𝜎1,𝜎2

I(J𝑒1K𝜎1 , true)⟨𝜎1;𝜎2,Δ×𝑛𝑖 (𝜎1;𝜎2)⟩

=
∑︁
𝑖∈J𝑛

Δ
𝑒1 ⟨1⟩
×𝑛𝑖

and Δ
𝑒1 ⟨1⟩
×𝑛𝑖 |= Θ∧ 𝑒1⟨1⟩, so Δ𝑒1 ⟨1⟩×𝑛 ∈ JΘ ∧ 𝑒1⟨1⟩Kw by Proposition A.25(4). Similarly Δ

¬𝑒1 ⟨1⟩
×𝑛 ∈ JΘ ∧ ¬𝑒1⟨1⟩Kw. On the other hand, by premise

Θ =⇒ 𝑒1⟨1⟩ = 𝑒2⟨2⟩, we show that Δ
𝑒1 ⟨1⟩
×𝑛 is a coupling of (Δ𝑒1

1,𝑛
,Δ𝑒2

2,𝑛
) as follows:

𝜋1 (Δ𝑒1 ⟨1⟩×𝑛 ) = 𝜋1

( ∑︁
𝜎1,𝜎2

I(J𝑒1K𝜎1 , true)⟨𝜎1;𝜎2,Δ×𝑛 (𝜎1;𝜎2)⟩
)

=

(∑︁
𝜎1

I(J𝑒1K𝜎1 , true)⟨𝜎1,
∑︁
𝜎2

tr
qVar⟨2⟩ [Δ×𝑛 (𝜎1;𝜎2)]⟩

)
=

(∑︁
𝜎1

I(J𝑒1K𝜎1 , true)⟨𝜎1,Δ1,𝑛 (𝜎1)⟩
)

= Δ𝑒1
1,𝑛

and similar for 𝜋2 (Δ𝑒1 ⟨1⟩×𝑛 ) = Δ𝑒2
2,𝑛

by use the premise which implies J𝑒1K𝜎1 = J𝑒2K𝜎2 if (𝜎1;𝜎2) ∈ ⌈Δ×𝑛⌉. We can further show that Δ
¬𝑒1 ⟨1⟩
×𝑛

is a coupling of (Δ¬𝑒1
1,𝑛

,Δ¬𝑒2
2,𝑛
). Then by premise |=w 𝑐1 ∼ 𝑐2 : Θ ∧ 𝑒1⟨1⟩ ⇒ Θ we know that J𝑐1K(Δ𝑒1

1,𝑛
)JΘK#

w
J𝑐2K(Δ𝑒2

2,𝑛
), or equivalently,

Δ1,𝑛+1JΘK#Δ2,𝑛+1, and set the witness as Δ×𝑛+1.

Now we set Δ× ≜
∑
𝑛≥1 Δ

¬𝑒1 ⟨1⟩
×𝑛 . As proved above, for any 𝑛 ≥ 1, Δ

¬𝑒1 ⟨1⟩
×𝑛 is a cq-coupling of (Δ¬𝑒1

1,𝑛
,Δ¬𝑒2

2,𝑛
) and Δ

¬𝑒1 ⟨1⟩
×𝑛 ∈ JΘ ∧ ¬𝑒1⟨1⟩Kw.

Thus, by Proposition A.25(4), Δ× ∈ JΘ ∧ ¬𝑒1⟨1⟩Kw. And it is also straightforward to see that Δ× is also a coupling of

(Jwhile 𝑒1 do 𝑐1K(Δ1), Jwhile 𝑒2 do 𝑐2K(Δ2)) .

□

• [QROM] We directly prove |= 𝑞 ∗= Uc[𝑓 ] ∼ 𝑞 ∗= Uc[𝑓 ] : Ψ⇒ Ψ. For any inputs ⟨𝜎1, 𝜌1⟩ and ⟨𝜎2, 𝜌2⟩ satisfies Ψ with witness ⟨𝜎1;𝜎2, 𝜚 ⟩,
by premise 𝑓1 = 𝑓2, so Uc[𝑓1] = Uc[𝑓2] = 𝑈 , and thus the outputs are ⟨𝜎1,𝑈 𝜌1𝑈

†⟩ and ⟨𝜎2,𝑈 𝜌2𝑈
†⟩. Note that, 𝜚 ′ ≜ (𝑈 ⊗ 𝑈 )𝜚 (𝑈 ⊗ 𝑈 )† is a

quantum coupling of (𝑈𝜌1𝑈
†,𝑈 𝜌2𝑈

†), and 𝜚 |= (=𝑄 ) iff 𝜚 ′ |= (=𝑄 ), thus (⟨𝜎1,𝑈 𝜌1𝑈
†⟩, ⟨𝜎2,𝑈 𝜌2𝑈

†⟩) |= Ψ with witness ⟨𝜎1;𝜎2, 𝜚 ′⟩. □

• [QROMComp] Realize that Uc[𝑓2] · Uc[𝑓1] = Uc[𝑓1 + 𝑓2]: for any |𝑥,𝑦⟩, Uc[𝑓1] |𝑥,𝑦⟩ = |𝑥,𝑦 ⊕ 𝑓1 (𝑥)⟩, and then

Uc[𝑓2] · Uc[𝑓1] |𝑥,𝑦⟩ = Uc[𝑓2] |𝑥,𝑦 ⊕ 𝑓1 (𝑥)⟩ = |𝑥,𝑦 ⊕ 𝑓1 (𝑥) ⊕ 𝑓2 (𝑥)⟩ = |𝑥,𝑦 ⊕ (𝑓1 + 𝑓2) (𝑥)⟩ = Uc[𝑓1 + 𝑓2] |𝑥,𝑦⟩.

Then we can directly use [QROM] to conclude.

• [QCall] Decompose: 𝑥 ← Q(𝑒, 𝑞) ≡ argsQ := 𝑒; bodyQ(𝑞) ; 𝑥 := resQ . By [Assn] and the premise, we have following:

|=w argsQ := 𝑒 ∼ argsQ := 𝑒 : Φ′[𝑒1⟨1⟩/argsQ1 ⟨1⟩] [𝑒2⟨2⟩/argsQ2 ⟨2⟩] ⇒ Φ′

|=w bodyQ1 (𝑞1) ∼ bodyQ2 (𝑞2) : Φ
′ ⇒ Ψ[resQ1 ⟨1⟩/𝑥1⟨1⟩] [resQ2 ⟨2⟩/𝑥2⟨2⟩]

|=w 𝑥 := resQ ∼ 𝑥 := resQ : Ψ[resQ1 ⟨1⟩/𝑥1⟨1⟩] [resQ2 ⟨2⟩/𝑥2⟨2⟩] ⇒ Ψ

Repeatly using [Seq], we obtain |=w 𝑥1 ← Q(𝑒1, 𝑞1) ∼ 𝑥2 ← Q(𝑒2, 𝑞2) : Φ⇒ Ω as desired.

• [False]. Trivial since the precondition is unsatisfiable. □

• [True]. Since both 𝑐1 and 𝑐2 are lossless, so for any inputs that has a coupling, then outputs have the same trace, so there also exist trivial

coupling. Therefore, |= 𝑐1 ∼ 𝑐2 : ⊤ ⇒ ⊤. □

• [Conseq]. It is trivial by Proposition A.25 (3).
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• [Case]. For any inputs ⟨𝜎1, 𝜌1⟩ and ⟨𝜎2, 𝜌2⟩ satisfies Φ, there are two cases of J𝑒K𝜎1;𝜎2 . If J𝑒K𝜎1;𝜎2 = true, then |=w 𝑐1 ∼ 𝑐2 : Φ ∧ 𝑒 ⇒ Ψ
follows by first premise and induction hypothesis; similar for the case that J𝑒K𝜎1;𝜎2 = false. □

• [Exists]. For any inputs pair (⟨𝜎1, 𝜌1⟩, ⟨𝜎2, 𝜌2⟩) |= ∃ 𝑥 : 𝑇 . Φ, thus there exists 𝑣 : 𝑇 such that (⟨𝜎1 [𝑣/𝑥], 𝜌1⟩, ⟨𝜎2 [𝑣/𝑥], 𝜌2⟩) |= Φ, which is

equivalent to (⟨𝜎1, 𝜌1⟩, ⟨𝜎2, 𝜌2⟩) |= Φ[𝑣/𝑥]. By premise and induction hypothesis |=w 𝑐1 ∼ 𝑐2 : Φ[𝑣/𝑥] ⇒ Ψ[𝑣/𝑥], and by the second premise,

Ψ[𝑣/𝑥] = Ψ, thus

J𝑐1K(⟨𝜎1, 𝜌1⟩)JΨK#
w
J𝑐2K(⟨𝜎2, 𝜌2⟩).

□

• [Disj]. For any ⟨𝜎1, 𝜌1⟩ and ⟨𝜎2, 𝜌2⟩ satisfy Φ ∨ Φ′, since they are singleton, so

(⟨𝜎1, 𝜌1⟩, ⟨𝜎2, 𝜌2⟩) ∈ JΦK or (⟨𝜎1, 𝜌1⟩, ⟨𝜎2, 𝜌2⟩) ∈ JΦ′K.

Then by premises and induction hypothesis, we have

J𝑐1K(⟨𝜎1, 𝜌1⟩)JΨK#
w
J𝑐2K(⟨𝜎2, 𝜌2⟩) or J𝑐1K(⟨𝜎1, 𝜌1⟩)JΨ′K#wJ𝑐2K(⟨𝜎2, 𝜌2⟩),

which leads to J𝑐1K(⟨𝜎1, 𝜌1⟩)JΨ ∨ Ψ′K#
w
J𝑐2K(⟨𝜎2, 𝜌2⟩) and complete the proof. □

• [PTrans]. Since all assertions are classical so also cm, it directly reduce to probabilistic setting by using tensor product as trivial quantum

couplings. □

• [Weak]. Trivial by Proposition A.28 (4).

• [Refl]. We directly prove that |= 𝑐 ≡ 𝑐 . Let 𝑆 = Var(𝑐).
For any ⟨𝜎1, 𝜌1⟩ and ⟨𝜎2, 𝜌2⟩ satisfy (=𝑄 ) ∧ eqcmem (𝑆), then we must have 𝜎1 = (𝜎𝑆 ;𝜎res1) and 𝜎2 = (𝜎𝑆 ;𝜎res2) and 𝜌1 = 𝜌2 = 𝜌 . Let

𝑓 : Σ(𝑆) × Σ(𝑆)→(D(qVar)→D(qVar)) be the function of 𝑐 according to Proposition A.9. Now, for 𝑖 = 1, 2, we have

J𝑐K(⟨𝜎𝑖 , 𝜌⟩) =
∑︁
𝜎′
𝑆

⟨𝜎 ′𝑆 ;𝜎res𝑖 , 𝑓 (𝜎𝑆 , 𝜎
′
𝑆 ) (𝜌)⟩.

Construct coupling

Δ× =
∑︁
𝜎′
𝑆

⟨𝜎 ′𝑆 ;𝜎res1;𝜎
′
𝑆 ;𝜎res2,

𝑓 (𝜎𝑆 , 𝜎 ′𝑆 ) (𝜌) ⊗ 𝑓 (𝜎𝑆 , 𝜎 ′𝑆 ) (𝜌)
tr(𝑓 (𝜎𝑆 , 𝜎 ′𝑆 ) (𝜌))

⟩

which trivially satisfies (=𝑄 ) ∧ eqcmem (𝑆). □

• [While-Split]. Trivial.

Lemma A.30. For any 𝑐, 𝑐 ′, let 𝑆 = Var(𝑐) ∪ Var(𝑐 ′) and 𝑞 = qVar(𝑐) ∪ qVar(𝑐 ′) and 𝑓𝑐 , 𝑓𝑐′ : Σ(𝑆) × Σ(𝑆)→(D(𝑞)→D(𝑞)) be the extended
function of 𝑐 and 𝑐 ′ according to Proposition A.9. Then

|= 𝑐 ≡ 𝑐 ′ iff 𝑓𝑐 = 𝑓𝑐′ .

Proof. The if part is trivial since for the same inputs, the outputs then are equal and note the fact that for equal quantum states there

exist couplings lie in symmetric subspace. For the only if part, let us choose the same input ⟨𝜎, 𝜌⟩ for both 𝑐 and 𝑐 ′. The outputs are

J𝑐K(⟨𝜎, 𝜌⟩) =
∑︁
𝜎′
⟨𝜎 ′, 𝑓𝑐 (𝜎, 𝜎 ′) (𝜌)⟩

J𝑐 ′K(⟨𝜎, 𝜌⟩) =
∑︁
𝜎′
⟨𝜎 ′, 𝑓𝑐′ (𝜎, 𝜎 ′) (𝜌)⟩.

Since they can be lifted by (=𝑄 ) ∧ eqcmem (𝑆), let

Δ× =
∑︁
𝜎′
⟨𝜎 ′;𝜎 ′, 𝜚𝜎′⟩

be the witness. Then for any 𝜎 ′, 𝜚𝜎′ |qVar⟨1⟩ = 𝑓𝑐 (𝜎, 𝜎 ′) (𝜌) = 𝜚𝜎′ |qVar⟨2⟩ = 𝑓𝑐′ (𝜎, 𝜎 ′) (𝜌). Since 𝜎 and 𝜌 are also arbitrary, so 𝑓𝑐 = 𝑓𝑐′ as we

desired. □
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• [Struct]. For any ⟨𝜎1, 𝜌1⟩ and ⟨𝜎2, 𝜌2⟩ satisfy Φ, by the second and the third premises, we know that 𝑓𝑐1 = 𝑓𝑐′
1

and 𝑓𝑐2 = 𝑓𝑐′
2

by Lemma

A.30 (may extend to larger set; but this is not important). So we have:

J𝑐1K(⟨𝜎1, 𝜌1⟩) =
∑︁
𝜎out1

⟨𝜎out1;𝜎res1, 𝑓𝑐1 (𝜎1, 𝜎out1) (𝜌1)⟩

=
∑︁
𝜎out1

⟨𝜎out1;𝜎res1, 𝑓𝑐′
1

(𝜎1, 𝜎out1) (𝜌1)⟩

= J𝑐 ′
1
K(⟨𝜎1, 𝜌1⟩).

Similarly J𝑐2K(⟨𝜎2, 𝜌2⟩) = J𝑐 ′
2
K(⟨𝜎2, 𝜌2⟩). Thus, the outputs

J𝑐1K(⟨𝜎1, 𝜌1⟩)JΨK#
w
J𝑐2K(⟨𝜎2, 𝜌2⟩).

• [Assn-L]. Similar to [Assn].

• [Rand-L]. Similar to [Rand].

• [Cond-L]. Similar to [Cond].

• [While-L]. Similar to [While].

• [QROM-L]. Since unitary transformation does not change classical memory and cls(Ψ), so |= 𝑞
1
∗= Uc[𝑓 ] ∼ skip : Ψ⇒ Ψ.

• [QROM-R]. Similar to [QROM-L].

• [QCall-L]. Similar to [QCall].

• [PFrame] For any inputs pair (⟨𝜎1, 𝜌1⟩, ⟨𝜎2, 𝜌2⟩) |= Φ ∧ Θ, note that the witness must be a singleton cq-state, thus we can split into:

(⟨𝜎1, 𝜌1⟩, ⟨𝜎2, 𝜌2⟩) |= Φ and (⟨𝜎1, 𝜌1⟩, ⟨𝜎2, 𝜌2⟩) |= Θ. By first premise, J𝑐1K(⟨𝜎1, 𝜌1⟩)JΨK#
w
J𝑐2K(⟨𝜎2, 𝜌2⟩) and let Δ× be the witness with

decompositionΔ× =
∑
𝑖 Δ×𝑖 such thatΔ×𝑖 |= Ψ. It is sufficient to showΔ×𝑖 |= Θ, or equivalently, for any𝜎×𝑖 ∈ ⌈Δ×𝑖 ⌉, ⟨𝜎×𝑖 ,Δ×𝑖 (𝜎×𝑖 )⟩ |= Θ. For

any classical variable𝑥 ∉ MV(𝑐1)1∪MV(𝑐2)2, J𝑥K𝜎×𝑖 = J𝑥K𝜎1,𝜎2 , and by premises cls(Θ) and free (Θ)∩(MV(𝑐1)⟨1⟩∪MV(𝑐2⟨2⟩), so satisfaction
of Θ only depends on variables that are not changed, thus JΘK𝜎×𝑖 = JΘK𝜎1,𝜎2 . Since (⟨𝜎1, 𝜌1⟩, ⟨𝜎2, 𝜌2⟩) |= Θ, so ⟨𝜎×𝑖 ,Δ×𝑖 (𝜎×𝑖 )⟩ |= Θ.

• [QFrame] For any inputs pair (⟨𝜎1, 𝜌1⟩, ⟨𝜎2, 𝜌2⟩), let us fix the classical parts (𝜎1;𝜎2). Then (⟨𝜎1, 𝜌1⟩, ⟨𝜎2, 𝜌2⟩) |= Φ or not only depends on

the atomic proposition (=𝑄 ), so there are three cases:

• (⟨𝜎1, 𝜌1⟩, ⟨𝜎2, 𝜌2⟩) |= Φ iff (=𝑄 ).
(Argument 1)We choose arbitrary pure state |𝜓 ⟩ and set 𝜌1 = 𝜌2 = |𝜓 ⟩⟨𝜓 |. So such inputs satisfiesΦ, and by premise, J𝑐1K(⟨𝜎1, |𝜓 ⟩⟩)JΨK#

w
J𝑐2K(⟨𝜎2, |𝜓 ⟩⟩)

and let Δ× be a witness with decomposition Δ× =
∑
𝑖 Δ×𝑖 such that Δ×𝑖 |= Ψ. For any 𝜎×𝑖 = (𝜎 ′

1
;𝜎 ′

2
) ∈ ⌈Δ×𝑖 ⌉, Δ×𝑖 (𝜎×𝑖 ) = _𝑖𝜎×𝑖 |𝜓 ⟩|𝜓 ⟩

since the coupling of pure state is unique. Note that ⟨𝜎×𝑖 ,Δ×𝑖 (𝜎×𝑖 )⟩ |= Ψ, and (=𝑄 ), so JΨK𝜎×𝑖 is true if (=𝑄 ).
(Argument 2) Now, let back to the choose general quantum states 𝜌1 and 𝜌2 such that (⟨𝜎1, 𝜌1⟩, ⟨𝜎2, 𝜌2⟩) |= Φ ∧ Θ. We must have

𝜌1 = 𝜌2; further, JΘK𝜎1,𝜎2 is true if (=𝑄 ). We directly construct the coupling of outputs Δ′ ≜
∑
𝑖

∑
𝜎×𝑖 ∈ ⌈Δ×𝑖 ⌉ ⟨𝜎×𝑖 , _𝑖𝜎×𝑖 𝜌1 ⊗ 𝜌2⟩. It

is straightforward to show that it’s a coupling of two outputs. Further, for each ⟨𝜎×𝑖 , _𝑖𝜎×𝑖 𝜌1 ⊗ 𝜌2⟩, (=𝑄 ) and so JΨK𝜎×𝑖 ; and since

free (Θ) ∩ (MV(𝑐1)⟨1⟩ ∪MV(𝑐2)⟨2⟩) = ∅, so JΘK𝜎×𝑖 = JΘK𝜎1,𝜎2 which is also true since (=𝑄 ), so ⟨𝜎×𝑖 , _𝑖𝜎×𝑖 𝜌1 ⊗ 𝜌2⟩ |= Ψ ∧ Θ, which
leads to Δ′ ∈ JΨ ∧ ΘK

w
.

• (⟨𝜎1, 𝜌1⟩, ⟨𝜎2, 𝜌2⟩) |= Φ iff ¬(=𝑄 ). Similar to the first case.

• (⟨𝜎1, 𝜌1⟩, ⟨𝜎2, 𝜌2⟩) |= Φ no matter (=𝑄 ) or ¬(=𝑄 ). Following the similar Argument 1 (by choosing equal/different pure states as

inputs), we can find the sequence of two supports 𝑆𝑖true and 𝑆𝑖false with corresponding _𝑖true and _𝑖false, such that, for all 𝜎×𝑖 ∈ 𝑆𝑖true,
JΨK𝜎×𝑖 is true if (=𝑄 ); and for all 𝜎×𝑖 ∈ 𝑆𝑖false, JΨK𝜎×𝑖 is true if ¬(=𝑄 ).
Now, for general quantum states 𝜌1 and 𝜌2 such that (⟨𝜎1, 𝜌1⟩, ⟨𝜎2, 𝜌2⟩) |= Φ ∧ Θ, if 𝜌1 = 𝜌2, we just follow Argument 2 to construct

the coupling from 𝑆𝑖true and _𝑖true which satisfies Ψ ∧ Θ. If 𝜌1 ≠ 𝜌2, we also follows similar Argument 2 but construct the coupling

from 𝑆𝑖false and _𝑖false and replace all (=𝑄 ) by ¬(=𝑄 ), so the coupling also satisfies Ψ ∧ Θ.

Remark A.2. These argument can also be applied to arbitrary projections rather than global quantum equality; in general, [QFrame] is

still sound if we adopt all projections as quantum predicates.

• [QAdv]. Similar to the proof of [QAdv-Bad] if we set 𝛽 as ⊥ and exclude the impossible cases in the proof.
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• [QAdv-Bad]. This is a derived rule from other rules.

We first show that, for any bodyA ,
⊢bodyA ∼ bodyA : 𝛽 ⇒ 𝛽. (3)

It is a corollary of the fact ⊢bodyA ∼ skip : 𝛽 ⇒ 𝛽 . We prove it by induction on the structure of bodyA as follows:

• For any basic construct 𝑐 (skip, deterministic/probabilistic assignment, quantum initialization, unitary transformation and quantum

measurement), by premise ast
(
bodyA

)
, so 𝑐 as a subprogram of bodyA must be lossless, we use [True] and then [PFrame] since

free (𝛽) ∩MV(𝑐) = ∅ (by premises) and obtain ⊢𝑐 ∼ 𝑐 : ⊤ ∧ 𝛽 ⇒ ⊤∧ 𝛽.

• 𝑐 ≡ 𝑦 ← Q(𝑧, 𝑞). Directly by premise ⊢𝑦 ← Q(𝑧, 𝑞) ∼ skip : 𝛽 ⇒ 𝛽 .

• 𝑐 ≡ 𝑐1; 𝑐2. Trivial by induction hypotheses and [Seq].

• 𝑐 ≡ if 𝑒 then 𝑐1 else 𝑐2. Trivial by induction hypotheses and [Cond-L].

• 𝑐 ≡ while 𝑒 do 𝑠 . By premise ast
(
bodyA

)
, so 𝑐 as a subprogram of bodyA must be lossless. Then by induction hypotheses and

[While-L], we have ⊢𝑐 ∼ 𝑐 : 𝛽 ⇒ 𝛽 ∧ ¬𝑒 ⟨1⟩.
Next, back to [QAdv-Bad], by [QCall], it is sufficient to prove

⊢bodyA ∼ bodyA : Θ ∧ argsA ⟨1⟩ = argsA ⟨2⟩ ⇒ (Θ ∧ resA ⟨1⟩ = resA ⟨2⟩) ∨ 𝛽.

Note that Θ ≜ eqmemA ∧ Ψ and eqmemA asserts the equivalence of all classical variables, so we have:

Θ ∧ argsA ⟨1⟩ = argsA ⟨2⟩ =⇒ Θ,

Θ ∨ 𝛽 =⇒ (Θ ∧ resA ⟨1⟩ = resA ⟨2⟩) ∨ 𝛽.

Thus, by [Conseq], it is sufficiently to show

⊢bodyA ∼ bodyA : Θ⇒ Θ ∨ 𝛽.

We prove this by the induction of the structure of bodyA .
• For any basic construct 𝑐 (skip, deterministic/probabilistic assignment, quantum initialization, unitary transformation and quantum

measurement), by [Refl] and [PFrame], we have

⊢𝑐 ∼ 𝑐 : eqmemA ⇒ eqmemA .

Since free (Ψ) ∩MV(𝑐) = ∅ (by premises), so applying [PFrame] since cls(Ψ) we have:
⊢𝑐 ∼ 𝑐 : eqmemA ∧ Ψ⇒ eqmemA ∧ Ψ.

By using [Conseq] and Θ =⇒ Θ ∨ 𝛽 , we have:

⊢𝑐 ∼ 𝑐 : Θ⇒ Θ ∨ 𝛽.

• 𝑐 ≡ 𝑦 ← Q(𝑧, 𝑞). We first destruct eqmemA = (=𝑄 ) ∧ eqcmem (𝑆\𝑦) ∧ 𝑦⟨1⟩ = 𝑦⟨2⟩. First, by premise, we have

⊢𝑐 ∼ 𝑐 : (=𝑄 ) ∧ 𝑧⟨1⟩ = 𝑧⟨2⟩ ∧ Ψ ∧ ¬𝛽 ⇒ ((=𝑄 ) ∧ 𝑦⟨1⟩ = 𝑦⟨2⟩ ∧ Ψ) ∨ 𝛽.

Since eqcmem (𝑆\𝑦) is a classical assertion and 𝑆\𝑦 ∩MV(𝑦 ← Q(𝑧, 𝑞)) = ∅, we use [PFrame] to obtain

⊢𝑐 ∼ 𝑐 : ((=𝑄 ) ∧ 𝑧⟨1⟩ = 𝑧⟨2⟩ ∧ Ψ ∧ ¬𝛽) ∧ eqcmem (𝑆\𝑦) ⇒ (((=𝑄 ) ∧ 𝑦⟨1⟩ = 𝑦⟨2⟩ ∧ Ψ) ∨ 𝛽) ∧ eqcmem (𝑆\𝑦).
Realize that

Θ ∧ ¬𝛽 =⇒ ((=𝑄 ) ∧ 𝑧⟨1⟩ = 𝑧⟨2⟩ ∧ Ψ ∧ ¬𝛽) ∧ eqcmem (𝑆\𝑦) ,
(((=𝑄 ) ∧ 𝑦⟨1⟩ = 𝑦⟨2⟩ ∧ Ψ) ∨ 𝛽) ∧ eqcmem (𝑆\𝑦) =⇒ Θ ∨ 𝛽.

By [Conseq], we have

⊢𝑐 ∼ 𝑐 : Θ ∧ ¬𝛽 ⇒ Θ ∨ 𝛽.

According to Eqn. (3) and Θ ∧ 𝛽 =⇒ 𝛽 , we have

⊢𝑐 ∼ 𝑐 : Θ ∧ 𝛽 ⇒ 𝛽.

Using [Disj], we get:

⊢𝑐 ∼ 𝑐 : (Θ ∧ ¬𝛽) ∨ (Θ ∧ 𝛽) ⇒ Θ ∨ 𝛽,

and notice (Θ ∧ ¬𝛽) ∨ (Θ ∧ 𝛽) ⇔ Θ.
• 𝑐 ≡ 𝑐1; 𝑐2. By induction hypotheses, we have:

⊢𝑐𝑖 ∼ 𝑐𝑖 : Θ⇒ Θ ∨ 𝛽 for 𝑖 = 1, 2.

Besides, according to Eqn. (3) and using [Disj], we have:

⊢𝑐2 ∼ 𝑐2 : Θ ∨ 𝛽 ⇒ (Θ ∨ 𝛽) ∨ 𝛽.

Then, by [Seq], we obtain ⊢𝑐 ∼ 𝑐 : Θ⇒ Θ ∨ 𝛽 .
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• 𝑐 ≡ if 𝑒 then 𝑐1 else 𝑐2. By induction hypotheses, we have:

⊢𝑐𝑖 ∼ 𝑐𝑖 : Θ⇒ Θ ∨ 𝛽 for 𝑖 = 1, 2.

Note that Θ =⇒ 𝑒 ⟨1⟩ = 𝑒 ⟨2⟩ and Θ ∧ 𝑒 ⟨1⟩ =⇒ Θ and Θ ∧ ¬𝑒 ⟨1⟩ =⇒ Θ, by using [Cond], we obtain:

⊢if 𝑒 then 𝑐1 else 𝑐2 ∼ if 𝑒 then 𝑐1 else 𝑐2 : Θ⇒ Θ ∨ 𝛽.

• 𝑐 ≡ while 𝑒 do 𝑠 . By induction hypotheses, we have

⊢𝑠 ∼ 𝑠 : Θ⇒ Θ ∨ 𝛽.

To prove ⊢𝑐 ∼ 𝑐 : Θ⇒ Θ ∨ 𝛽 , according to [While-Split], [Struct] and [Conseq], it is sufficient to show:

⊢while 𝑒 ∧ ¬𝛽 do 𝑠; 𝑐 ∼ while 𝑒 ∧ ¬𝛽 do 𝑠; 𝑐 : Θ ∨ 𝛽 ⇒ Θ ∨ 𝛽.

First by the case of 𝛽 , we notice that

Θ ∨ 𝛽 =⇒ (𝑒 ⟨1⟩ ∧ ¬𝛽) = (𝑒 ⟨2⟩ ∧ ¬𝛽) .
Then apply [While] since (Θ ∨ 𝛽) ∧ (𝑒 ⟨1⟩ ∧ ¬𝛽) =⇒ Θ and get

⊢while 𝑒 ∧ ¬𝛽 do 𝑠 ∼ while 𝑒 ∧ ¬𝛽 do 𝑠 : Θ ∨ 𝛽 ⇒ (Θ ∨ 𝛽) ∧ ¬(𝑒 ⟨1⟩ ∧ ¬𝛽),
and note that the post-condition is equivalent to (Θ∧¬𝑒 ⟨1⟩)∨𝛽 . Next, observeΘ∧¬𝑒 ⟨1⟩ =⇒ 𝑒 ⟨1⟩ = 𝑒 ⟨2⟩ and (Θ∧¬𝑒 ⟨1⟩)∧𝑒 ⟨1⟩ =⇒ ⊥,
and by [False], we have ⊢𝑠 ∼ 𝑠 : ⊥ ⇒ Θ ∧ ¬𝑒 ⟨1⟩, then apply [While] again, we get:

⊢𝑐 ∼ 𝑐 : Θ ∧ ¬𝑒 ⟨1⟩ ⇒ (Θ ∧ ¬𝑒 ⟨1⟩) ∧ ¬𝑒 ⟨1⟩.
According to Eqn. (3) and using [Disj], we have:

⊢𝑐 ∼ 𝑐 : (Θ ∧ ¬𝑒 ⟨1⟩) ∨ 𝛽 ⇒ ((Θ ∧ ¬𝑒 ⟨1⟩) ∧ ¬𝑒 ⟨1⟩) ∨ 𝛽.

Finally, by [Seq], we obtain

⊢ while 𝑒 ∧ ¬𝛽 do 𝑠; 𝑐 ∼ while 𝑒 ∧ ¬𝛽 do 𝑠; 𝑐 : Θ ∨ 𝛽

⇒ ((Θ ∧ ¬𝑒 ⟨1⟩) ∧ ¬𝑒 ⟨1⟩) ∨ 𝛽,

and complete the proof by noting that post-condition implies Θ ∨ 𝛽 .

B A STRENGTHENING OF THE GENERAL LEMMA ON SEMI-CONSTANT DISTRIBUTIONS

B.1 Preliminaries

Notation. Let X andY be two sets such that X is finite. Given a distribution 𝐷 overY, we use 𝐷X do denote the distribution over X ↦→ Y,
where the values associated to each 𝑥 ∈ X are sample independently following the distribution 𝐷 . We use 𝑥 ←← 𝐷 for sampling a value

𝑥 according to distribution 𝐷 . We denote by B_ the Bernoulli distribution over a single bit {0, 1}; sampling a bit from B_ returns 1 with

fixed probability _. Observe that sampling a function 𝑓 from BX
_

fixes a set 𝑋𝑓 := { 𝑥 ∈ 𝑋 : 𝑂 (𝑥) = 1 } ⊆ X. We will overload notation and

denote this by 𝑋 ←← BX
_
. When 𝐴 is a quantum algorithm with access to an oracle H, we write 𝑟 ←← 𝐴𝐻

to denote the measurement of

classical output 𝑟 after a quantum interaction with 𝐻 , possibly involving many queries.

Theorem B.1 (Markov brothers ineqality). Let 𝑃 be a polynomial of degree at most 𝑛; then, for all nonnegative integers 𝑘

max

−1≤𝑥≤1

���𝑃 (𝑘) (𝑥)��� ≤ ∏𝑘−1
𝑖=0 (𝑛2 − 𝑖2)∏𝑘−1
𝑖=0 2𝑖 + 1

max

−1≤𝑥≤1
|𝑃 (𝑥) | .

This implies an immediate corollary.

Corollary B.2. Let 𝑃 be a polynomial of degree at most 𝑛, such that 𝑃 (0) = 0, 𝑃 (1) (0) = 0 and max−1≤𝑥≤1 |𝑃 (𝑥) | ≤ 1. For all 𝑥 ∈ R, such
that −1 ≤ 𝑥 ≤ 1, we have

|𝑃 (𝑥) | ≤ 𝑛4

6

𝑥2 .

Proof. By Theorem B.1, we have

���𝑃 (2) (𝑥)��� ≤ 𝑛2 (𝑛2−1)
3

≤ 𝑛4

3
. By integrating we have:���𝑃 (1) (𝑥)��� = ���𝑃 (1) (𝑥) − 𝑃 (1) (0)��� = ����∫ 𝑥

0

𝑃 (2) (𝑡) 𝑑𝑡
���� ≤ ∫ 𝑥

0

���𝑃 (2) (𝑡)��� 𝑑𝑡 ≤ ∫ 𝑥

0

𝑛4

3

𝑑𝑡 =
𝑛4

3

𝑥

By integrating once more, the corrollary follows:

|𝑃 (𝑥) | = |𝑃 (𝑥) − 𝑃 (0) | =
����∫ 𝑥

0

𝑃 (1) (𝑡) 𝑑𝑡
���� ≤ ∫ 𝑥

0

���𝑃 (1) (𝑡)��� 𝑑𝑡 ≤ ∫ 𝑥

0

𝑛4

3

𝑡, 𝑑𝑡 ≤ 𝑛4

6

𝑥2

□
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Theorem B.3 (Theorem 3.1 in [54]). Let 𝐴 be a quantum algorithm making 𝑞 quantum queries to an oracle 𝐻 : X ↦→ Y and 𝑧 a constant bit

string. There exists a function 𝐶 : X2𝑞 × Y2𝑞 × {0, 1}∗ ↦→ R such that, for all distributions 𝐷 :

Pr[ 𝑟 = 𝑧 : 𝐻 ←← 𝐷X ; 𝑟 ← 𝐴𝐻 ] =
∑︁
®𝑥 ∈ X2𝑞

®𝑦 ∈ Y2𝑞

𝐶 ( ®𝑥, ®𝑦, 𝑧) · Pr[ ∀𝑖, 𝐻 (𝑥𝑖 ) = 𝑦𝑖 : 𝐻 ←← 𝐷 ]

Definition B.4 (2𝑞-compatibility). Let 𝐹 (𝑋 ), for 𝑋 ⊆ X be a distribution over oracles of type X ↦→ Y. We say 𝐹 is 2𝑞-compatible if, for all

®𝑥 ∈ X2𝑞
, ®𝑦 ∈ Y2𝑞

, 𝑋1, 𝑋2 ⊆ X such that ∀𝑖, 𝑥𝑖 ∈ 𝑋1 ⇔ 𝑥𝑖 ∈ 𝑋2, we have

Pr[ ∀𝑖, 𝐻 (𝑥𝑖 ) = 𝑦𝑖 : 𝐻 ←← 𝐹 (𝑋1) ] = Pr[ ∀𝑖, 𝐻 (𝑥𝑖 ) = 𝑦𝑖 : 𝐻 ←← 𝐹 (𝑋2) ]

B.2 Semi-Constant Distributions

Definition B.5 (Semi-Constant Distribution). Fix a function 𝐻 : X ↦→ Y, a set 𝑋 ⊆ X, and a constant 𝑦 ∈ Y. We denote by SC𝑋,𝑦,𝐻 (𝑥) the
function returning 𝑦 if 𝑥 ∈ 𝑋 and 𝐻 (𝑥) otherwize.

For any _ and distribution 𝐷 , the semi-constant distribution over X ← Y samples 𝑋 ←← BX
_
, 𝑦 ←← 𝐷 , and 𝐻 ←← 𝐷X and returns

SC(𝑋,𝑦, 𝐻 ). We will often abbreviate this to SC𝑋 , to highlight the conditioning on a pre-sampled set 𝑋 .

Fix _ and distribution 𝐷 over Y. We will consider two games 𝐺𝑖 , for 𝑖 ∈ {0, 1}, where we restrict our attention to quantum algorithms 𝐴

placing at most 𝑞 queries to their oracle and that output a bit 𝑐 , together with some additional information 𝑥 ∈ X, 𝑙 ∈ X∗. The games are

defined as

𝐺𝑖 := 𝑋 ←← BX
_
;𝐻 ←← 𝐹𝑖 (𝑋 ); (𝑐, 𝑥, 𝑙) ←← 𝐴𝐻

where 𝐹0 (𝑋 ) := 𝐷X , which ignores 𝑋 , and 𝐹1 (𝑋 ) := SC𝑋 .

Lemma B.6. 𝐹0 and 𝐹1 are 2𝑞-compatible.

Proof. For 𝐹0, observe that all inputs are assigned an output according to 𝐷 , independently of 𝑋 , so the property holds trivially. For

𝐹1, observe that the distribution of oracle outputs on all inputs is fully determined by whether the input is a member of 𝑋 or not, and this

condition is identical for all elements of ®𝑥 in both 𝑋1 and 𝑋2. □

We are interested in good executions, which we capture via the following predicate parameterized by an integer 𝑘

good𝑘 (𝑋, 𝑥, 𝑙) := |𝑙 | ≤ 𝑘 ∧ 𝑥 ∈ 𝑋 ∧ 𝑙 ∩ 𝑋 = ∅

and we define 𝑃𝑖 := Pr[ 𝑐 ∧ good𝑘 (𝑋, 𝑥, 𝑙) : 𝐺𝑖 ].
Before stating and proving our main theorem in this section, we state and prove the following auxilliary lemma, where we rely on the fact

that both 𝐹0 and 𝐹1 are 2𝑞-compatible.

Lemma B.7. For all 𝑥∗, 𝑙∗, ®𝑥 ∈ X2𝑞
and ®𝑦 ∈ Y2𝑞

such that |𝑙∗ | ≤ 𝑘 and 𝑥 ∉ 𝑙∗, we have that

Pr[ good𝑘 (𝑋, 𝑥∗, 𝑙∗) ∧ ∀𝑖, 𝐻 (𝑥𝑖 ) = 𝑦𝑖 : 𝑋 ←← BX
_
;𝐻 ←← 𝐹𝑖 (𝑋 ) ] =∑

𝑋 ∈P(𝑂) _
|𝑋 |+1 (1 − _) |𝑙∗ |+ |𝑂\𝑋 |Pr[ ∀𝑖, 𝐻 (𝑥𝑖 ) = 𝑦𝑖 : 𝐻 ←← 𝐹𝑖 (𝑋 ∪ {𝑥∗}) ]

where 𝑂 = {𝑥𝑖 } \ ({𝑥∗} ∪ 𝑙∗).

Proof. We first observe that, for both 𝐹0 and 𝐹1, the event we are analysing does not depend on the entire set 𝑋 , as it only checks 𝑋

with respect to the fixed values 𝑥∗, 𝑙∗ and ®𝑥 . This means we can redefine the experiment by sampling 𝑋 from a distribution B𝑂
∗

_
where

𝑂∗ = {𝑥∗, 𝑙∗, ®𝑥}.
Pr[ good𝑘 (𝑋, 𝑥∗, 𝑙∗) ∧ ∀𝑖, 𝐻 (𝑥𝑖 ) = 𝑦𝑖 : 𝑋 ←← BX

_
;𝐻 ←← 𝐹𝑖 (𝑋 ) ] =

Pr[ good𝑘 (𝑋, 𝑥∗, 𝑙∗) ∧ ∀𝑖, 𝐻 (𝑥𝑖 ) = 𝑦𝑖 : 𝑋 ←← B𝑂∗
_

;𝐻 ←← 𝐹𝑖 (𝑋 ) ]
Furthermore, the event only occurs for good 𝑋 , so we can rewrite the right-hand side of the equality using 𝑂 as in the theorem statement as

follows:

Pr[ good(𝑋, 𝑥∗, 𝑙∗) : 𝑋 ←← B𝑂
∗ }

_
] · Pr[ ∀𝑖, 𝐻 (𝑥𝑖 ) = 𝑦𝑖 : 𝑋 ←← B𝑂∗

_
;𝐻 ←← 𝐹𝑖 (𝑋 ) | good(𝑋, 𝑥∗, 𝑙∗) ] =

_ · (1 − _) |𝑙∗ | · Pr[ ∀𝑖, 𝐻 (𝑥𝑖 ) = 𝑦𝑖 : 𝑋 ←← B𝑂
_
;𝐻 ←← 𝐹𝑖 (𝑋 ∪ {𝑥∗}) ]

The lemma follows from rewriting the remaining probability term as the expectation over all 𝑋 in the support of B𝑂
_
and observing that, for

all such 𝑋 , the probability of 𝑋 occurring is _ { |𝑋 |} · (1 − _) |𝑂\𝑋 | . □

We now give the main theorem on semi-constant distributions.
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Theorem B.8. Let 𝐴 be a quantum algorithm making 𝑞 quantum queries to an oracle 𝐻 : X ↦→ Y returning (𝑐, 𝑥, 𝑙) where 𝑐 is a boolean,
𝑥 ∈ X and 𝑙 is a list of elements in X. We have:

|𝑃1 − 𝑃0 | ≤
(2𝑞 + 𝑘 + 1)4

6

_2

Proof. This is a direct consequence of corollary B.2 if we are able to prove that 𝑃 = 𝑃1 − 𝑃0 is a polynomial (in _) of degree at most

2𝑞 + 𝑘 + 1 and 𝑃 (0) = 0 and 𝑃 (1) (0) = 0, which we prove next.

Note that, if 𝐺𝑋
𝑖

denotes the execution of 𝐺 conditioned on some set 𝑋 and Pr[𝑋 ] denotes Pr[𝑋 ′ = 𝑋 : 𝑋 ′ ←← BX
_
], we can rewrite

𝑃𝑖 =
∑︁

𝑋 ∈P(X)
Pr[𝑋 ] ·

©«
∑︁

𝑥∗ ∈ X
𝑙∗ ∈ X𝑘

Pr[ 𝑐 ∧ good𝑘 (𝑋, 𝑥, 𝑙) ∧ 𝑥 = 𝑥∗ ∧ 𝑙 = 𝑙∗ : 𝐺𝑋
𝑖 ]

ª®®®®®®®¬
.

Now it is clear that we can restrict the quantification in the internal summations only to good executions:

𝑃𝑖 =
∑︁

𝑋 ∈P(X)
Pr[𝑋 ] ·

©«
∑︁

𝑥∗ ∈ 𝑋
𝑙∗ ∈ (X \ 𝑋 )𝑘

Pr[ 𝑐 ∧ 𝑥 = 𝑥∗ ∧ 𝑙 = 𝑙∗ : 𝐺𝑋
𝑖 ]

ª®®®®®®®¬
.

Now each probability term in the internal summation can be matched to to the left-hand side of Theorem B.3, as we are checking the

output of a quantum algorithm, which is interacting with an oracle sampled from some distribution, with respect to a constant value. The

summation can therefore be rewritten as.

𝑃𝑖 =
∑︁

𝑋 ∈P(X)
Pr[𝑋 ] ·

©«
∑︁

𝑥∗ ∈ 𝑋
𝑙∗ ∈ (X \ 𝑋 )𝑘

∑︁
®𝑥 ∈ X2𝑞

®𝑦 ∈ Y2𝑞

𝐶 ( ®𝑥, ®𝑦, (1, 𝑥∗, 𝑙∗)) · Pr[ ∀𝑖, 𝐻 (𝑥𝑖 ) = 𝑦𝑖 : 𝐻 ←← 𝐹𝑖 (𝑋 ) ]

ª®®®®®®®¬
.

We can now bring the summation over input/output pairs outside.

𝑃𝑖 =
∑︁
®𝑥 ∈ X2𝑞

®𝑦 ∈ Y2𝑞

∑︁
𝑋 ∈P(X)

Pr[𝑋 ] ·

©«
∑︁

𝑥∗ ∈ 𝑋
𝑙∗ ∈ (X \ 𝑋 )𝑘

𝐶 ( ®𝑥, ®𝑦, (1, 𝑥∗, 𝑙∗)) · Pr[ ∀𝑖, 𝐻 (𝑥𝑖 ) = 𝑦𝑖 : 𝐻 ←← 𝐹𝑖 (𝑋 ) ]

ª®®®®®®®¬
.

To bring the summation over 𝑋 inside, we must rewrite the internal summations as follows:

𝑃𝑖 =
∑︁
®𝑥 ∈ X2𝑞

®𝑦 ∈ Y2𝑞

𝑥∗ ∈ X
𝑙∗ ∈ (X \ {𝑥})𝑘

𝐶 ( ®𝑥, ®𝑦, (1, 𝑥∗, 𝑙∗)) · ©«
∑︁

𝑋 ∈P(X)
Pr[𝑋 ∧ good𝑘 (𝑋, 𝑥∗, 𝑙∗)] · Pr[ ∀𝑖, 𝐻 (𝑥𝑖 ) = 𝑦𝑖 : 𝐻 ←← 𝐹𝑖 (𝑋 ) ]

ª®¬ .

Which in turn yields

𝑃𝑖 =
∑︁
®𝑥 ∈ X2𝑞

®𝑦 ∈ Y2𝑞

𝑥∗ ∈ X
𝑙∗ ∈ (X \ {𝑥})𝑘

𝐶 ( ®𝑥, ®𝑦, (1, 𝑥∗, 𝑙∗)) · ©«
∑︁

𝑋 ∈P(X)
Pr[𝑋 ′ = 𝑋 ∧ good𝑘 (𝑋, 𝑥∗, 𝑙∗) ∧ ∀𝑖, 𝐻 (𝑥𝑖 ) = 𝑦𝑖 : 𝑋 ′ ←← BX

_
;𝐻 ←← 𝐹𝑖 (𝑋 ) ]

ª®¬ .
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Which in turn yields

𝑃𝑖 =
∑︁
®𝑥 ∈ X2𝑞

®𝑦 ∈ Y2𝑞

𝑥∗ ∈ X
𝑙∗ ∈ (X \ {𝑥})𝑘

𝐶 ( ®𝑥, ®𝑦, (1, 𝑥∗, 𝑙∗)) · Pr[ good𝑘 (𝑋, 𝑥∗, 𝑙∗) ∧ ∀𝑖, 𝐻 (𝑥𝑖 ) = 𝑦𝑖 : 𝑋 ←← BX
_
;𝐻 ←← 𝐹𝑖 (𝑋 ) ] .

Now let 𝑅𝐹𝑖 (𝑥∗, 𝑙∗, ®𝑥, ®𝑦) be the polynomial∑︁
𝑋 ∈P(𝑂),𝑋≠∅

_ |𝑋 |−1 (1 − _) |𝑙
∗ |+ |𝑂\𝑋 |)Pr[ ∀𝑖, 𝐻 (𝑥𝑖 ) = 𝑦𝑖 : 𝐻 ←← 𝐹𝑖 (𝑋 ∪ {𝑥∗}) ]

which is of degree at most 2𝑞 + 𝑘 − 1. Applying Lemma B.7, have that

Pr[ good𝑘 (𝑋, 𝑥∗, 𝑙∗) ∧ ∀𝑖, 𝐻 (𝑥𝑖 ) = 𝑦𝑖 : 𝑋 ←← BX
_
;𝐻 ←← 𝐹𝑖 (𝑋 ) ] =

Pr[ ∀𝑖, 𝐻 (𝑥𝑖 ) = 𝑦𝑖 : 𝐻 ←← 𝐹𝑖 ({𝑥∗}) ] + _2𝑅𝐹𝑖 (𝑥∗, 𝑙∗, ®𝑥, ®𝑦)
Putting it all together we obtain

𝑃𝑖 =
∑︁
®𝑥 ∈ X2𝑞

®𝑦 ∈ Y2𝑞

𝑥∗ ∈ X
𝑙∗ ∈ (X \ {𝑥})𝑘

𝐶 ( ®𝑥, ®𝑦, (1, 𝑥∗, 𝑙∗)) ·
(
Pr[ ∀𝑖, 𝐻 (𝑥𝑖 ) = 𝑦𝑖 : 𝐻 ←← 𝐹𝑖 ({𝑥∗}) ] + _2𝑅𝐹𝑖 (𝑥∗, 𝑙∗, ®𝑥, ®𝑦)

)
.

We now note that the distributions 𝐹1 ({𝑥∗}) and 𝐹0 ({𝑥∗}) are identical. So
Pr[ ∀𝑖, 𝐻 (𝑥𝑖 ) = 𝑦𝑖 : 𝐻 ←← 𝐹0 ({𝑥∗}) ] = Pr[ ∀𝑖, 𝐻 (𝑥𝑖 ) = 𝑦𝑖 : 𝐻 ←← 𝐹1 ({𝑥∗}) ]

And finally

𝑃1 − 𝑃0 =
∑︁
®𝑥 ∈ X2𝑞

®𝑦 ∈ Y2𝑞

𝑥∗ ∈ X
𝑙∗ ∈ (X \ {𝑥})𝑘

𝐶 ( ®𝑥, ®𝑦, (1, 𝑥∗, 𝑙∗)) · _2 ·
(
𝑅𝐹1 (𝑥∗, 𝑙∗, ®𝑥, ®𝑦) − 𝑅𝐹0 (𝑥∗, 𝑙∗, ®𝑥, ®𝑦)

)
.

Since 𝑃 = 𝑃1 − 𝑃0 is a polynomial in _ of degree at most 2𝑞 + 𝑘 + 1 and 𝑃 (0) = 0 and 𝑃 (1) (0) = 0, we have by Corollary B.2 that

|𝑃1 − 𝑃0 | ≤
(2𝑞 + 𝑘 + 1)4

6

_2

□
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