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Abstract 
Objectives 
This study proposes and evaluates a deep learning method that predicts surrogate images for contrast-
enhanced T1 from multiparametric MRI acquired using only a quarter of the standard 0.1mmol/kg 
dose of gadolinium-based contrast agent. In particular, the predicted images are quantitatively 
evaluated in terms of lesion detection performance. 

Materials and methods  
This monocentric retrospective study leveraged 200 multiparametric brain MRIs acquired between 
November 2019 and February 2020 at Gustave Roussy Cancer Campus (Villejuif, France). A total of 
145 patients were included: 107 formed the training sample (age 55y±14, 58 women) and 38 the 
separate test sample (age 62±12, 22 women). Patients had glioma, brain metastases, meningioma, or 
no enhancing lesion. T1, T2-Flair, DWI, low-dose and standard-dose postcontrast T1 sequences were 
acquired. A deep network was trained to process the precontrast and low-dose sequences in order to 
predict “virtual” surrogate images for contrast-enhanced T1. Once trained, the deep learning method 
was evaluated on the test sample. The discrepancies between the predicted virtual images and the 
standard-dose MRIs were qualitatively and quantitatively evaluated using both automated voxel-wise 
metrics and a reader study, where two radiologists graded image qualities and marked all visible 
enhancing lesions.  

Results 
The automated analysis of the test brain MRIs computed a structural similarity index of 87.1% (±4.8) 
between the predicted virtual sequences and the reference contrast-enhanced T1 MRIs, a peak signal-
to-noise ratio of 31.6dB (±2.0), and an area under the curve of 96.4% (±3.1). At Youden’s operating 
point, the voxel-wise sensitivity and specificity were 96.4% and 94.8% respectively. The reader study 
found that virtual images were preferred to standard-dose MRI in terms of image quality (p=.008). A 
total of 91 reference lesions were identified in the 38 test T1 sequences enhanced with full dose of 
contrast agent. On average across readers, the brain lesion sensitivity of the virtual images was 83% 
for lesions larger than 10mm (n=42), and the associated false detection rate was 0.08 lesion/patient. 
The corresponding positive predictive value of detected lesions was 92%, and the F1-score 88%. Lesion 
detection performance however dropped when smaller lesions were included: average sensitivity was 
67% for lesions larger than 5mm (n=74), and 56% with all lesions included regardless of their size. The 
false detection rate remained below 0.50 lesion/patient in all cases, and the positive predictive value 
above 73%. The composite F1 score was 63% at worst.  

Conclusion 
The proposed deep learning method for virtual contrast-enhanced T1 brain MRI prediction showed 
very high quantitative performance when evaluated with standard voxel-wise metrics. The reader 
study demonstrated that for lesions larger than 10mm, good detection performance could be 
maintained despite a 4-fold division in contrast agent usage, unveiling a promising avenue for reducing 
the gadolinium exposure of returning patients. Small lesions proved however difficult to handle for 
the deep network, showing that full-dose injections remain essential for accurate first-line diagnosis 
in neuro-oncology. 
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Introduction  
It is estimated that half of central nervous system MRI examinations are performed with intravenous 
gadolinium-based contrast agents (GBCAs) in order to detect, characterize, or monitor brain tumors 
with optimal accuracy (1). For more than 30 years, GBCAs have been widely considered to be among 
the safest drugs ever introduced (2). However, since the identification of the role of gadolinium in 
nephrogenic systemic fibrosis (3,4) and the observation of its deposition in the brain (5), numerous 
studies have evaluated the cumulative effects of GBCA injections (6–10). Linear GBCAs have been 
shown to accumulate in the nucleus dentatus and globus pallidus, unlike macrocyclic agents which are 
more stable chemically (11,12). Despite the lack of evidence that gadolinium retention causes disease 
or disorders in subjects with normal kidney function, researchers are still investigating multiple leads 
(13–15) and a precautionary principle led the EMA to restrict the usage of linear agents in the 
European market since 2017 (16). In the United States, the FDA has urged clinicians to minimize GBCA 
usage whenever feasible (17).  

To meet this ambition without degrading diagnostic accuracy, three approaches are developed by the 
imaging, chemistry, and artificial intelligence research communities. First, contrast sequences may be 
entirely replaced in certain cases by zero-contrast sequences (18) such as amide proton transfer 
imaging (19–21), magnetic resonance spectroscopy (22), arterial spin labeling (23), or intravoxel 
incoherent motion imaging (24–27). Second, alternative contrast agents may either compensate for 
lower gadolinium dosage thanks to their higher relaxivity (28–30) or eliminate completely gadolinium 
from their chemical composition by using manganese (31,32) or iron (33,34) instead. Third, deep 
learning algorithms may automatically enhance the level of contrast of low-dose MRI acquisitions (35) 
or predict virtual contrast-enhanced images by analyzing multiple zero-contrast sequences (36), 
possibly completed by a low-dose acquisition (37). 

While promising, these artificial intelligence methods have only been validated using either simple 
voxel-wise metrics (e.g. with the structural similarity index (38)) or subjective quality assessment 
grades (e.g. using 5-point Likert scales). It is therefore difficult to anticipate their true clinical impact 
as surrogates for standard contrast-enhanced imaging, and in turn their potential for reducing GBCA 
usage in neuro-oncology. Our aim was to address this limitation by quantitatively evaluating the lesion 
detection performance, understood notably in terms of sensitivity and false detection rate, of virtual 
contrast-enhanced images predicted from a combination of zero-dose and quarter-dose MRI 
sequences by a state-of-the-art deep learning method, taking full-dose MRI as the reference standard.  



 

Figure 1: Proposed image prediction method based on deep learning, quantitatively evaluated in this 
study in terms of lesion detection performance. The deep learning algorithm is trained to predict, from 
T1, T2-Flair, apparent diffusion coefficient (ADC) and 25%-dose contrast-enhanced T1 sequences, 
surrogate images for T1 MRI enhanced with a standard 0.1mmol/kg dose of gadolinium-based 
contrast agent, administered in two successive injections. Low-dose, virtual and reference images are 
respectively abbreviated low-T1c, vir-T1c and ref-T1c.  

Materials and methods  
Data acquisition  
Study sample  
Imaging data was collected from 200 consecutive MRI exams performed at Gustave Roussy Cancer 
Campus (Villejuif, France) between November 2019 and February 2020 to explore for primary brain 
tumors or brain metastases. Analysis was retrospective, and approval was granted by the institutional 
review board (registration number 2021-18), in accordance with GDPR provisions. Prior to study 
initiation, the 200 MRI exams were split into training and test sets with a ratio 3:1, stratified with 
respect to acquisition dates, and ensuring that no patient could belong to both sets. In order to 
prevent any form of data leakage, the test set was strictly held out until all pre-processing and deep 
learning hyperparameters were chosen. Out of the 200 collected exams, 145 corresponding to as 
many different patients were finally included: the flow diagram (Figure 1) details the exclusion 
mechanisms. In the training and test samples confounded, the mean age was 57 (standard deviation 
14), and 55% (80/145) were women. In terms of underlying conditions, 21% (30/145) had glioma, 46% 
(66/145) had brain metastases, 1% (1/145) had meningioma, and 33% (48/145) did not present any 
enhancing lesion. Table 1 details how these overall demographics and baseline characteristics are 
distributed between the training and test samples.  
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Figure 2: Exclusion flowchart for the training and test samples construction. 

Variable Training sample Test sample p-value 
Nb. of included patients 107 38  
Women 54% (58/107) 58% (22/38) p=0.71 
Age  55y (±14) 62y (±12) p=0.006 
Weight 70kg (±18) 71kg (±18) p=0.31 
Indication   p=0.51 
     Glioma 21% (22/107) 21% (8/38)  
     Brain metastases 49% (52/107) 37% (14/38)  
     Meningioma 1% (1/107) 0% (0/38)  
     No enhancing lesion 29% (32/107) 42% (16/38)  

Table 1: Demographics and baseline characteristics for included patients in training and test samples. 
Statistical significance of differences between training and test samples was estimated using the Fisher 
exact test for gender and indication, and the Wilcoxon-Mann-Whitney test for age and weight.  

MRI Protocol 
Two imaging machines from the same manufacturer (General Electric, Milwaukee, USA) were used: 
Optima MR450w 1.5T and Discovery MR750w 3T. Table 2 details the MRI parameters for both 
machines. T1, T2-FLAIR, and DWI sequences were acquired first. A 0.025mmol/kg dose of gadoterate 
meglumine (Dotarem, Guerbet, Villepinte, France) was then injected, and a T1-weighted sequence 
was acquired. A second 0.075mmol/kg dose of the same GBCA was injected, and another T1 sequence 
with identical parameters was acquired. These two images will be called low-dose and reference 
contrast-enhanced T1 in the rest of the article, and abbreviated low-T1c and ref-T1c. The median delay 
between the acquisition of low-T1c and ref-T1c sequences was 6 minutes and 5 seconds (inter-quartile 
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range 2 minutes and 10 seconds). Note that although our two-injection protocol cannot be considered 
as strictly equivalent to a single-injection one, the contrast uptake dynamics typically feature a fast 
wash-in followed by a slow wash-out (39), suggesting that similar enhancement patterns would be 
produced in practice. Note also that two-injection MRI protocols are already recommended as a 
possible standard of care when a perfusion sequence is included, the first injection playing the role of 
preload bolus (40).  

Machine Weighting Sequence TR TE 
Slice 

thickness 

Optima MR450w 1.5T  
 

Installed in 2016, 70cm tunnel, 
32 channels, 50cm z-axis FOV, 

gradients 40mT/m SR 
200T/m/s. 

T1 pre-
contrast 

3D rapid 
gradient echo 

9ms 4.2ms 1mm 

T2-Flair Turbo spin echo 7002ms 138ms 1.4mm 

DWI 
EPI, two b-

values (0 and 
1000 mm2/s) 

3349ms 79ms 4mm 

T1 post-
contrast 

3D rapid 
gradient echo 

6.1ms 1.2ms 1mm 

Discovery MR750w 3T 
 

Installed in 2012, 70cm tunnel, 
32 channels, 50cm z-axis FOV, 

gradients 44mT/m SR 
200T/m/s. 

T1 pre-
contrast 

3D rapid 
gradient echo 

5.9ms 2.1ms 1mm 

T2-Flair Turbo spin echo 7002ms 118ms 1mm 

DWI 
EPI, two b-

values (0 and 
1000 mm2/s) 

5375ms 62.6ms 3mm 

T1 post-
contrast 

3D rapid 
gradient echo 

6.1ms 2.1ms 1mm 

Table 2: MRI parameters. 

Deep learning method  
Preprocessing 
Only one MRI exam was included per patient: if several visits were conducted, the latest ones were 
excluded. Incomplete exams with at least one missing sequence among DWI, T2-Flair, T1, low-T1c, or 
ref-T1c were also excluded. Apparent diffusion coefficient (ADC) maps were automatically created. 
Imaging sequences were co-registered on the ICBM 2009a nonlinear symmetric brain atlas1 using the 
FSL FLIRT2 v6.0 pipeline with 12 degrees of freedom, resampled to a 1mm isotropic resolution using 
spline interpolation, skull-stripped with HD-BET3, and cropped to a common image 160x192x160 size. 
The ADC, T2-Flair, T1, ref-T1c and low-T1c signals were standardized and linearly mapped to the [0, 1] 
interval after 1-percentile clipping of extreme values. A visual check was finally performed. 

Deep network architecture 
Figure 3 presents our deep network architecture, a full-resolution three-dimensional UNet proposed 
in (37) and originally adapted from (41). A contractive path encodes the input multi-modal MRI 
volumes into a hierarchy of features maps by alternating convolution layers with or without striding 

 
1 See: https://www.bic.mni.mcgill.ca/ServicesAtlases/ICBM152NLin2009 [Accessed 14th April 2021]. 
2 See: https://fsl.fmrib.ox.ac.uk/fsl/fslwiki/FLIRT [Accessed 14th April 2021]. 
3 See: https://github.com/MIC-DKFZ/HD-BET [Accessed 14th April 2021]. 



and kernel sizes 2 or 3 respectively. A symmetrical expansive path decodes the computed 
representation by successively applying strided transposed convolutions with kernel size 2 and 
standard convolutions with kernel size 3. Both short additive and long concatenative skip connections 
are exploited in order to facilitate gradient flows across the network. Apart from the final sigmoid, all 
activation functions are 0.2-LeakyReLU.   

 

Figure 3: Architecture of the deep network, trained to predict surrogate images for contrast-enhanced 
T1 MRI from T1, T2-Flair, apparent diffusion coefficient (ADC) and 25%-dose contrast-enhanced T1 
sequences. 

Training and evaluating the model 
The training sample of 107 patients was randomly partitioned into five subsets containing 21 or 22 
patients each, and the deep network was repeatedly trained to process the ADC, T2-Flair, T1 and low-
T1c sequences in order to predict virtual contrast-enhanced T1 images (vir-T1c), taking the ref-T1c 
images as ground truth. At each of the five repetitions, a particular training subset was selected as 
tuning set and used to select the final model weights, calibrated on the remaining 80% of the data 
using the L2 loss function and the Adam optimizer with default hyperparameters. Across the 300 
training epochs, images were flipped with 50% probability around each axis for data augmentation 
purposes. Mirroring was also used to process the test MRIs, where all eight possible configurations 
were exhaustively computed for each of the five models in order to provide test-time augmentation. 
Simple Euclidian averaging was finally used to combine the forty resulting predictions. This test-time 
augmentation scheme allowed the gain of 2 percentage points on average in terms of the structural 
similarity metric, evaluated on the training set in a 5-fold cross-validation approach.  

Training and evaluation tasks were performed using a single Azure NC6s workstation, equipped with 
a Nvidia V100 GPU. Half-precision encoding was exploited in order to minimize the GPU memory 
footprint and accelerate computations. Training the deep learning model took approximately 14 hours 
and 30 minutes for each of the five folds. Predicting the 38 test vir-T1c images took 10.2 minutes in 
total, which corresponds to a mean prediction time of 16 seconds per exam. A link to a public 
repository containing our Python code will be provided here upon acceptance of our manuscript. 

Evaluation 
Automated analysis using voxel-wise metrics 
For all the 38 patients in the test sample, the structural similarity index (38), peak signal-to-noise ratio, 
and area under the receiver operating characteristic curve were computed in order to evaluate the 
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discrepancies between the vir-T1c and ref-T1c images. These automated voxel-wise metrics were also 
computed between the low-T1c and ref-T1c sequences, in order to provide baseline performance 
measures: differences were compared using two-tailed t-tests. For all performance metrics and MRI 
sequences, only the brain voxels were evaluated. The receiver operating characteristic curves were 
computed using Scikit-Learn, following the methodology of (36): the precontrast T1 sequences were 
subtracted from the corresponding vir-T1c, low-T1c and ref-T1c images in order to define 
enhancement maps, which were 0-clipped. The reference maps were binarized using Otsu filters.  

Reader study protocol 
A read was performed in order to evaluate the suitability of vir-T1c images for lesion detection, taking 
ref-T1c as the reference standard. The suitability of low-T1c sequences was also evaluated, in order 
to provide a baseline for comparison. Two radiologists, one neuroradiologist specialized in oncology 
with 10 years of experience in reporting brain MRIs (X.X.), one in-training radiology resident with 4 
months of experience in neuro-oncology (Y.Y.), analyzed in sub-regions both low-T1c and vir-T1c 
images for the 38 patients included in the test sample. These reads were organized in two phases, 
separated by an idle period of two weeks to eliminate recall bias. During the first phase, both readers 
independently annotated one image per test patient, half of them being low-T1c and the other 19 
being vir-T1c. The second phase mirrored the first one, in such a way that both low-T1c and vir-T1c 
images were read once by both radiologists for all test patients, for a total of 152 reads. The most 
experienced radiologist then read the 38 ref-T1c sequences in order to identify reference lesions. 
Readers were instructed to grade the overall image quality on a 5-point Likert scale ranging from 1 
(poor) to 5 (excellent), and to mark the long and short orthogonal axes of all visible enhancing lesions. 
Annotations were established for each image independently, without access to any complementary 
information at the exception of the precontrast T1 sequence. Exams with clearly more than 20 lesions 
were excluded, in order to circumscribe the annotation burden. A specific annotation tool based on 
3D Slicer v4.11.0 was developed to accelerate the image review process. Readers were not blinded to 
the nature of the postcontrast images, because it could be easily guessed from the image appearance 
and would have no bias-reducing effect. Reading times were recorded for both readers.  

Statistical analysis 
Lesion tracking was performed automatically, by pairing together lesions whose centers were 
separated by a distance smaller than the halved average of their long and short axes. For each reader, 
the lesion detection sensitivity (SE) was computed as the ratio of the number of lesions detected in 
the low-T1c or vir-T1c images to the number of lesions identified in corresponding ref-T1c images. The 
false detection rate (FDR) was computed as the average number of false positive lesions found in low-
T1c or vir-T1c images across test patients. The positive predictive value of detected lesions (PPV) was 
defined as the fraction of lesions found in the low-T1c or vir-T1c images which correspond to a 
reference lesion found in the ref-T1c sequences. The F1-score (F1) was computed as the harmonic 
mean between SE and PPV. These performance metrics were computed in nested evaluation 
configurations where only lesions larger than 0 (i.e. all lesions), 2.5, 5, 7.5 and 10mm were taken into 
consideration. The differences between low-T1c and vir-T1c detection performances were compared 
using the McNemar mid-p test for SE (42) and the Wilcoxon signed-rank test for FDR. Clopper-Pearson 
and Student’s t-distribution 95% confidence intervals were determined for SE and FDR respectively. 
Average reading times and image quality grades were compared between radiologists and 
postcontrast modalities using t-tests. All analyses were conducted using SciPy 1.5.2. All tests were 
two-tailed, and the 5% level was used for statistical significance.  



Results  
Qualitative inspection  
Figure 4 displays the algorithm’s input, output, and ground-truth images for three patients from the 
test sample, either with brain metastases, glioma, or no enhancing lesion.  

Figure 4: Axial slices of T1, T2-Flair, apparent diffusion coefficient (ADC), low-dose contrast T1 (low-
T1c), virtual contrast T1 (vir-T1c) and full-dose contrast T1 (ref-T1c) images (in columns, from left to 
right) for three example patients. Qualitatively, the vir-T1c images seemed realistic. No obvious 
discrepancy between vir-T1c and ref-T1c images can be visually identified for the subject without 
enhancing lesion (top row: woman, 64 years old) and the patient with glioblastoma (middle row: 
woman, 40 years old). The last patient (bottom row: man, 74 years old) has brain metastases, clearly 
visible in both frontal and occipital locations on the ref-T1c image. The occipital lesion is satisfyingly 
restituted by the deep learning method in the sense that the lesion enhancement level and contour 
delineation appear similar to their reference counterparts. The frontal lesions however are largely 
absent from the predicted vir-T1c image. Although hyperintense frontal and occipital regions are 
visible in the corresponding input T2-Flair and ADC map, no frontal enhancement can be observed in 
the low-T1c, whereas an occipital enhancement weakly appears.  

Voxel-wise analysis of the prediction performance 
As detailed in Table 3, the predicted vir-T1c images reached a structural similarity index of 87.1% with 
respect to the ref-T1c sequences. The peak signal-to-noise ratio was 31.6dB and the area under the 
receiver operating characteristic curve was 99.0%. For all metrics, the vir-T1c images achieved superior 
performance when compared to low-T1c, highlighting the contribution of the deep leaning method. 
The average receiver operating curves are plotted in Figure 5. The operating point which maximizes 
the Youden’s index for the vir-T1c sequences corresponds to a voxel-wise sensitivity of 96.4% and a 
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corresponding specificity of 94.8%. These values compare favorably with the related work (36), 
although comparisons on different data samples must be interpreted with care.  

 low-T1c vir-T1c low vs. vir 
SSIM (%) 80.4 (±6.1) 87.1 (±4.8) p<.001 

PSNR (dB) 27.4 (±1.8) 31.6 (±2.0) p<.001 
AUC (%) 96.4 (±3.1) 99.0 (±1.3) p<.001 

Table 3: Averaged structural similarity index (SSIM), peak signal-to-noise ratio (PSNR), and area under 
the receiver operating characteristic curve for the low-dose T1 sequences (low-T1c) and virtual images 
(vir-T1c) predicted by the deep network. Standard deviations across all test patients are given in 
parentheses. The performance differences between low-T1c and vir-T1c images are tested using t-
tests, and p-values are reported. Significant differences (for the 5% level) are emphasized using a grey 
background. 

 

 

Figure 5: Average receiver operating curves for the virtual (vir-T1c) and low-dose (low-T1c) sequences, 
with 95% confidence intervals. The corresponding AUC values are given in the legend. Voxel-wise 
sensitivity and specificity are given for the Youden’s operating point of the vir-T1c curve. 

Image quality grades 
The vir-T1c images obtained superior image quality grades than both low-T1c (p<.001 for both 
readers) and ref-T1c (p=.008 for R1, not applicable for R2). Table 5 provides the detailed results. On 
average across readers, image quality was graded 3.3/5 for vir-T1c, 2.9/5 for ref-T1c, and 2.1/5 for 
low-T1c. No significant difference was found between readers.  

 
IQ ±std (grades on a 5-point scale) 

low vs. ref vir vs. ref low vs. vir 
low-T1c vir-T1c ref-T1c 

Reader 1 2.1 (±0.7) 3.3 (±0.8) 2.9 (±0.9) p<.001 p=.008 p<.001 



Reader 2 2.1 (±0.8) 3.3 (±0.7) 
n/a 

n/a p<.001 
R1 vs. R2 p=.70 p=.68  

Table 4: Overall image quality (IQ) subjective scores, expressed on 5-point Likert scales ranging from 
1 (poor) to 5 (excellent). Performance across postcontrast modalities and across readers are compared 
using two-tailed t-tests, and p-values are reported. They are emphasized using a grey background or 
bold fonts if the 5% significance level is met. 

Lesion detection performance 
A total of 91 enhancing lesions were identified on the ref-T1c images. The smallest lesion had a long 
axis length of 2.6mm, for an average size across lesions of 14mm (±12 of standard deviation). Table 5 
details the lesion detection performance achieved by vir-T1c images, taking the ref-T1c lesions as 
reference. On average across readers, SE of vir-T1c reached 83% for lesions larger than 10mm. The 
corresponding FDR was 0.08 lesion/patient, giving in turn a PPV of 92% for detected lesions. The F1-
score was 88%. Lesion detection performance dropped when smaller lesions where considered. For 
lesions larger than 5mm, SE was 67% and FDR was 0.42 lesion/patient. Accordingly, PPV decreased to 
76% and F1 to 71%. With all lesions included as detection targets regardless of their size, SE was 56%, 
FDR 0.50 lesion/patient, PPV 73% and F1 63%.  

Table 5 also reports the lesion detection performance of low-T1c sequences, in order to provide a 
baseline for comparison. Significantly more reference lesions were identified on vir-T1c images than 
on low-T1c: respective SE were 53% versus 42% (p=.01) for reader 1 (R1: X.X.), and 59% versus 37% 
(p<.001) for reader 2 (R2: Y.Y.). However, more false positive lesions were identified on vir-T1c images 
than on low-T1c: respective FDR were 0.47 lesion/patient versus 0.11 lesion/patient for R1 (p=.04), 
and 0.53 lesion/patient versus 0.11 lesion/patient for R2 (p=.02). In consequence, for both readers 
PPV was lower for vir-T1c than for low-T1c images (73% versus 90% for R1, 73% versus 89% for R2). 
The composite F1 metric, which summarizes SE and PPV, was however higher for vir-T1c than for low-
T1c: 61% versus 57% for R1 and 65% versus 53% for R2.  

SE also increased for low-T1c when only larger lesions were considered, but SE remained always more 
elevated for vir-T1c by a margin of 14 percentage points at least on average across readers. Similarly, 
F1 remained consistently higher for vir-T1c images. On the other hand, although the FDR and PPV 
metrics were initially at the advantage of low-T1c images with all lesion sizes included, they reached 
similar values at the 10mm threshold: 0.08 lesion/patient for FDR and 91% or 92% for PPV.  

 

Reader 1 Reader 2 R1 vs. R2 
Reader 
average 

low-
T1c 

vir-T1c 
low 
vs. 
vir 

low-
T1c 

vir-T1c 
low vs. 

vir 
low-
T1c 

vir-T1c 
low-
T1c 

vir-
T1c 

All 
lesions 

 
(≥2.5 
mm) 

SE 
42% 

(38/91) 
[32; 53] 

53% 
(48/91) 
[42; 63] 

p=.01 
37% 

(34/91) 
[27; 48] 

59% 
(54/91) 
[49; 70] 

p<.001 p=.13 p=.07 40% 56% 

FDR 
0.11 

(4/38) 
[±0.10] 

0.47 
(18/38) 
[±0.38] 

p=.04 
0.11 

(4/38) 
[±0.10] 

0.53 
(20/38) 
[±0.39] 

p=.02 p>.99 p=.68 0.11 0.50 

PPV 
90% 

(38/42) 
73% 

(48/66) 
n/a 

89% 
(34/38) 

73% 
(54/74) 

n/a n/a 90% 73% 



F1 57% 61% 53% 65% 55% 63% 

≥5 
mm 

SE 
51% 

(38/74) 
[39; 63] 

64% 
(47/74) 
[52; 74] 

p=.02 
46% 

(34/74) 
[34; 58] 

70% 
(52/74) 
[59; 80] 

p<.001 p=.13 p=.11 49% 67% 

FDR 
0.11 

(4/38) 
[±0.10] 

0.39 
(15/38) 
[±0.33] 

p=.07 
0.11 

(4/38) 
[±0.10] 

0.45 
(17/38) 
[±0.36] 

p=.04 p>.99 p=.78 0.11 0.42 

PPV 
90% 

(38/42) 
76% 

(47/62) n/a 
89% 

(34/38) 
75% 

(52/69) n/a n/a 
90% 76% 

F1 66% 69% 61% 73% 63% 71% 

≥7.5 
mm 

SE 
65% 

(34/52) 
[51; 78] 

81% 
(42/52) 
[67; 90] 

p=.02 
60% 

(31/52) 
[45; 73] 

87% 
(45/52) 
[74; 94] 

p<.001 p=.22 p=.22 62% 84% 

FDR 
0.11 

(4/38) 
[±0.10] 

0.21 
(8/38) 
[±0.19] 

p=.23 
0.08 

(3/38) 
[±0.09] 

0.26 
(10/38) 
[±0.28] 

p=.13 p=.56 p=.76 0.09 0.24 

PPV 
89% 

(34/38) 
84% 

(42/50) n/a 
91% 

(31/34) 
82% 

(45/55) n/a n/a 
90% 83% 

F1 76% 82% 72% 84% 74% 83% 

≥10 
mm 

SE 
71% 

(30/42) 
[55; 84] 

83% 
(35/42) 
[69; 93] 

p=.07 
67% 

(28/42) 
[50; 80] 

83% 
(35/42) 
[69; 93] 

p=.02 p=.38 p>.99 69% 83% 

FDR 
0.11 

(4/38) 
[±0.10] 

0.03 
(1/38) 
[±0.05] 

p=.08 
0.05 

(2/38) 
[±0.07] 

0.13 
(5/38) 
[±0.14] 

p=.18 p=.16 p=.046 0.08 0.08 

PPV 
88% 

(30/34) 
97% 

(35/36) n/a 
93% 

(28/30) 
88% 

(35/40) n/a n/a 
91% 92% 

F1 79% 90% 78% 85% 78% 88% 

Table 5: Sensitivity (SE, expressed in percentages of the total number of reference lesions), false 
detection rate (FDR, expressed in average number per patient), positive predictive value (PPV, 
expressed in percentages of the total number of detected lesions), and F1-score (F1, harmonic mean 
between SE and PPV), in nested evaluation configurations where only lesions larger than some 
threshold (for their long axis) are considered. Two-tailed McNemar mid-p and Wilcoxon signed-rank 
tests are used for SE and FDR respectively, and p-values are reported. They are emphasized using a 
color background if the 5% significance level is met. Clopper-Pearson and Student’s t-distribution 95% 
confidence intervals are also reported for SE and FDR respectively, between brackets. Average 
performance metrics across readers for low-T1c and vir-T1c postcontrast modalities are indicated in 
the two rightmost columns.  

Influence of the reader’s experience 
Table 5 showed that the in-training reader (R2) benefited from the virtual images in larger proportions 
than the experienced reader (R1): the all-lesion sensitivity of R2 was higher with vir-T1c in comparison 
to low-T1c by a margin of 22%, versus 11% for R1. This difference came from both the higher SE of R1 
with low-T1c (42% versus 37% for R2), and the higher SE of R2 with vir-T1c images (59% versus 53% 
for R1). This performance pattern, more lesions identified by R1 than R2 on low-T1c and vice-versa for 
vir-T1c, held for both true and false positives, and across all lesion size thresholds. Table 6 reports the 



average reading times across postcontrast modalities and readers. For both low-T1c and vir-T1c, the 
experienced reader R1 was faster than the in-training reader R2 (p<.001 and p=.01 respectively). As 
the ref-T1c images were only read by R1, no comparison could be performed in this case.  

 
RT ±std (minutes’ and seconds’’) 

low vs. ref vir vs. ref low vs. vir 
low-T1c vir-T1c ref-T1c 

Reader 1 2’25’’ (±2’30’’) 2’48’’ (±2’20’’) 3’59’’ (±3’42’’) p=.04 p=.12 p=.51 

Reader 2 5’21’’ (±4’48’’) 4’42’’ (±3’42’’) 
n/a 

n/a p=.52 
R1 vs. R2 p<.001 p=.01  

Table 6: Average exam reading times (RT), expressed in seconds. Results across postcontrast 
modalities and across readers are compared using two-tailed t-tests, and p-values are reported. They 
are emphasized using a grey background or bold fonts if the 5% significance level is met. 

Discussion  
A pressing challenge for contemporary radiology is to reduce the routine usage of gadolinium-based 
contrast agents (GBCAs) without degrading diagnostic accuracy. Among other leads, deep learning 
algorithms able to enhance low-dose contrast-enhanced MRI sequences have been recently proposed 
and qualitatively validated. In this study, we trained a deep network to predict, from precontrast and 
25%-dose MRI sequences, virtual images that approximate reference full-dose contrast-enhanced T1 
images (see Figure 3).  

The images predicted by the deep learning method reached a structural similarity index of 87.1% with 
respect to the reference T1 MRIs, a peak signal-to-noise ratio of 31.6dB, and an area under the receiver 
operating curve of 99.0%. At the operating point which maximizes the Youden’s index, voxel-wise 
sensitivity and specificity reached 96.4% and 94.8% respectively. In addition to this initial and 
automated analysis, a reader study showed that the virtual images achieved a lesion detection SE of 
88% for lesions larger than 10mm, along with an FDR of 0.08 lesion/patient, a PPV of 92% for detected 
lesion, and a F1-score of 88%, unveiling a promising performance regime. In addition, the virtual 
images were better graded than their reference counterparts in terms of overall quality (p=.008). 
However, the reader study also showed that many small-sized lesions were missed by the method: 
the average SE dropped to 56% when all lesions were included regardless of their size. The FDR 
increased to 0.50 lesion/patient, showing that small-size false positive lesions are sometimes created 
by the method. As a result, the PPV dropped to 73%, and F1 to 63%.  

From a technical point of view, this deep learning method can be understood as an incremental 
improvement over previously published approaches (35,36), notably in terms of network capacity and 
data set size. To the best of our knowledge however, this study is the first to quantitatively evaluate 
the suitability of virtual images for lesion detection. Although the grade-based reading protocols 
followed in (35,36) are interesting first-line validation approaches, their results cannot anticipate the 
true clinical impact of such image prediction methods. In particular, our study showed, on the one 
hand, that the virtual images were largely preferred by radiologists for their overall appearance 
qualities (in line with (35,36)), but, on the other hand, that many lesions were actually absent. Small-
sized lesions proved to be particularly challenging.  

This modest absolute SE is the major limitation of the deep learning method, not suitable at this stage 
for straightforward clinical replacement of standard 0.1mmol/kg contrast sequences. The prediction 



of false positive lesions is a second limitation, with similar consequences. These results show that full-
dose injections of GBCAs remain essential for accurate diagnosis in neuro-oncology, at least in the 
setting of this study. However, it should be noted that the reading radiologists were not particularly 
trained to read the virtual MRIs, whose general smooth aspect was found qualitatively quite different 
from standard sequences. We may hypothesize that this lack of training acted as an adverse evaluation 
bias against virtual images, which might have led to an underestimation of their intrinsic potential. 
Furthermore, targeting a sub-millimetric resolution in the resampling step of the preprocessing 
pipeline may offer a natural yet powerful perspective of technical improvement for our method. 
Similarly to (43) in the case of biomedical image segmentation, cascaded network architectures could 
be advantageoulsy exploited in order to handle the resulting increase in GPU memory footprint.  

To highlight more minor limits, we incidentally observed that automatic skull-stripping led, in some 
cases, to the removal of benign peripheral lesions such as meningioma. Future work should weigh the 
opportunity to either improve or avoid altogether this preprocessing step. In the same vein, future 
work may also question wether all four input modalities (precontrast and low-dose T1, T2-Flair, ADC 
map) are significantly contributing to the performance of the method, similarly to what was done in 
(36,37) using simple voxel-wise metrics. Indeed, requiring multiple sequences can be expected to limit 
in practice the usability and the robustness of the method.  

More fundamentally, future work should take advantage of the promising performance of our deep 
learning method for medium-sized to large brain lesions (larger than 10mm along their long axis) to 
demonstrate its suitability as a replacement of MRI sequences injected at 0.1mmol/kg. We believe 
that a population such as, for instance, returning patients with benign tumor, low-grade glioma or 
multiple sclerosis could benefit from the proposed algorithm to minimize their exposure to GBCAs 
without sacrificing the quality of their follow-up visits. Beyond neuroimaging, abdominal imaging 
could also benefit from contrast dose reduction. The proposed methodology could finally be 
opportunistically repurposed from a dose-minimization to a contrast-maximization objective by using 
standard and double-dose sequences as respective input and ground truth images to train the deep 
network, with the aim to improve the sensititvity of routine contrast-enhanced MRI. In any case, such 
image prediction methods would need to be further evaluated in a prospective multicentric 
multireader fashion in order to obtain all necessary regulatory approvals and become available to 
clinical pratice. As an intermediate step on this validation roadmap, our study demonstrated the 
importance to include detection endpoints and to stratify the performance with respect to the lesion 
size.  
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