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Abstract

Real-world networks often come with side information that can help to improve the performance of
network analysis tasks such as clustering. Despite a large number of empirical and theoretical studies
conducted on network clustering methods during the past decade, the added value of side information
and the methods used to incorporate it optimally in clustering algorithms are relatively less understood.
We propose a new iterative algorithm to cluster networks with side information for nodes (in the form
of covariates) and show that our algorithm is optimal under the Contextual Symmetric Stochastic Block
Model. Our algorithm can be applied to general Contextual Stochastic Block Models and avoids hy-
perparameter tuning in contrast to previously proposed methods. We confirm our theoretical results on
synthetic data experiments where our algorithm significantly outperforms other methods, and show that
it can also be applied to signed graphs. Finally we demonstrate the practical interest of our method on
real data.

1 Introduction

The Stochastic Block Model (SBM) is a popular generative model for random graphs — introduced by
[Holland et al.| (1983)) — which captures the community structures of networks often observed in the real
world. Here, edges are independent Bernoulli random variables with the probability of connection between
two nodes depending only on the communities to which they belong. It is typically used as a benchmark
to measure the performance of clustering algorithms. However, real-world networks often come with side
information in the form of nodes covariates which can often be used to improve clustering performance. The
Contextual Stochastic Block Model (CSBM) is a simple extension of the SBM that incorporates such side
information: each node is associated with a Gaussian vector of parameters depending only on the community
to which the node belongs; see Section [2] for details.

Several variants of this model and clustering algorithms have been proposed in the literature. These meth-
ods include model-based approaches (Mele et al.| 2019; [Weng and Feng] |2016]), spectral methods
2017), modularity based optimization methods (Zhang et al., [2015) and semidefinite programming
(SDP) based approaches (Yan and Sarkar, |2020). Even if some of these algorithms come with some theoret-
ical guarantees, the added value of side information is not well understood. The recent works of
(2020), Lu and Sen| (2020) and Ma and Nandy| (2021) clarify the situation by establishing information theo-
retic thresholds for exact recovery and detection in a particular case. However, the algorithm presented in
the former work is not likely to be extended to a general CSBM with more than two (possibly unequal-sized)
communities, while the latter two results focus on detection rather than consistency.

Our contributions. We make the following contributions in this paper.
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e We propose a new iterative algorithm for clustering networks that is fast and is applicable to various
settings including the general CSBM and also signed weighted graphs as shown in experiments.

e The proposed algorithm is analyzed under the Contextual Symmetric SBM (CSSBM) and we show
that its rate of convergence is statistically optimal. As a byproduct, we derive the threshold for exact
recovery with K communities under the CSSBM, thus extending the recent result of |[Abbe et al.| (2020))
which was obtained in a slightly different setting for K = 2.

e We confirm the theoretical properties of our algorithm through experiments on simulated data showing
that our method outperforms existing algorithms, not only under the CSBM but also under the Signed
SBM the latter of which models community structure in signed networks (Cucuringu et al.| 2019).
Finally, we provided a real data application of our algorithm.

Related work. Our iterative method can be thought of as a Classification-EM algorithm (Celeux and
Govaert|, [1992), hereafter referred to as C-EM, where instead of using the likelihood we used a least squares
criterion. Such ideas were first applied and analyzed under various models including associative SBM by
Lu and Zhou| (2016 and then extended to a general method by |Gao and Zhang| (2019). Recently, such
ideas were also successfully applied to the Gaussian Tensor Block Model (Han et all [2020) and a general
Gaussian Mixture Model (GMM) (Chen and Zhang}, 2021). However, the previously obtained results can not
be directly applied to our framework and several adaptations are required due to dependencies arising in the
SBM, along with the heterogeneity of the data. Iterative refinement algorithms can also be derived naturally
from the Power Method (Wang et al.l 2021} Ndaoud et al.l [2019)) or alternative optimization methods (Chi
et al., 2019).

Notation. We use lowercase letters (¢, a, b, ...) to denote scalars and vectors, except for universal constants
that will be denoted by ¢y, cs,... for lower bounds, and Ci,Cs, ... for upper bounds and some random
variables. We will sometimes use the notation a,, < b, (or a, 2 b, ) for sequences (a,)n>1 and (by,)p>1 if

there is a constant C' > 0 such that a,, < Cb, (resp. a, > Cb,) for all n. If a,, < b, and a,, 2 by, then we

write a, < b,. Matrices will be denoted by uppercase letters. The i-th row of a matrix A will be denoted
as A;. and depending on the context can be interpreted as a column vector. The column j of A will be
denoted by A.;, and the (4, j)th entry by A;;. The transpose of A is denoted by AT and A—]'— corresponds to
the jth row of AT by convention. I}, denotes the k x k identity matrix. For matrices, we use ||.|| and |[.||»
to respectively denote the spectral norm (or Euclidean norm in case of vectors) and Frobenius norm. The

number of non zero entries of a matrix A is denoted nnz(A).

2 The statistical framework

The CSBM consists of a graph encoded in an adjacency matrix A € {0, 1 and nodes covariates forming
a matrix X = [X; Xo---X,,]T € R"*? where d is the dimension of the covariate space. The graph and the
covariates are generated as follows.

The graph part of the data is generated from a Stochastic Block Model (SBM) which is defined by the
following parameters.
- The set of nodes N = [n].
- Communities Cy,...,Cg, of respective sizes n1,...,ng, forming a partition of N.
- A membership matrix Z € M,, x where M,, x denotes the class of membership matrices. Here, Z;;, =1
if node i belongs to Ci, and is 0 otherwise. Each membership matrix Z can be associated bijectively with
a function z : [n] — [K] such that z(i) = z; = k where k is the unique column index satisfying Z;, = 1.
To each matrix Z € M,, x we can associate a matrix W by normalizing the columns of Z in the ¢; norm:
W = ZD~! where D = diag(ni,...,ng). This implies that W'Z = I = ZTW.
- A symmetric, connectivity matrix of probabilities between communities

}’nX’ﬂ

I = (M )i prerr) € 10, 1) 75



We additionally assume that the communities are approximately well balanced, i.e.,

n an
— <np < — VkelK],
aK = "~ K K]
for some constant o > 1. Denoting P = (pij)ijem] = ZNZT, a graph G is distributed according to
SBM(Z,1I) if the entries of the corresponding symmetric adjacency matrix A are generated by
Aij ir}g. B(p1])7 1§Z§]§na

where B(p) denotes a Bernoulli distribution with parameter p. Hence the probability that two nodes are
connected depends only on their community memberships. We will frequently use the notation E for the
centered noise matrix defined as E;; = A;; — p;;, and denote the maximum entry of P by ppaz = max; j pi;.
The latter can be interpreted as the sparsity level of the graph. We will assume throughout that p,,q. <
logn/n. If the graph is denser, we are in the exact recovery regime and the problem is easy. If we are in a
sparser regime, we would need to regularize the adjacency matrix to enforce concentration, but we prefer to
avoid this additional technical difficulty.

For the analysis, we will also consider a special case of the SBM where the communities are equal sized,
ie, n, =n/K for all k € [K], and the connectivity matrix is given by

p q q
= (:1 Zj ? € [0, 15K,
¢ q . p
We will further assume that p = p/ % and g = ¢ M% for constants p’, ¢’ such that p’ > ¢’. This model will

be referred to as the Symmetric SBM and denoted by SSBM(p, ¢, n, K).
The nodes covariates are generated by a Gaussian Mixture Model (GMM), independent of A condi-
tionally on the partition Z. More formally, for each i,

X; = pz, + €;, where ¢; nd. N(0,0°1,)

with pux € R? for all £ < K and o > 0. We assume that d = O(n). For the ease of exposition we further
assume that o is known but our method can be extended to anisotropic GMM with unknown variance as in
Chen and Zhang| (2021)).

The misclustering rate associated to an estimated partition Z quantifies the number of nodes assigned
to a wrong cluster and is formally defined by

N 1.
r(2,2) = — min D Lis(yn(zinys
1€[n]
where & denotes the set of permutations on [K]. We say that we are in the exact recovery regime if
r(Z,Z) = 0 with probability 1 — o(1) as n tends to infinity. If P(r(Z,Z) = o(1)) = 1 — o(1) as n tends
to infinity then we are is the weak consistency regime. A more complete overview of the different types of

consistency and the sparsity regimes where they occur can be found in |Abbe (2018]).

3 How to integrate heterogeneous sources of information?

The use of side information should intuitively help to recover clusters that are not well separated on each
individual source of information. However, it is not well understood how to integrate two heterogeneous
sources of information in the clustering process. Previous attempts (Binkiewicz et al.,[2017; Yan and Sarkar),
2020) proceed by directly aggregating the adjacency matrix and a Gram matrix (or Kernel matrix) formed
by the covariates, but a lot of information can be lost in the aggregation process. Moreover it is not clear
what is the best linear combination of the two matrices. Here we propose a different approach based on a
two step algorithm (see Algorithm [1]) that fully exploits all information. In the first step we obtain a rough



estimate of the model parameters from the previous estimate of the partition; the initialization methods that
can be used are discussed in Section [3.2] Then, in the second step, we iteratively refine the partition, as
further explained in Section [3.1] In Section [5.1] we illustrate via experiments that Algorithm [I] outperforms
existing methods for cluster recovery in the setting where the clusters are insufficiently separated on a single
source of information.

Algorithm 1 Iterative Refinement with Least Squares
Input: A € R™", X ¢ R"** K € N*, ¢ > 0, Z(© € {0,1}"*X a membership matrix and T > 1.

1: for0<t<T—-1do

2. Given Z®, estimate the model parameters: n\” = |c\V|, W® = z®(D®)=1 where D) =
diag(n\ e irg, IO = WO AW® | and ) = w97 X, for all k < K.

3: Refine the partition by solving for each i € [n]

@2
zEH'l) = argmkin ||(A1:;W(t) — H;(gt;)) ZS’)W + L'X" agk !
where ' 0
dlag(n(%))kle[lq (IR—LS)
kk/
t in,, n®
=0 = Sk Tg(’t) I (sIR-LS)
maxys 17 Jorn
Y a0a—g®)
K(p(r,),q(t))IOg(q(t)(l,p(t)))IK (IR-LSS)
. _ t _ t
with p® = K1Y s 1 and ¢ = (K2 — K)7 S e T
4: Form the matrices Z(+D from 2(t+1),
5: end for

Output: A partition of the nodes Z(T).

3.1 The refinement mechanism

At each step t, Algorithmestimates the model parameters given a current estimate of the partition (W),
then updates the partition by reassigning each node to its closest community. Here, the proximity of a
node 4 to a community k is measured by the distance between its estimated (graph) connectivity profile
(A;; W®) and its covariates (X;) to the current estimate of the community parameters (H,(f:), ,u,(f)). Instead
of using the Maximum A Priori (MAP) estimator as in C-EM algorithms, we use a least-square criterion.
In a model-based perspective, this can be interpreted as a Gaussian approximation of the SBM. We will see
later in the experiments that this doesn’t lead to a loss of accuracy, and is also faster.

Different variants of our algorithm are possible depending on the way the variance of each community
is estimated and integrated in the criterion used for the partition refinement. The general method will be
referred as IR-LS, the simplified spherical version is denoted by sIR-LS and the version of the algorithm
used for CSSBM is denoted by IR-LSS.

Computational cost. In each iteration, the complexity of estimating the parameters is O(nnz(A)+nd)
while that of estimating the partition is O(nK (K + d)). So the total cost of IR-LS is O(T(nnz(A) +
nK(max(K,d))). In our setting A is sparse, hence nnz(A) < nlogn.

Remark 1. Algorithm |1 can also be used for clustering weighted signed graphs, as shown later in the
experiments. Moreover, it is interesting to note that when there are no covariates, the algorithm can be
applied to graphs generated from a general SBM. This is in contrast to the iterative algorithm proposed by
Lu and Zhou| (2016) that can only be applied to assortative SBMs (see appendiz).



3.2 Initialization

Different strategies can be adopted for initialization. If we assume that the communities are separated on
each source of information and that the signal-to-noise ratio (SNR) is large enough to recover a sufficient
proportion in each cluster, we can use a spectral method on one source of information (the graph for
example). However, it is in general better to combine both sources of information. While one could use the
methods proposed in |Yan and Sarkar| (2020]) or |[Binkiewicz et al. (2017) that also come with some theoretical
guarantees, we instead use Algorithm [2| to initialize the partition. This algorithm will be referred to as
EM-Emb. In our experiments, we used the package clusterR (Mouselimis| |2021)) for estimating the Gaussian
mixture with an EM algorithm. This algorithm is fast, provides a sufficiently accurate estimate of the
partition, and avoids hyperparameter tuning.

Algorithm 2 EM on graph embedding and covariates (EM-Emb)

Input: The number of communities K, the adjacency matrix A, covariates X.

1: Compute Ux € R"*X the matrix formed by the eigenvectors associated with the top-K eigenvalues (in
absolute order) of A.

2: Merge the columns of Ug with the columns of X to obtain a matrix X’.

3: Cluster the rows of X’ by using an EM algorithm for GMM.

Output: A partition of the nodes Z(.

4 Theoretical analysis

In this section, we analyze the variants sIR-LS and IR-LSS of Algorithm [Tl While it is possible to extend
the analysis to IR-LS, it would be considerably more technical and tedious due to its non- spherical structure.
Hence, we will assume here that the covariance matrix Eg) in Algorithm [1| has the form A®)T;, where A®) is
an appropriate scalar depending on whether we use sIR-LS or IR-LSS.

In Section we will present the general principle for the analysis. Then we will specialize it for analyzing
IR-LSS (under the CSSBM) in Section and prove that the convergence rate obtained is optimal in Section
Finally we show that the same framework can be used to bound the convergence rate of sIR-LS (under
the CSBM) in Section The details of the proofs are outlined in the appendix.

4.1 Analysis principle

Our analysis is motivated by the general framework recently developed by |Gao and Zhang| (2019), and
also borrows some decomposition techniques used for analyzing Gaussian tensors from [Han et al.| (2020).
However, these results are not directly applicable to our setting due to dependencies arising from symmetry
in the SBM. Moreover, we need a tighter control of the error terms then provided by these works.

We will assume w.l.o.g. that o = 1 (since o is assumed to be known in our framework) and that the
permutation 7 that minimizes the distance between z(®) and z is the identity (if not, then replace z by
771(2)). Hence there is no label switching ambiguity in the community labels of 2®) because they are
determined from z(9).

The first step is to analyze the event “after one refinement step, the node i will be incorrectly clustered
given the current estimation of the partition z(*) at time ¢”. This corresponds to the condition

a # argmin||X; - g2 4 A0, w® 1|2

for a node i such that z; = a. One can see that this condition is equivalent to the existence of b € [K]\ a
such that

<€i, l]/a, - ﬂb) + )\<E7,VI/7 1:-[0,: - ﬁb:) S

Ci(ab)

—A%(a,b) )
T + Errib .




Here,

A%(a,b) = [|pa — po|* + AT — T ]2,
fir = X T W.o, Iy, = W,L AW,

and A = or log <
Pmax K(p - q) Q(l - p)

depending whether we are analyzing sIR-LS or IR-LSS. Moreover, Errg) is an error term that can be further

decomposed as a sum Fi(;) + G%) +H i(,f) of different kinds of error terms which will be controlled in different
ways. If we ignore the error term, we obtain the condition corresponding to having an incorrect result after
one iteration starting from the ground truth partition. The errors occurring in this way will be quantified
by the ideal oracle error

n

5(5):Z Z Az(zi’b)l{oi(a,b)gw}'

i=1 be[K]\z

Let us denote

Apmin = min  A(a,b)
a#be[K]

to quantify the separation of the parameters associated with the different communities. If A, = 0, it
would imply that at least two communities are indistinguishable and the model would not be identifiable.
Fort > 1 and 6 € [0,1), let

7 7(E=1)
) — R ®) — +(0)5()
) —max(8 o ,0), ™ =104

be sequences where 7(*) = enA2 . /K for a small enough constant € > 0.

In general the rate of decay of £(4) leads to the convergence rate of iterative refinement algorithms, hence
it is important to control this quantity.

Condition A (ideal error). Assume that
) 3 (1)
£(0 )<4T , forallt>1

holds with probability at least 1 —n;.
We now have to analyze the error terms and prove that their contribution is negligible compared to the
ideal oracle error rate. Let
l(Z,Z/) = Z A2(zi722)1{zi7€z,§}
i€[n]

be a measure of distance between two partitions z,z’ € [K]™. We will control the error terms by showing
that the following conditions are satisfied.

Condition B (F-error type). Assume that

K2 <
{z(t):l(z,rg?jfj))()gr(o)}Zlber[n]?]‘)\(zi A2(2;,b)l(z,2)) — 256

1=

for allt > 0 holds with probability at least 1 — ns.

Condition C (GH-error type). Assume that

H»(t) G(_t) 5
max max (P | TG | 0

i€n] be[K\z  A(z;,0)2 T 4

holds uniformly on the event {z® :1(z,2®) <71} for all t > 0 with probability at least 1 —ns3 .



We can now show under these conditions that there is a contraction of the error if the initial estimate of
the partition is close enough to the ground truth partition.

Theorem 1. Assume that l(z(o),z) <7 gnd § < 1. Additionally assume that Conditz'ons @ and@
hold. Then with probability at least 1 — Zle i

1(z10, 2) < (6W) + éz(z“*l),z), V> 1. (4.1)

Remark 2. This is an adaptation of Theorem 3.1 in|Gao and Zhang (2019) where we allow at each step
to choose a different 6. It allows us to obtain a weaker condition for initialization than the one used

in (Gao and Zhang, |2019, Theorem 4.1). Indeed, they require 1(2(9),z) = 0(%), but we only need
(=), 2) = O("5).

Proof of Theorem [l By definition W < 1 for all t > 1. Let i € [n] such that z; = a and assume that

1(z271, 2) < 7= for some given t > 1. Denoting Ii(t) (a,b):=1 observe that

{Cilap)g =1=ttpatiany

Loy

(1)

<

= 1{Ci(a’b)§7A22(a,b) +Fi(l:_1)+GEZ_1)+Hi(lf;_l)}
< Ii (CL, b) + 1{#AZ(avb)SFi(;71)+GEf,71)+Hf§7U}
(3)

(®)
< I (CL, b) + 1{¥A2(avb)§Fi(lfil)}

t
<L)+ L nnerg )

32(Fy )2
52A%a,b)

(4)
< Ii(t) (a,b) +

The inequality (1) follows from the definition of zgt) and the error decomposition. Inequality (2) comes
from a union bound while (3) uses Condition [C] Finally, (4) follows from Markov inequality. Hence,

:0,=5 ¥ A2(zi7b)1{z§t):b}

i€[n] be[K\{z:}

= Z Z AQ(Zi’b)l{c.(a b)<w}
ie[n] be[K]\{z:} = 2

32(F{I71)?

) ib

. Z Z A (Zi,b)l{zf):b}m
i€n] be[K]\{z:} |

32(F{1)2
(®) o\ ib )
S .Ez[:] belKi =) 02A2 (2, b)

1
<EOM) + I, ).
Using Condition [A] we hence obtain
1
1z, 2) < £(6®) + §T<H> < £T<H>.

Thus 7® is an upper bound for l(z(t), z) and the theorem is proved by induction. O
By iteratively unwrapping we obtain for ¢ large enough the following bound on 1(2(*), z).
Corollary 1. Under the assumptions of Theorem 1, we have for all t 2 log(1/6) that
l(z(t),z) < E(8) + T(O)(l/g)tf@(log(l/ﬁ)).



4.2 Convergence guarantees for IR-LSS under the CSSBM
Let us define the SNR

1
— i o — o]+ SRR

8 k#£k’

It is easy to see that A = A,.;,. The following lemma shows that & () decreases exponentially fast in A
provided A,,;, is suitably large.
Lemma 1. Assume that K'° /Ay — 0 and § = 6(n) — 0 at a suitably slow rate. Then with probability

at least 1 — exp(—A), we have )
£(8) < nexp(—(1+o0(1))A?).

The following theorem shows that if 29 is close enough to z, then the misclustering rate decreases
exponentially fast with the SNR A after O(logn) iterations.

Theorem 2. Assume that K'°/A,;m — 0 and A% < logn/K. Under the CSSBM(p,q,n, K) assumption,
if 29 is such that
A2
l 0)) « NAnin
(20 < —¢

for a constant € small enough, then with probability at least 1 —n=1) we have for all t > logn
r(z®, 2) < exp(—(1 + o(1))A?).

Sketch of proof. We first show that Conditions [B] and [C] are satisfied. Then we show that Condition [A] is
satisfied for the sequences 6(*) and 7(*), hence Theorem [1|can be applied to obtain a contraction of the error
at each step. ]

Remark 3. By assumption A? 2 logn/K, and so the condition A? = logn/K is not very restrictive.
Indeed, if the information provided by the GMM part was not of the same order as the graph part, it would
not be useful to aggregate information. If A2 > logn then we would be in the exact recovery setting and the
problem becomes easy.

4.3 Minimax lower-bound for CSSBM

We are going to establish that the convergence rate established in Theorem [2]is optimal. Let
O = {(1x)re[x] € R, p,q € [0,1] such that p > ¢}
be the admissible parameter space.

Theorem 3. Under the assumption A/logK — 00, we have

inf sup E(r(2, 2)) > exp(—(1 + o(1))A?).
Z 0o

If A +log K = O(1), then inf: supyce E(T( )) > ¢ for some positive constant c.

Remark 4. This lower-bound shows that if A2 < logn then every estimator fails to achieve exact recovery
with a probability bounded below from zero because supgeg E(r(Z2,2)) > n® for some € > 0. On the other
hand, Theorem@ shows that when A2 > logn then IR-LSS achieves exact recovery. Hence the threshold for
exact recovery is Ag/logn When K =2 and uy = —us = p this matches the result obtained by |Abbe et al.
(2020).

Sketch of proof. We can use the same argument as in (Lu and Zhou, 2016, Theorem 3.3) to reduce the
problem to a hypothesis testing problem. The solution of the latter is given by the maximum likelihood
test according to the Neyman-Pearson lemma. Then the probability of error can be controlled by using
concentration inequalities. O



4.4 Convergence guarantees for sIR-LS

The proof techniques used in the previous section can be extended in a straightforward way to obtain
consistency results for sIR-LS under the CSBM. The main difference is that the specialized concentration
inequality used to prove Lemma |l| can no longer be applied to this setting.

Theorem 4. Assume that K*®/A,, — 0, A2 . =< logn/K and max, pe[x] A%(a,b) < A2 Under the

min min
CSBM with approximately balanced communities, if

enA?

min

0)y «
I, 20) < T2

for some small enough constant € > 0, then with probability at least 1 — n=*Y) we have for all t > logn

1
r(z®, 2) < exp (—8A3nm> :

5 Numerical experiments

We now empirically evaluate our method on both synthetic and real data. Section [5.1] contains simulations
for the CSBM and Section [5.2] contains results for clustering signed networks under a Signed SBM. In Section
we test our method on a dataset consisting of a (weighted) signed graph along with covariate information
for the nodes.

5.1 CSBM with not well separated communities

In this experiment the graph is generated from a SBM with parameters n = 1000, K = 3, Z;
Multinomial(1;1/3,1/3,1/3), and

1.6 1.2 0.5
I=002%| 12 16 0.5
0.06 0.05 1.2

The covariates are generated from a GMM with variance 02 = 0.2 and class centers yu; = (0,0,1), uy =
(=1,1,0), us = (0,0,1). Note that Cy,C3 cannot be separated by the covariate information, while C1,Cs are
not well separated in the graph information (as seen from II). Hence, one would expect in this example that
using only a single source of information should not yield good clustering results. To demonstrate this, we
use the Normalized Mutual Information (NMI) criterion to measure the quality of the resulting clusters. It
is an information theoretic measure of similarity taking values in [0, 1], with 1 denoting a perfect match, and
0 denoting the absence of correlation between partitions.

Performance comparison. We will use K-SC and L-SC to denote respectively the results obtained by
applying spectral clustering on the Gaussian kernel matrix K formed from the covariates, and spectral clus-
tering (SC) applied on the Laplacian of the graph. Additionally, SDP-Comb refers to the method proposed by
Yan and Sarkar| (2020)); IR-MAP is similar to IR-LS but with the least-square criterion replaced by the MAP
to update the partition; ORL-SC (Oracle Regularized Laplacian SC) corresponds to SC applied on A + AK
where A is chosen to maximize the NMI between the (oracle known) true partition and the one obtained
by using SC on A + AK. For the implementation of SDP-Comb, we used the Matlab code provided by [Yan
and Sarkar| (2020) with the A given by ORL-SC. Figure |1| shows that the three iterative methods considered
(IR-MAP, IR-LS, sIR-LS), initialized with EM-Emb, provide significantly better clustering performance com-
pared to the other methods. The variance of sIR-LS is a bit larger than IR-LS and it also seems that sIR-LS
IR-MAP are more sensitive to initialization (i.e., more outliers). On the other hand, other methods based on
the aggregation of the two sources of information (SDP-Comb and ORL-SC) lead to a limited improvement in
clustering performance.
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Figure 1: Average performance over 40 runs of different algorithms under CSBM.
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Figure 2: NMI versus 7 (noise) under signed SBM, K = 20, n = 10000, p = 0.01.

Computational cost. We took the average of CPU time (in seconds) over 20 repetitions. There is an
important gain in speed obtained by replacing the MAP objective by a least square criterion. Moreover, the
initialization obtained with EM-Emb is very fast. The results are gathered in Table

L-SC

ORL-SC

EM-Emb

IR-LS

IR-MAP

Time

1.4

7.9

0.5

1.2

37.1

Ratio

2.7

15

1

2.3

70

Table 1: Comparison between computation times (averaged over 20 runs)

5.2 Signed SBM

A graph is generated from the Signed SBM as follows. First we generate an Erdos-Renyi graph where
each edge appears with probability p and each edge takes the value 1 if both extremities are in the same
community and —1 otherwise. Then we flip the sign of each edge independently with probability n € [0,1/2).
Our method sIR-LS can be directly applied to this setting, but we can also use the fact that the connectivity
matrix II is assortative to design a more specialised algorithm IR-SSBM (see appendix) that assigns a node
to the community which maximizes its intra-connectivity estimated probability. For initialization, we use
Sponge-sym (Cucuringu et al, [2019) for clustering signed graphs. Figure [2| shows that 20 refinement steps
improves the clustering.
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T T =7 “'3_

Figure 3: Sorted adjacency matrices and maps for Australian rainfall dataset (K = 5).

5.3 Australia Rainfall Dataset

We consider the time series data of historical rainfalls in locations throughout Australia, this was also
studied in |Cucuringu et al|(2019). Edge weights are obtained from the pairwise Pearson correlation, leading
to a complete signed graph on n = 306 nodes. We use the longitude and latitude as covariates X, and
Sponge (Cucuringu et al) 2019) to obtain an initial partition for sIR-LS and Iter-SBM (the version of
sIR-LS without covariates). We exclude IR-LS here due to its relative instability on this dataset (see
appendix). This shows that in some situations it can be better to use sIR-LS rather than IR-LS. Figure
illustrates the clustering obtained with Sponge (using only the graph), sIR-LS (integrating the covariates),
Iter-SBM (refinement without covariates), and K-means applied on the covariates. The use of covariates
in the refinement steps reinforces the geographical structure (orange points in the bottom right part of the
map disappeared), increases the size of smallest cluster (the violet cluster on the three first maps), and
strengthens the original clustering as seen in the sorted adjacency matrix, whereas Iter—-SBM ignores the
geography and K-means ignores the graph structure. Results for other choices of K are in the appendix.

6 Future work

We only analyzed sIR-LS and IR-LSS to reduce technicalities but we believe that the framework can be
extended to analyze IR-LS. The principle we used to design our algorithm could also be applied to obtain
a clustering method for bipartite graphs or multilayer networks. Another direction of research is to extend
our method to more general graph models integrating common properties of real-life networks such as degree
heterogeneity, mixed membership, presence of outliers and missing values.
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Supplementary Material
The proof of Corollary [1] is presented in Section [A] and the proof of Lemma [I] is presented in Section

Theorem [2] is proved in Section [C] and Theorem [3]is proved in Section [D] The technical lemmas used in the
proofs are gathered in Section |[E]l Finally, Section [F] contains additional experiments results.

A Proof of Corollary

We will prove a more precise version of Corollary [1] stated below.

[log(l/é)

Toe(877) 1, we have for all

Corollary 2. Assume that the assumptions of Theorem 1 hold. Denoting t* =
t>t* that T =7, 6 = § and

Proof. For convenience, denote 7 = 7(9§. Let t* be the smallest integer such that 7 > (%)tT(O); clearly,

¢ = [1e(/9)7  Then for t > ¢*, we have 7) = 7 = 705, and hence (from the definition of 5)), §®) = g.
log(8/7)

Therefore Theorem (1| implies that for ¢ > t*,

1 1 t—t* . 1 t—t*+1 . 1 t—1
1z, 2) <€(6W) + gg((s“*l)) +.. 4+ (8) W) 4 [(8> O+ + <8> 5(5<1>)1

[\ ) 1\
(8) 0Dy 4.+ (8) 5(5(1))] (since 6®) = § for t > t*)

INA
b
N
+

IN

8 3 1\ 1 Nt
?5(6) + ZT(O) [(8) +...4 () 1 (since for all ¢, £(6®)) < 37(9) by Condition I

IN
~J| o
a3
—
>,
S~—
+
&
(03]
\]/\
S
7 N
oo |
~_
-
|
-
%

B Proof of Lemma [1]

Let 6,6 > 0 . The ideal oracle error term can be upper bounded as follows

) < A2 (2 L (1—6—8)A2(,
z;be%:\ i {(eiotz; — o) AN (Eo WL, T, ) < —0=0=9)a2 (.00 y
7 Zi
My
n
2/ B
DD VLI A By
1= Zq
Mo
n
A2(z;, b)1 - C5A2(s, .
+,§;be[%:\ (2:,5) {(—€isfiv—t1p) — A By, W, Ty, — T, ) < —082 G000y
1= Zq
Ms;

We will first obtain upper bounds for each E(M;), i = 1...3. In particular we will show that the dominant
term is E(M;). Then, we will use Markov inequality to control £(9) with high probability.
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Upper bound of E(M;). Let us denote for any given i € [n] and b € [K] \ z; the event

—(1—6—8)A2(z,b) } .

0, = {<u )+ NEWIL, — 1) < 2

By using an analogous argument as the one presented in Lemma [10| we obtain
P() < exp(—(1 + o(1))A?).

Thus by taking § = 6 going to zero as n — 0o, we obtain

E(M) <> > A%(z,b)exp(—(1 +0(1))A%)

i=1 be[K]\z;
< nK exp(—(1+ o(1))A?)
< nexp(—(1 + 0(1))A?).

In the second line we used the fact that A2(z;,b) = A < A2 for all z; # b and A < \/logn/K — oo. In
the third line we used the assumption A?/log(K) — oo.

Upper bound of E(M;). Let us denote for any given i € [n] and b € [K] \ z; the events

~ ~ 75A2 Zi,b
Qo = {<€i7,uzi - ,Uzi> + >\<EzVVa Hzi: - Hzi:> < 4()} y

—0A2(z,
Q/z - {<€i7ﬂzi _IU/2:1> S 58(2:“())}7

and _—
- —0A=(z;, b
Clearly P(22) < P(%) + P(©25) by a union bound argument.

Let us first upper bound P(£2,). Recall that ny = n/K under the CSSBM by assumption, let us also
define n,,;, := ming ng. We keep this general notation because it is shorter and indicates how the proof can
be generalized to the unbalanced setting. By definition fi,, — p,, = > jec., n%’ hence
leil|* + € Yjec., €

J#i

(€r flzy — pzy) =

Ny,

Ljecs, i#i
nz,

and their entries are also independent. Moreover 7; is a centered gaussian random variables with independent

entries such that Var((n;)r) < 1/ngk. So by Bernstein inequality, it holds for all > 0 that

This last quantity is lower bounded by e;—m where 7; = . In particular ¢; and n; are independent
1

P <|m||2 > —(K+2vVKx + 2:5)) < exp(—zx)
N

which in turn implies

SA2 SA2
P(Jm<—Mgm) <P<Jm-<—(m§“’"

1
I < (5 4 2VET 4 20))
k

+P <|m|2 > ni(K +o2VKz + 2;1;)>
k
nk(gAQ

. )2 >
min + exp(—x).
K+ 2vVKzx + 2z p(=2)

< exp (—c
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Setting = /nr0A2 ;. we obtain P(Q) < 2exp(—Cd,/nxA2, ). Since § — 0 (as n — oo) at a suitably

min

slow rate, we have §1/n/K — +oco. Consequently,

P(Q3) = o(exp(—(C + 0(1))A,;,) = o(exp(—(1+ 0(1))A%)).

E’U

_wT .
i€Ck, JECK TRn = W, EW.;/, we obtain the decompo-

Let us now bound P(Q%). Since My — Mgy = 3
sition
MEW, L, — 1L.,.) = ME.W, W, EOW) + \(E,. W, W, ECOW)
where E(® is obtained from E by only keeping the ith row and column, and E_; is the matrix obtained
from E by replacing the ith row and column by zero. In particular, E(-?) is independent from E;.. The

second term can be controlled by using the same techniques as before. Indeed, the entries of WZ—r :E(_i)W are
independent and Var(W. . ECOW,,) < CEgex for all k. Denoting 7}, = W.), ECOW,, and 0} = (1}, )ke(x),

this implies

P (MW < -2 ) < P (ABWr) < -2 | v, gl < OPE (4 o))
k

pmal‘
+P (3 nl? 2 O (K + o))
n3 ) (SAQ ) )2
< K _ man main K _ .
< exp( Opmaw)\2(K+m)>+ exp(—x)

Here, we used a union bound argument for the first inequality. The second inequality uses Lemma [8|— which
provides a concentration bound for binomial random variables — along with the fact A < —2

_ Kpmaz "
Setting © = C\/MkPmaz0A2,;,, We obtain

- 7 ~
P (AEWor) < -2 ) < 2exp(ey MBrazdt) = ofexp(-5)

since 0 can be chosen such that 1/7”Lkpmam5 — 400 (because by assumption npmq. < logn > K4) and
It remains to control (E; W, W. E@W). Using the fact

Eij’ .
Zj’eck "zE‘”k lf k 7& Z;
2 Z i’ ifk = Z;

j'€Cr nzl

we have

; _ E'., E'.., E,"/
(EW, W EOW) =3 S T:ﬁ”n Z J‘

2
k2 jEC jec., "
J'€Cy,
2 2
- Z ; +2ns Z 2]
z : Nk . n;.
v \J€ECk JeCz; i
>0
Consequently, P (©4) can be bounded as
4 / SA?nm X2
P(Q3) <P { ME:W, ;) < 6 )= o(exp(—A?)).
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Upper bound of E(M3). Let us denote for any given i € [n] and b € [K] \ z; the event

—0A2(2;,b) } .

Q3 = {<_Ei7ﬁb - ,LLb> - >\<E1Wa ﬁb: - Hb:> S 4

First observe that .
€; Zjecb €j

N,

i

(€5 b — p) =
therefore this term can be handled in the same way as before. Moreover, we have
MEW, Ty, — I,) = ME.W, W,) EOW) + \(E. W, W,] ECOW).

The second term can be handled in the same way as before by using a conditioning argument. Now observe
that

X 1
T
wwweow) = L (Sm ) (5 8
Zi JECy j'€Cs,

where > jec, Bij and > jrec., E;j are independent subgaussian random variables. Thus this term can also
be controlled by using the same conditioning argument as before.

Conclusion. The previously obtained upper bounds imply

E(£(0)) < BE(M;) < nexp(—(1+ o(1)A%).
Finally, by Markov inequality, we obtain
P(£(6) > exp(A)EE(6)) < exp(—A).

But since ) .
exp(A)EE(S) < nexp(—(1 4 o(1))A?%)

we obtain that with probability at least 1 — exp(—A)

£(8) < nexp(—(1+ o(1))A?).

C Proof of Theorem [2

The general proof strategy has been presented in Section In Section we will make the error decom-
position explicit. Then, we will control the different error terms in Sections and [C.4] Finally, we
will conclude by applying Theorem []in Section

C.1  Error decomposition for the one-step analysis of IR-LSS
We will assume without lost of generality that o = 1 to simplify the exposition. Let i € [n] and a € [K] be
such thaiﬂ z; = a, and let
n (P00 g®)
og
K(p® —q®) 7 \¢® (1 -p®)

denote the scalar corresponding to the diagonal entry of the inverse covariance matrix E,(f). Similarly, let us

denote
p(1—q)
K(p—q) to (Q(l p)) '

1Depending on the context we will interchangeably use the notation z; and a.

A®) —

A=
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Given the current estimator of the partition Z®), node i will be incorrectly estimated after one refinement
step if
a%a@qunfu9W+Mmmumﬂfnﬁm

or equivalently, if there exists b € [K]\a such that
1 = 12 + A4 O T2 < (12X = p]2 4+ A0 4w - T,

The above inequality is equivalent to

- - —A2%(a,b)
2

<€i»/-ta - ﬂb> + )‘<Ei:VVvHa: - Hb:> < + Fi(lf) + Gl(z) + Hi(lf)

where -
A%(a,b) = ||pa — pol® + Al|Ha: — I | ?, ik = X " Wiq, and I, = W, AW

for all k € [K]. Furthermore, the terms Fi(lf ), GZ(-Z) and H Z.(lf) are given by

Eyy) = (i (= 1)) = (i = ) + A B, (Mo, — 1) = (. — T,

+ )\(t) <E1(W - W(t))a ﬁa: - 1:Ib:> + (>\ - A(t))<EZI/Va ﬁa: - ﬁb:>a
26 = (|[pta — 1P|? = e — ftall?) = (10 — 1112 = ll1ta — s][?)
+ A0 Pw® — 1O (12 — | WO — W, AW D2
2O PW® — V|12 — || PW D — W,T AW D|2)
and  2HY) = ||ia — fial® — lta — il + |lita — 1]
+AO([PW O — W AW O — ||Pw O — w,T AW D2 4 ||TL,, — IL,,]?)
+ (A = AT, — I 2.

The main term in this decomposition is

_AQ (a7 b)

<5i7 ﬂa - ﬂb) + )\<E’LW/7 1:J:a: - ﬁb:> S 9

and corresponds to the error when the current estimation of the partition is the ground truth partition. It
is controlled by Lemma

The three error terms will be controlled in different ways. The error term F i(bt) depends in a crucial way
on i and t, it will be controlled with a l5-type norm (see Condition . The square of the error terms GEZ)
and |H i(lf)\ will be controlled uniformly (see Condition .

Lemma 2. Under the assumptions of Theorem (that are also satisfied by Theorem@) we have w.h.p. that
for all 29 such that 1(zM, z) < 7,

HP| 80
max max -———5 —_—
i€[n] be[K]\z; A(Zl, b)2 - 8

C.2 Bounding the error term £

(1

In this section we are going to show that Condition [B]is satisfied.

Lemma 3. Under the assumptions of Theorem (that are also satisfied by Theorem@) we have w.h.p. that
for all 29 such that 1(z), z) < 7(0),

belkI\=: A2(z;,b)l(z, 20) = 256

n (t)y2 2
S (P2 0

i=1
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Proof. We need to upper-bound of
- (Fy))”
{z(t):l(z,ni?t))()g'r(o)} ; ber[nKaf\(zi A(Zl, b)ZZ(Z, Z(t)) '

To this end, we can decompose Fi(bt) = Filb’(t) + Ffb’(t) where

F5 = (e, o — 1) = G — i)
is the error arising from the GMM part of the model and

F2O = XO(B, WO (M1, — T — (T, — TI)) + AO (B (W — WO, T, — 1) + (A= AV (B W, T, — 11,

is the error coming from the SBM part of the model. We have

n Fl,(t) 2 n an(t) 2
F <2 max Z (Fip ) (Fip )

max
{zM):1(2,2(0) <7 (0} £
i=

2
“be[K\z A(2,0)%1(z, 2() * {z®:(z, ) )<TO} = Z K]\21 (2i,0)21(z,2(1)

F® F®

and it is sufficient to individually control each term.

Control of F;. We follow the same steps as in |Gao and Zhang| (2019), the only difference is that we use
a different definition for A. To begin with,

(t) - ()2
) (€3, uzl uzl ) — (fiy — 1))
F S Z Z b)QI(z,z(t))

i=1be[K]\z;
~ () ~ (t)\\2
(€is (fla — pa”) — (o — 1))
Z} Z\blgc: (a,b)2l(z, 2(®)
() ~ Y12
) — (=, )l
Z Z I Z ci€j i (a b)2 l(z,bz(t))b )

a€[K]\b i€Cq

We first need to control || > e,»eiT|| which can be done using the following lemma.

1€Cq

Lemma 4. Let ¢; '~ N(0,14). With probability at least 1 — exp(—0.5n), we have

I el sn+d

i€[n]
Proof. See Lemma A.2 in |Lu and Zhou| (2016). O
Next, we need to control ||, — (t)||2 for all @ € [K], this can be done with the following lemma.

Lemma 5. Under the assumptzons of Theorem@ the following holds with probability at least 1 —n~*V)  [f
2 satisfies (2, 2) < 7(0) = % then it implies

- K (d+logn)
1. maxpex) ||k — prl] S @7

2. maxye ) [[E(X)T (WY — W)l S 7251z, 2),
(d+n)l(z(D) 2) K K(d+lo nlz(t),z
5. maxeq) (X = E(X0) TWLY|| g SR e e

KA/ (d+n)l(z®) 2
4o i — )| < 0 A IETLS)

nAmin
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Proof. Straightforward adaptation the proof of Lemma 4.1 in |Gao and Zhang| (2019). O

By combining the different bounds, we can now conclude that with high probability,

2
0 o K*(Kd/n+1) K(d/n+1)
{z(f'):l(;g),Z)ST(o)} Fl ~ A?nzn b A%nln '

This quantity goes to zero when A2 . /K3 — +o0.

min

Control of FQ(t). Here we can not directly apply the framework developed by |Gao and Zhang (2019).
Different changes are necessary and we need to deal with additional dependencies.
Let b € [K] # z;, we then have the bound

(Ey ) < 30O(BW W, (I, — TY) — (1T, — 11,)))?
+ 3B (W — W), 1L, — I0,))?
+ 3(>\ - A(t))2<E1VV7 ﬁa: - ]-:-[b:>2
= F3 + F3, + F3.
We drop the superscript (¢) in the notation for the terms Fay, Foo and Fas for convenience, but clearly they

depend on t as well. We will now bound each of the terms Fy; for i = 1...3 separately. Starting with Fbq,
first note that

(B, ([, = T) = (I, — L)) < 4| BW | max [T, - 1171

With high probability, for all 2 such that I(2®*), z) < 7(%) we have

~ t t 0T
e [Ty, — T |1° < 2 mc [[(Wo, = W) TAWP 42 oo [[I740 T AW — W)

ke[K]
2
K2 Pmazl (29,
<< P (2 Z)> (by Lemma [14))

~ nl'SAmin
4 (t) 2
< K pmaa:l(z ) Z)

~ n3A2

min

and since A® < X (by Lemma it follows that

- F3 > K*pmasl (2, 2)?
< )\ EZW(t) 2 max )
; ber[rl}?]‘)\(z" A2 (Ziv b)l(zv Z(t)) ~ ; H . H TLBA%”“
< x| w0 | K Pmarl 210.2)

AL
< e o) p el 0, 2)
< NK mem%w (by a consequence of Lemma fifth item)
< w (since A S )
< AI;” -0
where we used the fact w < ¢ for the last line. Indeed, K:L(AZ?)’Z) < nKAT;O) =

min min min
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Let us define A2(a,b) := ||T,. — I, ||* for a,b € [K]. Since
F3y S NE(W = W)L, — O] S A B (W = W)L, - ]

hence we have w.h.p. for all z(*) such that 1(2(*), z) < 7(0)

. F222 1 )\HHZ _1_[1):||2

<A E.(W - W2 ———— Az 7 2601
;rﬁq’\‘ Az b)2l(z,20) ~ Z 1Pt Wm0 bl ™ AGn b

A

SIIEW - W(t))\ﬁvm (because A*(z;,b) > NA3(2i, b))

SK|EW - W) 2————

< KB I

K31(z® 2
) )\Knpmam# ( by Lemma
3
hS AT — 0.

Using the same proof technique as in LemmalI]
(<E’LM/7 1:—[0,: - ﬂb:>)2 S KpmamAg(au b)
holds w.h.p. Since by Lemma [16{ we have w.h.p. that for all z(*) such that I(z(*), z) < 7(0)

K21(2W, 2)

A )\ < A
| | ~ 2V npmaa:nAmin
we obtain
n 2
F223 2 ( Kzl(z(t)vz) ) 2 = o2 1
max <N —— E,W max ||IL,,, — I},
;bE[K]\Zi Az, b)%l(z,20) ~ VPmazAmin 21: 1E: Wl bE[K]\2s I, al A2(z;, b)l(2®), 2)

<\ K*4(2®, 2)
~ N Pmar AL
<. N K4(2®, 2)
~ KPmaz "°Pmas Al
K*(2W, 2)

AL, — Iy, | |2
E 2 i
VWl 8.~ A% Grh)

Kpmaz (by Lemma E[)

S 2
n2pmamAm¢n
3
< K
NPmazx
KS
5 27 _> 00
Aﬂu’n

Consequently, we have established that Condition [B| holds for all § = o(1) such that 62 = w(K3/A2 . ).

min

O

C.3 Error term G’EZ)

In this section we are going to show that the G - error term satisfied condition [C]

Lemma 6. Under the assumptions of Theorem (that are also satisfied by Theorem@ we have w.h.p. for
all 2 such that 1(2®), z) < 7(®)
GPL 8

max max ————s < —.

ic[n] be[K\z A(z;,0)2 — 8
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Proof. As for F(b) we can split G(t = G1 &) 4 sz where

1 ~ ~
G = o — 1OV~ [pta — fiall?) = (lita — 1”112 = |ta — fin][?)

G“” AO(Pw® — D2 — [|PW® — W, AWD|12) - A\O (| PO — 1|2 — ||[PW D — Wy, AW D ||2).

By the proof of Lemma 4.1 in |Gao and Zhang] (2019) (last inequality of page 46, equations (115) and (118)),
we have w.h.p. for all z® such that I(z®), z) < 78,

2
1,(t) (t) ¢
|G| < Kli(z ’Z)—FK Kli(z®), 2) A-2
A2(a,b) ~ nAmin nAmin min
Ki(z®, 2) Ki(z0,2) \ Ki(zV,2) Ki(z®), 2) Ki(z®), 2) 1
O\ 7T K ) ) A2 Nile <) K D, <) AL
Ki(2W, 2)? 1(z®), 2)
~ n2Afnin nA?nm
l Z(t), z . 2,z 2
L ince K57 < 1 and " < )
Kr®
~ nAIZ‘HiIl
TKrt-D K
< max (8 ngfm nAf:m> (by definition of 7))
7.8
< max (8(76)5(t), 66> (using 7 = 7(9§ and also the definition of §(*))
< e, (since § < 6(®))

Now by choosing € to be a suitably small constant (< 1), we obtain

|G1’(t)| 5@
b < :
A2(a,b) — 16

To bound G?Z;(t) we will adapt the method developed in [Han et al.| (2020). We have by direct calculation

27(t)
Gi

(Y~ WLAW O — [T~ Wy AWO|) + (PO — W, AW, W AW —T10)

< P — W, AW® W] AW® — 1Y)
+2 \<(Ha; ) ZTWO (W, Wfbt))T AWW
= Ga1 + Gz + Gas.

We drop the superscript (¢) in the notation for the terms Ga1, Gas and Gag for convenience, but clearly they
depend on t as well. First observe that w.h.p, it holds for all z(!) such that I(z(*), 2) < 7(!) that

K3p l( (t) 2)2
T T max k)
Gar < e [18) = WTAW® 2 = ma [ = W) TAW O 5 ZPmeety

min

where we used Lemma [[4] for the last inequality. This implies by Lemma [I5] that

)\(t) K2] (t) 2 K2 (0) 5(t) 2
e Ga1 < (24 2) < (T - )
ve[K\z A%(z;,b) n2A n2A

min min
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A0
which implies max¢ k] -, ngbl) S (51(6) )2 using the same argument used earlier (for suitably small constant

¢ < 1). Next, in order to bound Ggg, note that w.h.p, it holds for all 2 such that (2®, z) < 7(!) that

Gao < 4 max ||[W.] EW®|| max [|(Wy, — W) TAW®)|
a€[K] ’ a€[K] :

K\/p’rnaw Klj\/pnmxl(z(t)v Z)
< NG WA (by Lemma

1(z®) 2)
< K2'5 Pmax 5

which in turn implies
AHGoy VK Ki(z®,2)
max <
be[KN\z A(2i,0)2 ~ Apyin nA2
= 0(9)

(since A& < n/(Kpmaz))

as VK /Apin — 0 and Klflzz ) <,

min

Finally, in order to bound Gas, note that w.h.p, it holds for all z(*) such that l(z(t), 2) < 7@,
Gaa % 1l = T0) 2T WO e [|(Woy = W) T AW )|
c :

K® maz! (t)’
< Bafa,b) -V Pral 7, 2)

n1'5Amin

which implies

MO Gy < )\AQ(Zz‘,b) K5 Dmazl (21, 2)

velihne Az b)E ~ " Az, b) | nb SAgnm
f\/Kpmam Ki(z®), 2)
vn nA?mn
Ki(2W, 2)
S 7’”Agnzn . (since A < Kpmaz)
For a suitably constant € < 1, this then implies
A Gog 5@
ber[nKaf\(z,- A(z, )% — 16
O

t
C.4 Error term Hi(b)
In this section we are going to show that the H - error term satisfied condition [C]

Lemma 7. Under the assumptions of Theoreml (that are also satisfied by Theorem@) we have w.h.p. that
for all 29 such that (2, z) < 7,

max ma, |H’(£)| < o
X X —2—0 < —.
ic[n] be[K\z A(z;,0)2 — 8

Proof. As before, we can split Hi(t) = H (&) 4 H2 ) Where

2HLD = |1t — fial® = [1ta — fin][> + [|1ta — o] |2
2H; W = XO(|P.W O — W, AW D)2 — ||PW D — W,T AW 2 1 ||, — Ty]|2) + (A = AD)| [T, — |2
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By an immediate adaptation of Lemma 4.1 in |Gao and Zhang (2019) it holds w.h.p. that for all z(®*) such
that 1(z®), 2) <71,
|Hi1b’(t)\ < K(d+logn) K(d+logn)
Az, )2~ nA? nA?

min min

as long as K/AZ, — 0.

It remains to uniformly control Hfb’(t), let us split i as Hfb’(t) = A\® H, + H,. First note that by Lemma
it holds w.h.p. that for all 2(*) such that (2, z) < 78,

Ki(z®, 2)
nA?

min

Hy = (A= X)), — ]2 < A AZ(a,b)

which implies

KGO, 2)
Az, b)2 ™~ nA2.

min

; |Ha| s
Then, we obtain AebE S TG

Now observe that

for a small enough constant € < 1.

Hy:=||P.WO —w I AW® |2 — |P.Ww® — W] AW D2 4 ||IL,, — IL.||?
= WL EWW|]? 4 (||, — | |> = ||P. WD — Wil PWO]|?)
— ([|PW D =W, AW |2 — || Pw D — W, PW D)%)
= (IMa: = Ty ||* = [| P WD = WL PWO]2) 4 (W, EW D)2 — |[W,] EW O |[?)
+2(P.WO —w, pw® w ] EW®)
=HY + 1Y + HY.
By writing
PO —w,Ipw® = (11, —11,,) 2T W®,
we obtain w.h.p. that for all 2(*) such that I(2(*), z) < 7(),

K\/Pmax K
H | S PO = W PWOWE EWO| S Mo = | =25 < [ Mo — [P 2
In particular,
AOHE | M3 bK K Lo
A2 (Zi7 b) ~ AQ(Zi; b) \/np’rnaw ~ \/npnum:
Next observe that w.h.p., it holds for all (") such that 1(2("), 2) < 7(!) that
K?p
WL EW 0|2 = W, EW O] < ma WL Ew 0|2 = Lmes
’ ' ke[K] ' n
where the last inequality uses Lemma This implies
¢
A%(zi,0) ~ AL,
Finally, it remains to bound |H l(tl) |. To begin with,
| = (1M, = T 2 = 1P = Wl PW O 2| = [ = |2 = [[(TT: — 1) 2T W2

2We drop the superscript (t) in the notation for Hy, Hy for convenience, but clearly they both depend on ¢ as well.
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Using the fact
2
IIML: — 0| — ||y — Hb:)ZTW(”HQ‘ < (HZTW@ _ IH +2 HZTW“) _ IH) L, — 10,12,

we obtain by the proof of part 1 of Lemma [14] that w.h.p., it holds for all z® such that I(z®), z) < 7(*)

Ki(z®, 2)
nA?

min

t
|HY| S [Ty, — T 2

which implies

AOHD| _ KUz, 2)
A2(z;,b) ~ nA?

min

Then as before, for a suitably small constant € < 1, this implies

AOIHP| _ 50
()
A2(z;,b) — 16

By summing all these inequalities we see that G%) and Hz(zf) satisfy Condition O

C.5 Conclusion

By Lemma [3] [f] and [7] the Conditions [B] and [C] are satisfied. In order to apply Theorem [I] we also need to
show that Condition [A]is satisfied. To this end, let us define the events

1—060

QW) := {Ci(a,b) < — ( ) A%(a,b)}, t>1,

where we recall that

Ci(a7 b) = <€i7 ,aa - ,[l‘b> + )\<E1VV7 Ha: - 1_[b:>-
Note that by definition of 5(”7 we have for all ¢t > 1

Q") € QW) = 1gpw) < lgpmy = £(6W) <E6EW). (C.1)

Hence it suffices to bound &(6(")). To achieve this, it is crucial to bound P(Q(6(}))) since the bound on
£(6M) then follows via an easy adaptation of Lemma

We can bound P((§™")) by an immediate adaptation of Lemma [10[ — we just need to replace A?/4 by
(1 —8MW)A%/4 in the last step of the lemma, leading to

P(Q(6M)) < exp(—(1 — 6% +0(1))A%).

Then as mentioned earlier, an easy adaptation of Lemma along with (C.1]) implies that w.h.p., it holds for
all t > 1 that )
€(6W) < mexp(—(1—8W +0(1))A?).

But we know that 3

T = 17(0)5
for n large enough, by a suitable choice of § = o(1), and the fact that A2 =< logn/K — oo. Hence the

assumptions of Theorem [1| are satisfied. Moreover, for all ¢ 2 log(1/4), Corollary [1| yields the bound

nexp(—(1 —6W 4 0(1))A?) <

=~ w

1(21), 2) S £(8) + 70 (1/8)OUE/D) < pe=(1+olNAT 1 70)(1 /g)t=O1oa(1/0),
Since 7(?) < nlogn/K and § can be chosen such that log(1/8) < logn, we obtain that for t > logn

1(z0, 2) < ne~(Ito(1)A%
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D Proof of Theorem [3

Proof. The proof follows the same lines as in (Lu and Zhou, 2016, Theorem 3.3), only the last part needs to
be changed. For the sake of completeness, we reproduce the arguments below. Let us denote

=D Lz ) (D.1)
1€[n]

to be the unnormalized Hamming distance between 2/, 2" € [K]™. Without lost of generality we can assume
that
min |l — puge || = [l1n = prz]l-

For each k € [K], let T}, a subset of C;, with cardmahty . Define T = U - 1T} and
Z={2:%2=z foralli€T}.
For all Z # Z € Z we have
h(2, 2)

n

<

=

and for all permutations o € S, 0 # Id ( where Id denotes the identity permutation) we have

h(o(2),2) > 1

n 2
Thus r(2,2) = @ Then following the same arguments as in the proof of Theorem 2 in |Gao et al.| (2016])
we can obtain
igfgtelg E(r(2,2)) > 6|TC| Z 2K2 1nf (P1(2 =2) +Pa(2, =1)) (D.2)

1€Te

where P, denotes the probability distribution of the data when z; = k. By the Neyman Pearson Lemma, the
infinimum of the right hand side of (D.2) is achieved by the likelihood ratio test. From (Zhang and Zhou,
2016. Section 3.1), the log-likelihood of the SBM part can be rewritten as

p(l—q) y

1<j

where f(A) doesn’t depend on z. Consequently,

1

1—
=P | —0.5/|e;]|* + log (p( q)) Z Aij < =051 + € — pol|* + log (
91 -p)) ==

) > A (D.3)

p JECa

Lett us denote Z; = log(zg:gg)(zjecz Aij = > jec, Aij), this is a random variable independent of ¢;. So we
ge
(D3) = P(0.5]p11 — pall® — Zi < (€5 — p2))
> P(0.5]|p1 — pal* = Zi < eis pn — o) | Zi > 0)P(Z; > 0)
> P(|lp1 — p2l[* < 2(ei, 1 — p2))P(Z > 0)
A2 1 1 — 2
> exp ( 1) exp _p 3t ))2@ Va) >

> exp(—(1+0(1)A?).

Here we used for the penultimate inequality a result from the proof of (Lu and Zhou, [2016, Theorem 3.3)
and also use (Zhang and Zhou, [2016, Lemma 5.2). O
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E Technical Lemmas

In this section we provide some useful inequalities which are used frequently in the proofs of our main results.

E.1 General concentration inequalities

Lemma 8 (Chernoff simplified bound). Let X1,...,X, g B(p). Then
p(|L > Xi—p| >t <exp(—2nt?)
nem | ) |

Lemma 9. Assume that A ~ SBM(Z,11). Let E = A—E(A). Then with probability at least 1 —n~*1) the
following holds.

1. ||E|| £ /"Pmaz,
2. [|EW||E S K*Pmax-

Proof. The first inequality is a classical result used for SBM in the relatively sparse regime p,,q. = w(logn).
It can obtained as a consequence of Remark 3.13 in [Bandeira and van Handel| (2016)). The second inequality
follows from

IEW[E < KIIEW|* < K|[E|*[[W][* < K*pmas-

E.2 Concentration rate for the ideal oracle error under CSSBM

Lemma 10. Recall that

(1 =8 —NA2(2
Q1 = {<67L7,U/zi - Mb) + )\<E’LM/7 Hzi: - Hb:> S (1 5 25)A (Z“b)}

and suppose that 6,6 = o(1). Then under the assumptions of Theorem@ we have
P(21) < exp(—(1 +o(1))A?)

where
A% =

0| =

. logn
I,?}CI}HM — | P+ 7(\/17* V).

Proof. We are going to bound the m.g.f of Z = (e;, p,, — pp) + AN(E;. W, I1,,. — II,,.) and use Chernoff method.
We have for all t < 0

log Eet? < log Be(€it=i ~Ho) 4 Jog EetMFuWillz; —1lb:) (by independence)
< I, — ,Ub||2§ + % log(pe*P= VK™ 1 — p)(ge”PMPmOE/ 11— g)
—tA(p—q)*.
By choosing t = —1/2 we get

et)\(p—q)K/n — q(l — p)

and thus
log(pe*P=DE/™ 1 1 — p)(ge=MP=DEM 11— g) =log(pg + (1 — p)(1 — q) + 2v/pg/ (1 — p)(1 — q)).
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This last quantity is equal to —(1 + o(1))(/p — +/@)?. We can now conclude by remarking that

1 1 A2 .
() < P (~gemn = o)~ GMEIIL, = T > (14 o(1)) 222 )

hence
z_ A%
P(Q;) < Ee~ %%
2 2 n >\ A?nzn
< exp( 12010 214 o(1)) (5= v+ 50— 0)? — (14 0(1) i)
< exp(—(1 + 0(1))A?),
since A7, = ||z, — o] |* 4+ 2A(p — 9)*. =

E.3 Concentration rate for the ideal oracle error under the general setting

In the general setting it is more difficult to derive a sharp concentration inequality for the oracle error. Here
we use gaussian approximation, but it leads to a slightly sub-optimal convergence rate.

Lemma 11. Recall the definition of Qq from the previous lemma. Under the assumptions of Theorem [f] we
have

IEJJ(Ql) < exp < Afnzn) .

Proof. First observe that

B WL, — ) = tA Y (ILk — i) @
ke[K] i
= > ALy —ku)Zjeck s
ke[K] Mk

The sum over k involves independent random variables so in order to bound the m.g.f. of (E; W, II,. — II}.)

it is sufficient to control the m.g.f. of > —1II,, for each k. Setting t' = AtW’ we have

jECk
log E(e! Tice, (Air=Tlk)y — log(Hziket’ +1—11,;) — npt'TL,, 1
< Il p(ef —t' — 1)
e(t)?
2
< 1.5nkPmaz (AL

< ngll, ;. by Taylor-Lagrange inequality
f y lay grang

I,k — Mg
g

< 1AL, — |2

)2

For the second inequality we used the fact that for 0 < z < 1, log(1 — z) < —uz.
Consequently,

t2
log Be'” < ||z, — puol|* 5 + LOA[TL:,: — I
and
P(Q) < ellisi bl P LN, ~T 242 22600
For t = 1/2 we then obtain

Hpz, —ppll?
P(Q) <e v M ll® < g AN,
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E.4 Useful inequalities to control the error terms

Recall the Hamming distance h defined in (D.1]).

Lemma 12. For all 2,7 € [K]™ we have

l !/
h(Z7Z/) S (AZ;Z)
Proof.
A(zz,z;)2 1(z,2")
Z 1217&/ < A2 ]-z,;éz; = Agi
i€[n] i€[n] man mimn
O
Lemma 13. Assume that for some a > 1
n an
aK — - K’
Ifl(z,2) <nA2,. /(2aK) then for all k € [K]
n ) _ 2an
— < < —.
20K =" =K
Proof. Since for all k € [K]| we have n/(aK) < np < an/K,
)DEEED DIRED ST SEIpRS
C(f) Zeckﬁc(t) 1€Cy, ZE[’I’L
n ’ Lemma[2 pn l( Z(t))
> ok e e e - TG
an
>
2K
by assumption. The other inequality is proved in a similar way. O

Lemma 14. Assume that A ~ SBM(Z, 1) with equal size communities and suppose that the conditions of

Theorem|Z| are satzsﬁel Then with probability at least 1 — n=W) the following holds for all 2 such that
1(z®,2) <70,

1.5
1. maxyer (W5 = Wil € 7fza—1(:9, 2),

2. maxyeq |V — W) TAW|| S Kme (2 0)),

T K (2
5. maxge () WO T AW — W) g EVEredlc2)

L5 Amin ’

Z(f) z
4. maxper |[|[(WE = W) TAW )| < K Ptz 0.2)

nlSA 0
5. 11Z2Tw®| <1,

Proof. This is a rather straightforward adaptation of Lemma 4 in [Han et al.| (2020)), but for completeness
we include a proof adapted to our setting with our notations.

3These assumptions are clearly satisfied by Theorem [2| as well.
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Proof of 1. First observe that Z is rank K and Ax(Z) =

Wi =Wl <n

—1/2

min

/TMmin SO that

|1I—2Z2TWw®.

For any k € [K], denote 6, = 1 — (ZTW®),,. Since for all k, k' € [K]

we have

Therefore,

127w

(ZTW®) =

ZiGCk 1 (t) =k’

MO

ke[K]

k' e[K)\k

0<0 <1, Y (ZTWD)py = b
k'e[K]\k
—Il= | > g+ Y (ZTWOR,

> (ZTWO)

< Y|+
k€[K] k' €[K\k
< kY 8<vay s
ke[K] ke[K]
ZEC(t) 1.2k
- f Z (t)
ke[K) Ty,
< V2max(m) 7 301 o
i€[n]
Lemma @3 Lemma, (t)
SR TERIC g2

~ nA2

Proof of 2. Observe that with probability at least 1 — n~ 1) we have

max [|(W,
ke[K]

(t)

=~ W) AW < o [|(W) —

< max ||(W(t
ke[K]

S ||Hb: - Z

jec?

S = >

ject?

min

Wk)TPWH + maX [|[(W.

W) ZH||+||EW|| i [|(W

|| + Cv/ Kpmax max (W,

NG
25t || n K? \/pmaacl
Tll()t) 1 5A3n'm
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Recall that AZ(a,b) := ||, — I,||>. Then we have

HZJ'Z 1{zj:b’}
I — Z N0 - Z MO (Ip: —Thy:)
ject? b jec? b
b €[KI\b
<C’5 Z max Ay (b,b')1 /
= n g 2\Y, {z;=b'}
ject?
b E[K]\b

K
< C—=max Ay (b, b')h(t, tD)
n bb

___ T (t) 3 , 1 < Amin

< CﬁnAznml(z, z\M) ( since maxy pr Aa(b, ') < oy for SBM)
K1.5 /7pma:c .

S C n1‘5Amm Z(Zv ( ))

Consequently, by summing the previous bounds and using the first inequality of the Lemma we get

KI.S\/i K2
(t) T Pmax VPmazx
o (W = W) AWI S = 58— Uz, 21) + a1z, 2).

In our setting A2, =< logn so the first term is dominant.

. ) T 7 7403 B <
Proof of 3. First let’s bound maxeck ||W,," P(W — W")||. By Lemma [13| we have ||[W,.”|| < /K/n,
S0

ma WA TPOW = WO)| < mas W7 2] 12T (W = W)
€[K] ke[K]

Szt W - wY)|p

S VE max [[(WS) — W) T Z1]|
ke[K] ’

S m“% 2®). (by the proof of part 2)

We now give an upper bound for maxy¢(x; ||W(,f)TE(W — W®)||. By triangle inequality,
T
(W EW —WO)| < [[WLEW = W) +][(WS) — Wi) TEW - W),
First we have

IWLEW = WO < [[Wall B0V - W)
K2 max
< ﬂl(z(t),z),

~ IBA2
On the other hand, we also have
1OV = Wi TEQV = WO < [ W= WO — W)
< BV wma [ — WP
- K3'5\/ml(z(t), 2) (20, 2)

~ nQA'?n'm nA?mn
< KS.S\/pma:cl(Z(t), Z)
~ n1-5A72nin
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where the last inequality comes from the fact that by assumption I(z, (1)) < 7 < ¢

o
Thus it follows that
t) 2y
]grel?XHW TPW W) g nlSAmm :
Proof of 4. First note that
(W = W) TPW O < (W) — W) 1)) 27w )|
Kl B Pmacl (2 z)
N nl Am'Ln
Furthermore, by the same argument as before,
W5 = W) TEW O < |(WS) = W) TEW D — W)l + ||(WS) — W) TEW||
K2\/p
< KB max | [W, = W |IP + — 120, 2)
mn
K \/pmaz ( (t) Z)
S nlSA2

We obtain the result by triangle inequality.

Proof of 5. Since ZTW = Ix we have

1ZTW Ol < 14|27 WO =)
<1+ -2Z2"TwW)|
1(z®, 2)

<1+ K———+ AT (by Equation (E.1))

<1. (by assumption on 7(%))

O

Lemma 15. For sIR-LS we have with probability at least 1 —n~*®") that for all 2 such that l(z(t), z) < 7(0)

KVvK l(z
max (RS ‘g;z@(“,z)’ PAREPYS A(A?m:)'
Proof. First observe that
KVK
— gl = 1T WS — Wl < Wi — Wl <
;g%\nk nk| = max |1, ( W)l < v max [[W” = W] AT 1=, 2)

by Lemma [T4]
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Then note that we have

max

|p(t) — Pmaz| < IS%M\(VV:(;))TAVV:%) — W—krPWk/H (the max is 1-Lipschitz)

< max((| (W) TEWD|| + (W5 = W) TPWD|| -+ WL POV = W) )

K15 /Dol (t)7
< mI?XHW(kt)HzﬂEH + n;f-5A (Z 2 (by the proof of Lemma [14))
K\/pmax n K1'5\/pmaxl(z(t)a Z)

\/ﬁ nl'SAmin
< K1'5\/pmaxl(z(t)a Z)

~Y
n1'5Amin

(t)
< K Kli(z",2) Do
~ NPmax nAmin

(t)
< Kli(z 7z)p
~ nAQ max

min

since A < y/logn/K. Consequently,

N

& 1l < nsfl)ln Pmax 1
)\ o Nmin pv(vi)am

nsfl)’bn — Nmin Pmazx Pmazx — psrtl)am
= o | 0
Mmin Pmax Pmax
K Ki(z®
< 2\/2 (=0, 2) + M
n Amin TLAmm
Ki(z®, 2)
nA?

O
Lemma 16. For IR-LSS, we have with probability at least 1 —n~Y) that for all 2V such that l(z(t), z) < 7(0)

Ki(2®, 2)
nA?

min

IAD — ) <A

Proof. By a similar argument as the one used in Lemmawe have with probability at least 1 —n =) that

<w7m<§ﬂflﬁ
~  nA? ’

min

Ki(z®), 2)
M“*ﬂigzgr—@

min

p

This implies
p(t) — ¢

:1+O<@+@Kﬂwxd)=1+O(K“N%@)

(p - q)nA?mn nA?nzn

p—q
because p — ¢ 2 p. Thus,

p® p
o (w) ~loe (J\ B

®) Ki(z®, 2) Ki(2W, 2)
p q _ ) — ’
o ()| 2w (0 () -0 (S2).

min min

Hence
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since log(p/q) is bounded above by assumption. Consequently,

A® Ki(2®, 2)
1 — ).
o(Fa”)

min

F Additional experiments

F.1 Heterophilic SBM

If we disregard the covariates, our algorithm can be used for inference under a general SBM, in contrast to the
method proposed by [Lu and Zhou| (2016) which was restricted to the assortative setting. In particular, our
algorithm also works for networks with heterophilic communities. The following experiment illustrates the
gain in term of accuracy for IR-LS initialized with A-SC (spectral clustering on the adjacency matrix). It also
shows the interest of using more than one iteration in the refinement step with the MAP (this corresponds
to IR-MAP(1)).

We consider n = 1000, K = 3, Z; s Multinomial(1;1/3,1/3,1/3) and

0.2 005 0.1
II=1{0.05 0.15 0.05
0.1 0.05 0.03

The NMI is averaged over 40 repetitions; the results are shown in Figure §] We also considered the VEM
algorithm implemented in the R package blockmodels , but the running time was prohibitive
(approximately one hour for a single Monte Carlo run, whereas our algorithm take a few seconds). It
nevertheless returned the exact partition as IR-LS.

10 — —r
0.9

0.8

0.7

NMI

0.6

ko

0.5

0.4

st o)
B (A4 W
ot

Figure 4: Average performance of different algorithms on a heterophilic SBM, over 40 Monte Carlo runs.

F.2 Australian Rainfall

We reproduced the experiment presented in Section[5|but with K € {3,7,10} (see Figures[5 [6land[7). We can
observe that sIR-LS provides a visibly better clustering than that by IR-LS. This can possibly be attributed
to the fact that IR-LS requires estimating more parameters than sIR-LS, however this dataset is quite
small in size. Furthermore, the partition provided by K-means is visibly different than that generated by
sIR-LS, Sponge-sym and Iter-SBM (although there is still some overlap) since K-means uses only covariate
information.
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Figure 5: Sorted adjacency matrices of the Australian rainfall data set and corresponding maps for K = 3.
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Figure 6: Sorted adjacency matrices of the Australian rainfall data set and corresponding maps for K = 7.
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Figure 7: Sorted adjacency matrices of the Australian rainfall data set and corresponding maps for K = 10.

F.3 Signed SBM

We reproduced the experiment presented in Section [5.2] at a different sparsity level p = 0.03. The relative
performance of the methods (shown in Figure [8) are similar to that in Figure [2 Algorithm |3| outlines our
iterative refinement method (namely IR-SSBM) for clustering signed graphs, under the Signed SBM. It seems
that there is a threshold for the noise level n above which no algorithm can succeed. We conjecture that
IR-SSBM is optimal and attains this threshold.

k=20, n=10000, p=0.03
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Figure 8: NMI for varying noise 7, and with p = 0.03, K = 20, n = 10000.
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Algorithm 3 IR-SSBM

Input: The number of communities K, initial partition z(9), T > 1.

1: for0<t<T-1do
2: Compute W® = Z®O(D®)~1 where DM = diag(n,&t))ke[;{], and C®) = AW®),
3: Update the partition for each i < n

zi(tH) = argmax Ci(,i)

4: end for
Output: A partition of the nodes z(7).

F.4 Not distinguishable community

We repeated the experiment of Section [5.1] with the rank deficient connectivity matrix

1.5 15 0.5
I=0.02%x{( 15 15 0.5
0.06 0.05 1.5

but with the same covariate parameters as in Section Not surprisingly, we obtained similar results (see
Figure E[) as in Figure[l} The main difference is that the performance of ORL-SC worsened.
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Figure 9: Performance of different algorithms on CSBM. Results are sorted by mean NMI and obtained
over 40 runs.

37



	1 Introduction
	2 The statistical framework
	3 How to integrate heterogeneous sources of information?
	3.1 The refinement mechanism
	3.2 Initialization

	4 Theoretical analysis
	4.1 Analysis principle
	4.2 Convergence guarantees for IR-LSS under the CSSBM
	4.3 Minimax lower-bound for CSSBM
	4.4 Convergence guarantees for sIR-LS

	5 Numerical experiments
	5.1 CSBM with not well separated communities
	5.2 Signed SBM
	5.3 Australia Rainfall Dataset

	6 Future work
	A Proof of Corollary 1
	B Proof of Lemma 1
	C Proof of Theorem 2
	C.1  Error decomposition for the one-step analysis of IR-LSS
	C.2 Bounding the error term Fib(t)
	C.3 Error term Gib(t)
	C.4 Error term Hib(t)
	C.5 Conclusion

	D Proof of Theorem 3
	E Technical Lemmas
	E.1 General concentration inequalities
	E.2 Concentration rate for the ideal oracle error under CSSBM
	E.3 Concentration rate for the ideal oracle error under the general setting
	E.4 Useful inequalities to control the error terms

	F Additional experiments
	F.1 Heterophilic SBM
	F.2 Australian Rainfall
	F.3 Signed SBM
	F.4 Not distinguishable community


