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Bringing the existential types into a generative subset
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Clément Blaudeau
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This work was done at Inria Paris during the spring semester of 2021, under the direction of Didier Rémy
(Inria) and Gabriel Radanne (Inria) and under the supervision of Viktor Kun¢ak (EPFL).

Abstract Modularity is a key tool for building reusable and structured code. While the OCAML module
system is known for being expressive and powerful, specifying its behavior and formalizing its properties has
proven to be hard. We propose a comprehensive description of a generative subset of the OCAML module
system (called the source system), with a focus on the signature avoidance problem. By extending the
signature syntax with existential types (inspired by F“), we describe an alternate system (called canonical)
with a simpler set of judgments that both solves the issues of the source description and provides formal
guarantees through elaboration into F¥. We show that the canonical system is more expressive than the
source one and state at which conditions canonical typing derivations can be translated back into the source
typing. As a middle point between the path-based representation of OCAML and the formal description of
F“, the canonical presentation is a framework which we believe could support numerous features (applicative
functors, transparent ascription, module aliases, etc.) and could serve as a basis for a redefinition of module
system of an industry-grade language as OCAML.
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Introduction

This report constitutes the master thesis of the Computer Science Master of Science track at EPFL. It
was done between February and August 2021 (partially remotely) at Inria Paris, under the direction of Mr
Didier Rémy and Mr Gabriel Radanne. The EPFL academic supervision was provided for by Mr Viktor Kun-
cak. This report is structured as follows. The first section introduces the topic of OCAML modules, present
some key challenges and explain our approach to solve them. The second section is a description of (a subset
of) the OCAML module language and its mechanisms. The third section is devoted to present the canonical
system and show how it extends the OCAML source system. The fourth section explores the link between
the canonical and source presentations, specifically the necessary conditions to go be able to translate typing
derivations from the former to the latter. In the fifth section, we detail the elaboration (translation) of the
canonical terms and judgments into a polymorphic lambda calculus (F¥). We conclude by summing up the
theorems linking the three systems, and explaining how it serves a a basis for improving the OCAML module
language.
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1| (* A simple module to encapsulate 26 | (* A set functor with signature

2 integers *) 27 ascription to abstract the set type *)
3 | module Integers = struct 2s | module Set = functor (A: Comparable) -> (
4 type t = int 20 | struct

5 let eq (x:t) (y:t) = (x=y) 30 type t = A.t

6 | end 31 type set = t list

7 32 let empty set : set = []

s | (* A simple module to encapsulate 33 let rec add x s : set =

9 complex numbers *) 34 match s with

10 | module Complex = struct 35 | [1 -> [x]

11 type t = {a: int; b:int} (* a + i*b *) 36 | y:i:s' ->

12 let eq (x:t) (y:t) = 37 match A.eq y x with

13 (x.a = y.a & x.b = y.b) 38 | true -> s (* no duplicates *)
14 39 | false -> y::(add x s’)

15 (* Additionnal fields *) 40 | end : sig

16 let real part (x:t) = x.a 11 type t

17 let imaginary part (x:t) = x.b 42 type set

15 | end 43 val empty set : set

19 44 val add : t -> set -> set

20 | (* A generic interface of a module with 45 | end)

21 a base type and an equality function *) 46

22 | module type Comparable = sig a7 | (* Integer sets *)

23 type t 4s | module IntegerSet = Set(Integer)

24 val eq : t -> t -> bool 49 | (* Complex sets *)

25 | end 50 | module ComplexSet = Set(Complex)

Figure 1: A classic example of functor usage.

1 A powerful but unperfect module system

In this introductory section, we first give an overview of the OCAML module system features and strengths.
Then we explain the signature avoidance problem that ML modules systems suffer from, and consequent
weaknesses. In the last subsection, we present our approach inspired by translations into F¥, that solves the
issues of the current OCAML module system while providing formal guaranties!.

1.1 OCaml modules in a nutshell

Modularity is a key technique to break down a complex program into different levels of abstraction. Instead
of dealing with technical details and complex invariants at all times, programmers can split the code-base into
manageable parts, called modules, and structure the relationship between those modules by specifying their
interfaces and interactions. Code might be packed into a module to make a component reusable (typically, a
data-structure)—effectively factorizing development—or just to mimic the overall designed structure of the
program. Controlling the interactions between modules (through interfaces) is not only a tool for correctness,
it also allows for several developers (or teams) to work independently on different parts of the same program.

A wide variety of techniques can be used to apply modularity concepts to software development, from
simple macros to full fledged object-oriented programming (OOP). In the languages of the ML-family, mod-
ularity is provided by a module language layer built on top of the core language. The interactions between
modules are controlled statically by the strict typing system, making modularity both practical and efficient
at run-time (with little overhead). A module is described by its interface—called a signature—which serves
as both a (light) specification and an API.

1 As we will explain, our solution has only been studied for a generative subset of the language, but should hopefully extend
to an applicative one.
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The OCAML module system is especially rich; it provides functors as a way to build polymorphic modules
that depend on other modules. Signatures can be used to restrict and control the outside view of a module,
specifically by hiding fields (which correspond to the distinction between public and private fields in OOP),
or by abstracting type components (making types accessible while hiding their definition). Abstract types
are especially useful to control field access through typing, in a much lighter way than the getters/setters
pairs in OOP.

A small example of module, signature, and functor usage is given in Figure 1. We first define two modules
Integer and Complex that have both type fields and value fields. Then we write the module type (signature)
Comparable we want a module to provide, so that we can build sets of values of its base type. We then
define a simple Set functor, built on top of any comparable module (any module with a signature that is
a subtype of Comparable) given as argument. We restrict the signature of Set to hide the implementation
details (namely, the use of lists to represent sets) which effectively prevents users from adding elements to
the list directly, which could break the no-duplicates invariant. Hence, elements can only be added to a set
through the add function. We can then easily get sets of integers or of complex numbers by applying the
functor to the appropriate module.

The OCAML module system is renowned for its expressiveness, ease to use, and the properties it can
statically enforce. All sizable OCAML projects use modules to access libraries or define parametric instances
of data-structures (sets, hashtables, streams, etc.). Several successful projects have made a heavy use of
modules, such as MirageOs?, where modules and functors are assembled on demand using a DSL (see
Radanne et al. [2019]). However, giving a formal, type-theoretic definition of the module system and of its
properties has proven to be a hard task. Before mentioning previous works on ML modules, we are going to
present one key issue.

1.2 The signature avoidance problem

In this subsection we give an overview of the signature avoidance problem: a major difficulty in ML-module
systems that can arise due to the complex interaction between the scoping of type variables and module
operations (ascription, projection, functor call). At a high level, the issue comes from a mismatch between
the expressiveness of the module language and of the signature language: it is possible to build modules that
cannot be described by a signature. This mismatch between the reachable space of module expressions and
the describable space of signatures is shown in Figure 2. Dealing with the signature avoidance problem can
be done in two ways. First, one can be willing to ensure that the typechecker correctly covers the describable
space and fails in the signature avoidance area. Secondly, the signature syntax can be extended to overlap
with the reachable space.

This mismatch is caused by the interaction of three mechanisms. First, the ability to abstract types—
which is key to use typing to control access and protect invariants—effectively creates new types, only
compatible with (aliases of) themselves. Second, the sharing of those abstract types between modules,
needed to make them interact, creates trees of type equalities. Finally, hiding types components (through
ascription, subtyping) can remove abstract type aliases while other type components that are kept in scope
may refer to them (for instance, removing the type t while keeping a type t 1ist). In some situations, there
are no possible signature to infer for a module. We present here the issue in more details.

When typing a module, type definitions and aliases can be represented as a dag of type equalities, as shown
in Figure 3. The connected components of this dag represent equal, interchangeable types that all belong to
the same equivalence class. They can be rooted with base types (int, bool, string, etc.) or constructed over
other types (like int 1ist, int — int, int X bool, etc.) or previously defined abstract types. Abstracting a
type effectively removes a link in the type-sharing graph, separating connected components apart (splitting
equivalence classes).

A simple example is given in Figure 3 (where modules only have type fields for simplicity). On the
left-hand side, restricting the signature of the module X to the module type S removes the link between X.t
and int (grayed out in the type-sharing dag): this becomes hidden to the typechecker outside of the body of

2https://mirage.io
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Reachable space

Describable space

Signature avoidance

Common use-cases

Incorrect avoidance Loss of type-sharing
by current Ocaml

Over abstraction

Figure 2: A representation of the mismatch between the reachable space of module expression (outer-most
circle) and the describable space of signatures (inner ellipse). The common use-cases of OCAML are mainly
within the area where the typechecker behaves correctly. In some cases, the current OCAML typechecker can
lose type-sharing while being in the describable space, which can lead to either producing an over-abstract
signature or failing at finding one

the module X. On the right-hand side, the projection on the Y submodule removes X.t and X.u. The types
Y.a, Y.b, and Y.c are pointing to out-of-scope types: they must be changed or deleted. This shows why
expressing membership to an equivalence class through paths is fragile: the removal of type fields can split
connected components apart, resulting in loss of type-sharing or incorrect signatures.

Strategies for solving signature avoidance When a type alias is pointing to an out-of-scope type,
there are mainly three strategies to correct the signature: abstracting the type (effectively ignoring the
previous link in the dag), rewriting the type equalities using in-scope aliases (effectively rewiring the dag
to maintain connected components), or extending the signature syntax (with existential types). The first
strategy can lead to loss of type sharing. It is widely used by the OCAML typechecker. The cases where
the second strategy—of finding the right aliases substitution to prevent loss of type sharing while staying
in-scope—succeeds constitute the solvable cases of signature avoidance. The OCAML type-checker only tries
to follow directed edges of the dag until it finds an accessible type, but does not follow reverse edges, and
thus does not have a notion of connected components. In some cases, there are no in-scope aliases that can
be used, and signature avoidance cannot be solved without an extended syntax: those are the general cases
of signature avoidance.

Signature avoidance in practice OCAML developers usually get around this limitation by explicitly
naming modules before using them, which effectively adds accessible (root) points to the graph. The module
syntax of OCAML actually encourages this approach by limiting the places where inlined, unnamed modules
(and signatures) can be used (notably, projection of a component of an unnamed module as done in Figure 3
is forbidden). However, it is sometimes cumbersome, which can limit the usability of module-based solutions
such as modular implicits. It also prevents a more fine-grained management of accessible types.

1.3 An F“-inspired solution

Previous work has given solid formal foundations for ML-modules. The link between abstract types in ML-
modules and existential types of F¥ was already explored by Mitchell and Plotkin [1985]. This vision was
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1 | module M = struct 1 | module M = (struct

2 2

3 module type S = sig 3 module type S = sig

4 type t 4 type t int

5 type u = t [y 5 type u = t 1

6 end X 6 end X

7 7

s module X = (struct s module X = (struct X

9 type t = int 9 type t = int 40

10 type u = t 10 type u = t

11 end : S) 11 end : S)

2 (Ya) (Y.b) (Xu) X
13 module Y : struct 13 module Y : struct A
14 type a = X.t 14 type a = X.t

15 type b = X.t 15 type b = X.t

16 type c = X.u 16 type c = X.u
17 end 17 end

18 18

19 | end 19 | end).Y

Figure 3: Two examples of modules and associated type-sharing dags.

opposed by MacQueen [1986], who considered existential types to be too weak, and proposed a restriction
of dependent types (using strong sums) to describe module systems. Further work, notably on phase sep-
aration Harper et al. [1989], supported the idea that dependent types may actually be too powerful (thus,
unnecessarily complex) for module systems. SML modules where first described by Harper et al. [1989].
Two approaches for the formalization and improvement of abstract types in SML where later concomitantly
described by Leroy [1994] (through manifest types) and Harper and Lillibridge [1994] (via an adapted F*
with translucent sums). The OCAML module system in itself was specified by Leroy [2000], with an extension
to applicative functors [Leroy, 1995].

Advances in the theory of existential types, notably with Russo [2004], opened the door for a simplified
link between modules and F¥. The type generativity (in the context of recursive modules) via existential
types is explored in Dreyer [2007], using stamps. A similar, but logical approach was later developed by
Montagu and Rémy [2009]. Pushing the idea further, a close correspondence between ML-modules and F¥
was achieved in Rossberg et al. [2014], where a significant subset of the SML module syntax is elaborated
(translated) into a subset of F¥. Typing and subtyping are defined and proven correct (with respect to F*)
through elaboration, which made the elaborated system inherit the progress, preservation, and soundness
properties. This work covered some difficult points like applicative functors and first-class modules, and
was partially mechanized in Coq. Following the F-ing approach, Rossberg [2018] achieved a unification
of the core and module languages (thus, unstratified). More recently, Crary [2020] used involved focusing
techniques to solve the signature avoidance problem in the singleton-type approach (for SML modules) in a
manner that turns out to have similarities with F-ing.

At the beginning of the master thesis, our goal was to apply the F-ing/1ML approach to OCAML modules
(which have some specific features). Using the elaboration into F¥ as a guide, we wanted to give a clean
presentation of the sets of rules needed to define typing (and subtyping) for OCAML modules. Although very
insightful for language designers, F-ing/1ML only defined typing by elaboration, not writing rules inside of
the source system. Building a type-checker using elaboration would make inferred terms and signatures F¥
terms and types, which would (ambitiously) require the users to be able to translate them back, on the fly,
into the source syntax.

Instead, we wanted to give a set of source rules, along with their elaboration into F“, to benefit both
from the formal guaranties of the latter, while staying close to the intuition of the source. This turned out
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to be hard, as some mechanisms of the OCAML modules translate into F¥ in a non trivial way. This lead
us to consider a middle point, an hybrid system called canonical that lightly extends the source syntax with
some F*“ inspired constructs (namely, existential types). This intermediary system is both easy to elaborate
into F¥ with an F-ing approach and close to the traditional OCAML source presentation. As we wanted to
show the potential of this system as a basis for a new foundation of OCAML modules, we tried to explicit
the link between the OCAML source presentation, the canonical system, and the elaboration into F¥.

The rest of this document will follow this approach. In the next section, we present a (generative) subset
of the OCAML module language with its grammar and all the necessary judgments. In the following section,
we present the canonical system, that is both an extension and a simplified version of the source one. We
sketch the proof that all source derivations can be expressed in the canonical one. Then, in the following
section, we explore the conditions necessary to be able to write a canonical derivation back into the source
system, effectively exposing why the source system is less expressive and more cumbersome. Finally, in
the last section, we present an elaboration of the canonical system into F¥. For all systems, the full set of
inference rules are given in appendices.
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2 A generative subset of the OCaml module system

In Figure 4, we present a grammar for a generative subset of the module language, built on top of an
(omitted) core language. The two main parts are the module expressions (which combine in different ways
module structures) and signatures (also referred to as module types). A module structure is made of a tree of
bindings, whereas a signature structure contains a list of declarations, where the concatenation is associative
and the empty list is written e.

Self-references Both structures and signatures have an alpha-convertible self-reference, written in sub-
script, that is used to refer to the current object. This simplifies how scoping and shadowing of variables is
expressed in our rules. It is not present in current OCAML syntax, but could be easily added to the source
by a pre-typechecking phase.

Some restrictions are built-in the grammar. Specifically, functor application and ascription can only be
done on paths while projection however, can be done on any module expression. We also distinguish between
four kinds of identifiers: X for modules, A for module type variables, x for values and ¢ for types. As paths
are defined only with module identifiers X, the grammar prevents field access inside module types. More
importantly, as paths cannot contain functor calls, the type system cannot track equality of types created
by functors. This restriction makes the system only generative, which simplifies the presentation. We plan
to expand our presentation to applicative functors (with sharing of types created by functor applications) in
future work.

Path Signatures
P:=X|PX (no functor application) Su=PA (Variables)
Module Expressions | (X:81)— 52 (Functor)
M =P (Variables) | sigy D end (Signature)
| M.X (Projection) Declarations
| (P:8) (Sealing) D:=valx:T (Values)
| P (Py) (Functor application) | typet =T (Types)
| (X:8) =M (Functor) | typet (Abstract types)
| structy B end (Structure) | module X : S (Modules)
Bindings | module type A =S (Module types)
B:=letz=F (Values) Environments
| typet =T (Types) Ii=¢ (Empty)
| module X = M (Modules) | T',(module X : S)  (Functor Argument)
| module type A =S (Module types) |T,Y.D (Declaration)
| B; B (Sequence) Identifiers
| e (Empty) Z:=A|X|z|t (Any identifier)
Core language
E:=Px (Qualified variable)
| ... (Other expressions)
T := Pt (Qualified type)
| Op(Th,...,T,) (Type operation)
| ... (Other types)

Figure 4: Syntax of the module language
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In addition to restricting the system to be generative, we omitted some constructs for the sake of simplic-
ity. Specifically, the include operator, the explicit constraints S with type ¢ = ... (and S with module X =
..) and their counterparts, the deleting constraints S with type ¢t := ... (and S with module X :=...) are
omitted. We believe that they do not impact the overall structure of the system, only adding more cases in
the set of rules.

As we mentioned, we chose to allow projection on any module expression, but disallow functor application
on anything else than paths. The current OCAML syntax does the opposite, mainly to prevent cases prone to
trigger signature avoidance. The two choices are actually equivalent: as long as either projection or functor
call can be done on unnamed modules, the other one becomes syntactic sugar.

2.1 System structure and judgments

The judgments and their dependencies are presented in Figure 5. The system we present revolves around
two main components: typing and subtyping. In addition, a wellformedness predicate that checks freshness
of names and scope of variables is used. The path-based representation of type sharing in OCAML modules
requires us to define two more judgments: strengthening and equivalence. Strengthening is used to keep track
of type sharing between module aliases. Equivalence ensures that two signatures use the same types, up to a
substitution of aliases: two equivalent signatures have the same connected components in their type-sharing
dag.

Lookup

I'EP>S <-------------
I'-PA>S

Wellfsorcrmedness
I'=S:wf

Equivalence Strenghening
F"Sl%SQ F"P/S—DS/

Figure 5: Structure of judgments for the source system

Lookup Inthe OCAML module system, the lookup operation I' = P > S is central and more involved than a
simple access to the environment. Indeed, declared variables (and their types/signatures) are not individually
stored in the context, but packaged inside modules. Retrieving the signature of given path with multiple
levels of depth (like P.X.Y") thus requires a lookup operation capable of inspecting intermediary signatures
and accessing submodule fields. In addition, as signatures can be module types variables (like P.A), the
lookup operation must be able to recursively follow those aliases. We show here two examples of lookup
rules. The rule S-Lkp-ALias does the recursive lookup of module type variables: P’.A is a valid signature of
P in T') but some judgments require the lookup to return the original definition of the module type (either
some signature sig ... end or functor signature (X :...) — ...). The rule S-Lkp-PrROJ-MOD accesses a
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submodule X of a module at P. The premise forces the signature returned by the lookup of P to be of
the form sig ...,moduleX : S,... end), which can be done using C-LkpP-ALias recursively. Finally, a
substitution of the self-reference Y is made in the result to transform relative paths into absolute ones.

S-Lkp-PrROJ-MOD o S-LkP-ALIAS
I'- P>sigy D end (module X : S) € D I'-P>P.A '-P.A>S
I'-PXp>S[Y — P I'-PeS

As presented here, the lookup operation I' = P> S is thus more involved than checking if some element is
in the environment (simply written as € I"). The latter only browse the environment as a list, whereas
the former can both follow module type aliases and use projection to access module and module type
fields. As all judgments manipulate signatures (wellformdness of signatures, equivalence between signatures,
strengthening of a signature, and subtyping between signatures), they all rely on the lookup, making it
central to the presentation. The full set of lookup rules is given in Appendix A.1.

src

Wellformedness A wellformedness predicate is defined over signatures I' - .S : wf, declarations I Fy D : wf,
and environments I" : wf to ensure two properties. First, all used variables should be bound in the environ-

ment (informally, T’ FS:wf implies £v(S) C T'). Secondly, no shadowing is allowed inside the environment:
for instance, when checking a field with identifier Z inside a signature of self-reference Y, no field should
already be bound to Y.Z in the environment. This is typically the purpose of the following rules:

S-WF-VAL S-Wr-TYPE S-WF-TYPEABS
I'ET:wf Yag¢l I'ET:wf Yit¢TD I:wf Yi¢T
l"s}fy valx : T : wf FS}EY typet =T : wf I‘Slfy typet : wf

In addition, the wellformedness of module types variables require the lookup operation to succeed and the
result of the lookup to be wellformed. This effectively ensures that all prefixes of the path can be looked up
to a signature containing a submodule field with the identifier of the next hop : given a path X.Y.Z ..., the
signature of X can be looked up to some sig D end containing a module field Y, the signature of X.Y can

be looked up to some sig D' end containing a module field Z, etc. This is done by the rule S-Wr-PaTH.

S-Wr-PATH
I'FPA>S I'FS:wf
IFPA:wf

The full set of wellformedness rules is given in Appendix A.2.

2.2 Equivalence and Strengthening

In the OCAML module system, two additional judgments are needed to manipulate signatures and types in
order to keep type sharing information.

2.2.1 Equivalence

As we saw in the Section 1.2, the type-sharing dag that underlies a modular definition can be of any com-
plexity and depth. Therefore, checking if two types are equal (belonging to the same connected component of
the graph) is an involved operation that requires to follow type aliases and lookup signatures. We define an
equivalence relationship on types (reflexive, symmetric, transitive) to capture this idea: I' - Ty ~ T5. Two
rules are given to extract type definitions from the context (with a translation from local to absolute paths
when necessary) :

S-EQv-Env S-EQv-LKp -
Y.(typet=T) €T 'k Prsigy, D end (typet =T) € D
I'EYit=T 'k Pt=T[Y — P]
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1 | module type S1 = sig 1 | module type S2 = sig

2 module X : sig 2 module X : sig

3 type t 3 type t

4 type u = t //////{ 4 type u = t //////

5 end 5 end

6 module Y : sig [Yaj[YbJ[Xuj 6 module Y : sig [Ya}{ij[Xu]
7 type a = X.t 7 type a = X.t

s type b = X.t s type b = a \\\\\\\\\\

9 type ¢ = X.u 9 type c = a

10 end 10 end
11 | end 11 | end

Figure 6: Two equivalent signatures S; and S : ) = S; &~ S5. They define different type sharing dags that
have the same connected components. Specifically, two equivalent types in S; are also equivalent in Sy and
conversely

Then, we add the rules for reflexivity, symmetry, transitivity, congruence:

S-EQv-Sym S-EQV-TRANS S-Eqv-CGr
?‘EQTV'RETFL T ~T TFT =Ty, TFT~T Vie[o,n], THT, ~ T
~ T-T~T THT,~T; T+ Op(Ty,...,Tn) ~ Op(T},....T))

From the relationship on types, we can define a relationship on declarations, and on whole signatures:
'+ S =~ Sy. Two signatures are equivalent if we can go from the first to the second only by substituting
type aliases. It means that they describe types sharing dags that have the same connected components, as
for instance in the example of Figure 6. The full set of equivalence rules is given in Appendix A.3.

2.2.2 Strengthening

The need for strengthening of a signature comes from the aliasing of modules. When we alias a module,
copying its signature effectively copies the type sharing dag, but without an explicit link to the original
module. If the type sharing dag is not anchored by points outside of the module—that is, if the module
defines some abstract types—then type sharing information is lost between fields of a module and its alias.
A simple example is given in Figure 7.

1| (* Original module *) 11 | (* Without strengthening *)

2 | module M : sig 12 | module N = M

3 type t (* abstraction *) 13| (*

4 type u = t 14 | sig M.t N.t
5 val x : t 15 type t @ -
¢ | end = struct 16 type u = t

7 type t = int 17 val x : t

8 type u = t 18 | end M.u
9 let x = 42 19 | *)

10 | end 20

Figure 7: Example of a loss of type sharing between a module and its alias when no strenghening is used.
Here, the values M.x and N.x are not even comparable, let alone beeing equal.

In the example of Figure 7, without strengthening, the module N gets the same signature as the module
M: sig typet,typeu =t end. It makes the type N.t abstract, and thus, incompatible with M.t. To keep the
type-sharing information, N gets the signature S strengthened by M, as shown in Figure 8.
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1| (* Original module *) 11 | (* With strengthening *)

2 | module M : sig 12 | module N = M

3 type t (* abstraction *) 13| (*

4 type u = t 14 | sig M't
5 val x : t 15 type t = M.t

6 | end = struct 16 type u = t

7 type t = int 17 val x : t

8 type u = t 18 | end @
9 let x = 42 19 | *)

10 | end 20

Figure 8: Example of type sharing beeing kept between a module and its alias by strenghening the signature
of M is used. Here, the values M.z and N.x are of the same type M.t (and equal).

The key insight is the semantic difference between a declaration of a type typet = T and of an abstract
type typet. An abstract type definitions state the existence and identity of the type, whereas concrete type
definitions only state the identity, without creating a new type. Understanding where types are created and,
in signature avoidance cases, changing the defining instance of an abstract type is one the main challenges
of the source presentation that gets solved by the canonical approach of next section. The identity/existence
duality is explored in more details in the Section 4.

We define the strengthening operation I' = P/S — S’ of a signature S by a path P, inside an environment
T, producing another signature S’. This operation is defined only when the signature we strengthen is that
of the module P, that is, if ' - P> S. The key rule is S-LkP-TYPEABS, the other ones are mainly to do a
depth-first traversal of the signature. Module type variables are not strengthened, as no access can be done
in them (P.A.t is not a valid path).

S-STR-TYPEABS S-STR-TYPE S-STR-VAL
I'Fy (typet) /P —typet = Pt Tky (typet=T)/P —-typet =T T'ky (valz:T)/P —vala: T

S-STR-MOD
'y S/ (PX) — 8 S-STR-MODTYPE
I' -y (module X : S) /P — module X : S’ I' Fy (module type X = S) /P — module type X = S

The full set of rules is given in Appendix A.4.

2.3 Subtyping

The subtyping judgement has a fundamental role in the OCAML module system, as it allows the user to
define abstract, polymorphic interfaces and use modules that have a richer signature than those interfaces.
For example, functors are defined with an argument that has a given signature, but can be called on any
module, as long as it provides the required fields, regardless of whether or not it has additionnal fields.
This has significant consequences in terms of compilation of modules. We distinguish between two modes of
subtyping:

e subtyping with deletion and reordering of fields : T’ [ S1 <5y

e sybtyping by abstraction only : I' - 51 <: S

Their key difference comes from considerations of compilation: abstraction only subtyping is code free (it
does not change values, just types), whereas normal subtyping requires a special action from the compiler
(as it allows removal or reordering or value fields).
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Declaration subtyping At high level, the subtyping operation betwen S; and Sy checks that S, defines
all the fields of Sa, and that, recursively, all field declarations (values, types, modules, and module-types) of
Sp are subtypes of the ones of Ss. The field-by-field comparison (declaration subtyping) is straigthforward
(and the same in the two modes of subtyping), as we can see in the following rules :

S-SuB-MoD S-SUB-VAL
rEs<: s PET < Ty S-SUB-TYPEAES
e e I' Fy (typet) <: (typet)
I'Fy (module X : S) <: (module X : ") Ihy (valz : Ty) <: (valz : T3)
S-SuB-TYPE
T < T

src

I'Fy (typet =Ty) <: (typet = T3)

In addition to those rules, we allow types definitions to be subtypes of abstract types. This is key to define
abstract interfaces, like typically functors that are agnostic as to the type fields defined by their argument.

S-SuB-TYPETOABS

src

L'ET:wf

src

I'Fy (typet =T) <: (typet)
Finally, as module type fields can be used in both covariant and contra-variant positions (as functor argu-

ments for example), the rule for subtyping a module type declaration is a bit more involved :

S-SuB-MoDTYPE

rEs< s TES<S
Iy (module type A = S) <: (module type A = S’)

Module type subtyping At the module type level, the subtyping checks that there is a structural match
(up to a lookup operation): functor signature against functor signature and signature against signature. The
rule for the latter is where the distinction between the two modes of subtyping appears: for the abstraction-
only subtyping, the two lists of declarations D and D’ are compared directly, whereas in the normal mode of
subtyping, a subset Dy of D list is compared with D’, allowing for reordering and deletion. Using a subset
and not a subsequence is crucial as it allows for reordering.

S-SuB-SIG

src src src

Thy D:wf Dy CD T.,YDFy Dy<:D' Ty D :wf

src

I+ sigy D end <:sigy D’ end

S-SuB-S1G-EQ

src src

by D:wf T,YDry D<:D' Thy D:wf

src

I+ sigy D end <: sigy D’ end

In both cases, the subtyping is done declaration by declaration (not as a telescope), in an environment that
contains all the declarations of the richer (left-hand side) signature. As usual, the subtyping is contra-variant
for functor arguments, as we can see in the rule S-Sus-FcT.

S-SuB-Fcr
res, <8, I'ymodule X : S, F S, <: S/, X¢rT

src

FE(X:8,) =S, < (X:8)— 5.

The full set of subtyping rules is given in Appendix A.5.
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2.4 Typing

Once all the technical judgments have been layed out, the typing of modules is pretty straightforward.
Similarly to judgments that are defined on declarations and on signatures, typing is defined on bindings and
on module expressions.

Bindings typing The typing of bindings relies on the wellformedness judgement, on a core language typing
operation and on the typing of modules, recursively (for submodules). The bindings rules are as follows:

S-Typ-LET S-Typ-MoD
'-FE:T Yax¢Tl '=M:S YX¢T
I'Fy (letz = E): (valz : T) I'Fy (module X = M) : (module X : S)
S-Typ-TYPE S-Typ-MoODTYPE
L=T:wf Yi¢TD +S:wf YA¢T
Fslfy (typet =T): (typet =T) Fslfy (module type A = S) : (module type A = 5)
This set of rules is completed by two rules for sequences of declarations:
S-Typ-EMPTY S_:‘EYP_SEQi I _
T:wf Fl_yBliDl F,YDll_yBQZDQ
FtyEZE Ps}fyBl;Bglﬁl-H-ﬁz

Module typing The typing of modules contains both syntax-directed and free floating rules. This could
be converted into a syntax-directed set of rules, but our goal here is to give a specification, not an implemen-
tation. An algorithmic presentation equivalent to this one would be more complex and less readable, which
could hide the key insights of the separation of operations (lookup, wellformedness, equivalence, strenght-
ening, subtyping, typing). As we will see in the next section, the canonical model can inspire algorithmic
solutions for the source typing. The syntax directed rules are:

S-TYP-VAR S-Typ-S16 S-Tve-App sre
I'P>S T:wf I-pP:S5 r-s <8 I'FPp:(X:8S,)— S, '=pP:S 'S <:8,
TpP:s I (P:S):8 T Pp(P): S, [X s P
S-Typ-Fcr S-TYP-STRUCT
X¢Tr  Ti;moduleX: S, M:S, 'y B:D Y¢r
rr (X:8,) > M):(X:8,) = S, rr structy B end:sig, D end

The rules that could trigger signature-avoidance situations (S-Typ-App and S-Typ-Sic) are made simple
by their restriction to paths. However, as the grammar allows projection on any module expression (which
could trigger signature avoidance), we need the following—more involved—rule:

S-TyP-PrOJ

Flr—]W:sigyﬁl,moduleX:S,Egend F,ﬁl}r—S«S’ TF S wf
r-MX:S

In this rule, the abstraction subtyping allows for cutting links to types that become inaccessible, so that
the resulting signature S’ can be wellformed outside of the signature of M, that is, without relying on
fields declared in Di—thus preventing any escaping of scope. This rule is however permissive, as we allow
to abstract more than necessary and lose type sharing information. The condition to prevent loss of type
sharing is complex to write down whithout introducing new concepts (but will be easy to express in the
canonical system). Informally, we want that any two types that are in different connected components in S’
are be already in different connected components in S.
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Free-Floating rules Before doing a projection M.X, there could typically be a need to rewire the type
sharing dag, so that types used in X point to other aliases (either external—accessible outside of M—or local
ones—accessible inside of X). Similarly, strenghtening is sometimes required to keep sharing information
between aliases. This leads to the following two free-floating rules :

S-TYP-STRENGTHEN S-Typr-EqQuiv
I'EP:S FI—S/P—»S’ I'EM:S 'FS~JS
rep.s rEM:s

Notice, however, that the subtyping operation is not free floating: it would allow for code-not-free operations
(deletion and reordering) of fields at any point of the typing. As we mentionned in the subsection on
subtyping, this has a significant impact on compilation, as it requires a special handling by the compiler.
The full set of typing rules is given in Appendix A.6.
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3 Canonical signatures and existential types

As we have seen, some of the issues of the source presentation come from the ambiguity and weaknesses of
the path-based type-sharing. In this section, we present a module system with an extended module types
(signature) syntax inspired by previous work on representation of modules in F¥. This canonical system
has a smaller set of judgments, and its typing does not suffer from the signature avoidance problem. We
show that the canonical system is more expressive than the source one, as every module expression that
can be typed in the source system can also be typed in the canonical system, with a signature that has the
same amount of type sharing (or more). Finally, we give the conditions at which a typing derivation in the
canonical system can be translated back into a typing derivation in the source system. This provides a way
of understanding complicated cases of typing in the source by a light elaboration into the canonical system.

3.1 The need for existential types

In the source presentation, two ad-hoc techniques were needed to prevent signature avoidance. First, we
manipulate the equivalence classes (rewirering inside connected components of the type dag) with the equiva-
lence judgement through paths rewriting—which is fragile and cumbersome. Second, we allowed abstraction
of types through subtyping, to lose links to out-of-scope types. This is required when the declaration creating
the abstract type becomes out of scope, but can lead to loss of type equalities.

A path-independent solution As we saw in the source presentation, maintaining the connected com-
ponents of the type sharing dag throughout module operations where field can be deleted is hard and can
require rewriting signatures (through equivalence). However, the information we are actually interested in
is not the type sharing dag itself, but only its connected components. By introducing an existential type,
we give a canonical representative to the whole equivalence class, which become insensible to the removal
of some of its members. In the type sharing dag, it can be seen as an additional point with a special status
(see Figure 9).

1 | module M = struct 18 | module M : Ja, sig
2 19

3 module X : sig 20 module X : sig
4 type t 21 type t = «

5 type u = t 22 type u = «

6 end = struct 23 end

7 type t = int 24

8 type u = t 25

9 end 26

10 27

11 module Y : struct 28 module Y : struct
12 type a = X.t 29 type a = o

13 type b = X.t 30 type b = a

14 type c = X.u 31 type c = «

15 end 32 end

16 33

17 | end 34 | end

Figure 9: We extend the signature of the module M with an existential type « that acts as a canonical
representative for all aliases of X.t. Doing so, the type-sharing dag of M becomes trivial. Unlike in Figure 3
the removal of some fields (through projection for instance) does not affect the connected component.

Identifying where abstract types are created FExistential types are not only a technical solution to
represent abstract types, they also convey the logical meaning and intuition. First, as with existential binding
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in mathematics, existential types are alpha-convertible. As they serve as representatives of equivalence
classes, it is logical that their name does not matter®. Second, as with the logical binder, no introspection
is possible with an existential type: from the point of view of an user of a module, an abstract type just
exists. Preventing introspection is crucial to use abstract types to maintain module invariants. As we saw,
using existential types not only gives a path independent way to refer to an equivalence class, but it also
flatten the type sharing dag to a single level of depth, which will simplifies the lookup operation. Finally, by
introducing existential types, we expose at the signature level how many abstract types are created by the
module, regardless of which name was used first to define it.

3.2 System structure and judgments

As existential types are canonical representatives of equivalence classes, signatures that use them are no
longer valid only “up to an equivalence relation” but truly canonical. By extension, we call the system based
upon them canonical. In this subsection we are going to give its grammar and the structure of its judgments.

Canonical Types Canonical abstract signatures
Ti=a (Existential identifier) S a=Jda.R (Abstract signature)

| Op(71,...,7n) (Type operation) Canonical manifest signatures
Environments R:u=Va.(X:R)—S (Functor)
I'n=e (Empty) | sigy D end (Signature)

| I @ (Abstract types) Canonical declarations

| T', (module X : R) D= valz: (1) (Values)
(Functor Argument) | typet ~ 7 (Types)
| T, (Y-D) (Declaration) | module X : R (Modules)
| module typeA =S8 (Module types)

Figure 10: Syntax extensions of the canonical module language

The grammar of the language, given in Figure 10, extends the OCAML grammar of Figure 4. The source
syntax (for modules and signatures) remains the same, but new syntactical categories are introduced to rep-
resent the types and signatures in a canonical form. We distinguish between abstract canonical signatures
S that specify the list of existential types created by the module with an existential binder, and manifest
canonical signatures R that only refer to existential types of the context. The grammar of canonical signa-
tures does not allow for module type variables. Signatures of functors use a forall quantifier in front, which
comes from the contra-variant position of the existential quantification of the argument signature. This
forall quantification in front Va. (X : R) — S should be understood as for any list of types @ defined by the
argument, the body has a signature S. As we will see in the typing rules, the existential binding is always
done at the highest level, in front of the signature: inside a manifest signature, all submodules have manifest
signatures (without existential binding).

The key idea of the canonical system is to express the typing, subtyping, and wellformedness predicates
using existential types and canonical signatures. As we will see, this removes the need for equivalence and
strengthening, and simplifies the overall presentation. However, to transform source signatures into canonical
ones, a new judgement, canonification is introduced. The system structure is given in figure Figure 11.

3This is a typical issue if one tries to build a solution to the signature avoidance problem by adding missing type fields: they
would not be alpha-convertible, and thus equivalent signatures could become incompatible (not subtype of one another)
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Lookup
I'FP>rR *+---

Wellf;(a)nrmedness Canc(;)nniﬁcation
I'ES:wf I'ES—S

Subtyping

can

'S <: 8

Figure 11: Structure of judgments for the canonical system

Lookup The lookup operation is made simpler by the absence of module type variables in the canonical
syntax, which removes the need for follow-up of aliases. However, as in the source presentation, there are
recursive rules to access submodules and inspect intermediary structures (such as C-Lkp-ProJ-MoD given
below). As constrained by the grammar, the lookup of a module type variable P.A returns an abstract
signature S, but the lookup of a module path always returns a manifest signature R. The intuition being
that all the abstract types created when typing some module saved at a path P are pushed as individual
components @ in the environment before the signature of P, and thus, no abstract types are created when
using the module P. The full set of rules is given in Appendix B.1.

C-LkpP-ProJ-MoD
' Prsigy D end (module X : R) € D

'EFPXp>R

Wellformedness As in the source presentation, we use a wellformedness predicate on canonical signatures
to ensure that no free variables and only fresh names are used. The judgement does not depend on the lookup,
as there are no module type variables and as types are in a canonical form®*. Existential types binders are
delt with by rules like C-Wr-ABs and C-WFr-FuNcT and otherwise, the judgment is similar to the source one.
The full set of rules is given in Appendix B.2.

C-Wr-ABs C-Wr-FuNcT
I'akR:wf I'-dJa.R:wf I'a,module X : RF S :wf X¢é¢r
I'E3ar:wf IFva (X :R) = S:wf

Canonification We introduce a new judgement to convert source signatures into their canonical form:

'S < S. The judgement is first given for converting types components into canonical ones. As the
environment is in canonical form, all type paths P.t are bound to some canonical type 7. The following set
of rules allows one to obtain the canonical version of a type by getting its declaration (either locally with

41f canonical wellformedness rules do not use the lookup T' - P >R, some rules do however check if some element is (or not)
in the environment (such as a € ', Y.z ¢ T, etc.). This is weaker than the lookup operation, as all checked names are saved
as s in the environment, without the need for projection inside saved structures.
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C-CrF-LocaLTYPE or through a path with C-Cr-TYPE) and combining with congruence with C-Cr-CaGr.

C-Cr-LocALTYPE C-Cr-TYPE o o
I:wf  typeYitm7el IF:wf TI'FPrsigy, Dend (typet~T) € D
rFYiter I'FPtesr
C-Cr-CGR

T:wf  Vie[o,n], TFT <

'+ Op(Ty,...,Tn) < Op(1o, -, Tn)

We can define the canonification of declarations and signatures from the canonification of types. An
abstract type component effectively introduces a new type «, as we can see in the rule C-Cr-TYPEABS. As
types created by a submodule are accessible inside the surrounding module, the existential quantification is
lifted up from the declaration level to the signature level, as we can se in the rule C-Cr-Mob and C-CF-SI1G.
This is crucial to get wellformed signatures, where all the existentials are bound at the top level (and all
submodules have manifest signatures). Module type variables are inlined by the rule C-Cr-MoDETYPEVAR
and can have an abstract signature. For simplicity, a subset of the rules are presented here, the full set is
given in Appendix B.3.

C-CFr-VAL C-Cr-TYPE C-CF-TYPEABS
T —r Ya¢l T —r Yi¢T I:wf Yi¢T
Fc}a—ny valz: T < valz : (= T) Fc}a—"y typet =T < typet ~ 7 I‘C}Ty typet — Jda. typet =~ «
C-Cr-MoD

can

‘s JarR YX¢gr
I'y (module X : S) < Ja. (module X : R)

C-CF-S1G6 o B C-CF-MODTYPEVAR
'~y D < Ja.D I:wf I'PA>S
I sigy D end < Ja.sigy D end rcPA—S

3.3 Typing and subtyping

The canonical signatures and existential types make the typing and subtyping set of rules both smaller and
simpler than in the source presentation. In this subsection we give an overview of those judgments.

3.3.1 Subtyping

The key mechanism for subtyping canonical signatures is the substitution of existential types. When checking
that a given signature Ja.R is a subset of another one Ja’.R’, we should consider two cases before being
able to compare them declaration by declaration. First, they can define the same abstract types (up to
alpha-conversion), in which case a simple (renaming) substitution « — o/ is sufficient before comparing the
fields. Second, as we had in the source presentation, the left-hand side signature R can be less abstract
(binding fewer abstract types) than the right-hand side one R’, as we can see in the example of Figure 12.
In the source presentation, we dealt with the difference of abstraction by making type declarations
subtypes of abstract type declarations (typet = T <: typet). Here, it is actually easier, as we only need to
substitue the extra abstract types of R’ by the concrete types used in R. Both cases are handled by the rule
C-SuB-ABs, where the substitution should be understood as beeing able to replace a right-hand-side abstract
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1 | module type S1 = 1s | module type S2 =
2 | da, sig @ 19 | 38,7, sig

3 module X : sig 20 module X : sig
4 type t = « 21 type t = 8

5 type u = « 22 type u = (3

6 end 23 end

7 24

8 module Y : struct 25 module Y : struct
9 type a = « 26 type a = [
10 type b = int int 27 type b = v
11 type ¢ = int 28 type c = v
12 end 29 end

13 | end 30 | end

Figure 12: The canonical signature S; is a subtype of Sy using the substitution [ — «,y — int] that is
both from abstract type to abstract type and from abstract type to concrete type. Before comparing them field
by field, the left-hand side existential « is pushed in the context, the substitution is applied to S2. Then
both signatures bodies, made concrete, can be examined.

type o/ by either some left-hand-side abstract type o or by some concrete type 7°.

C-SuB-ABS

F,ain R <: R'[a 7]

I'-3aR <: IR

The same idea is present for the subtyping of functor signatures (rule C-Sus-Funcr), with a little more
complexity coming from the contravariant position of the argument signature. The substitution used to
show that R’ is a subtype of R is reused for the subtyping between the two bodies S and &’ (with inverted
direction):

C-SUBC:nFUNCT
o +R < Rlaw 7] '@ ,moduleX : R'+Sa—~7]<:S8 X¢rT

rEva. (X:R)—S<:va.(X:R)— S

As with the source presentation, we distinguish between two kinds of subtyping: abstraction-only subtyp-

can can

ing I' &1 <: S and normal subtyping I' = S <: Sa, which allows both abstraction and deletion of fields.
They differ only on one rule C-SuB-Sic vs C-SuB-SiG-EqQ: the abstraction-only requires the two lists of
declarations D and D' to be compared directly, whereas the normal subtyping compares D with a subset
Do.

C-SuB-SIG

T'Fy D:wf Dy CD I'DFDy <: D’ I'Fy D :wf

can

I't sigy D end <: sigy, D’ end

C-SuB-SI1G-EQ
Fij D:wf F,@T*HD<:D’ F?y D’ - wf

It sigy, D end <: sigy, D’ end

The subtyping judgement for declaration is also simpler than in the source presentation, as no conversion
from manifest to abstract type is required. The full set of subtyping rules is given in Appendix B.6.

5The rule is made simple by the fact that both fall under the same grammatical category
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3.3.2 Typing

As with the subtyping, the use of canonical signatures and existential types make the typing simpler and
syntax-directed. The key technical point is the lifting of existential quantification that happens during

typing.

Bindings typing The rules presented below for typing a binder give a list of canonical declarations
alongside a list of (created) existential types. The canonification judgement is used to convert source types
and signatures (as in C-Typ-Type and C-Typ-MopTYPE for instance).

C-Typ-LET C-Typ-MoD
I'HE:T YaxéT I'ET — 71 I'EM:daR YX¢T
Ty (et = E): (valz : (= 7)) 'y (module X = M) : (3&. module X : R)
C-Typ-TYPE C-Typ-MoDTYPE
'ET —r Yit¢T 'ES—sS YA¢T
Fcla—ny (typet =1T): (typet ~ 1) Fcla—ny (module type A = S) : (module type A = S)
C-Typ-EMPTY C_CIYP_SEQ L can .
I':wf T FY Bl . 3&1.731 F,al ,Y.Dl FY BQ . Hag.pg
Fija’fZé‘ Fcﬁy Bl;BQ:HalaQ.E%'Dig

The existential types—which are lifted from submodules with the rule C-Typ-Mop—are merged by C-
TYP-SEQ, to extend their scope to the local enclosing module. For example, if a module M has a submodule
X which defines an abstract type «, the existential quantification is lifted from the submodule X to the
whole module M.

Module expressions typing As mentionned above, the set of typing rules is syntax-directed. Existential
types obtained from typing binders are lifted by the rule C-Typ-STrRucT. Applying a functor to its argument
(rule C-TypP-APP) reuses the same substitution of abstract types as detailed for subtyping,.

C-TYP-STRUCT C-TyP-VAR
Y¢rT 'ty B:3a.D I':wf I'-P>R
rr structy B end:3Ja.sig, D end rep: R
C-TyP-SIG C-Typ-Fcr
r-S—sS I'EP:R 'ERrR<:S X¢r =S, —3JaR I'a,moduleX : RFM:S
r'F(P:5):S IF((X:S,) = M):Va.(X:R) =S
C-Typ-ArpP

I PriVa. (X:Ra) =S, TEP:R  TFR<: Ria— 7]
I'F Py(P): S [a— 7]

In the source presentation, the projection rule has a special status, because signature avoidance can arise.
In the canonical presentation, all the abstract types are specified using the existential binder in front of the
signature. Doing so, projecting a component (rule C-Typ-ProJ) cannot cause signature avoidance: all the
abstract types (that could go out of scope and cause signature avoidance issues) that M.X could use are in
the list @, that remained binded in the signature of M.X.
C-TyP-PRrOJ
I'FM: Ja.sigy D1, module X : R, Dy end rF Ja. R : wf

r'c M.X:3aR
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The full set of typing rules is given in Appendix B.7.

3.4 From the source to the canonical system

In this subsection, we explore how typing derivations can be translated from the source system into the
canonical system. Both presentations share the same grammar for module expressions and signatures, and
thus have the same input for typing. As we will see, using an extension of the canonification predicate to
environments, we can translate judgments (lookup, equivalence, strengthening) of the source presentation
into the canonical one, giving interesting insight on how the source mechanisms could be understood in the
canonical framework. As the source subtyping can lead to loss of type-sharing—which is not the case into
the canonical system —, the signature obtained from the source will only be a subtype of the corresponding
canonical one. We end this subsection with a theorem stating that source typing derivations can be translated
into canonical ones. In this whole subsection, proofs are omitted but sketches can be found in appendices.

3.4.1 Canonification revisited

We defined a canonification predicate I' = S < S in Section 3.2, to translate source signatures into canonical
ones. We extend this predicate to also translate environments with the following rules :

C-Cr-FCTARG C-Cr-DECL
C-Cr-EMPTY 0,T, T.FS<3JaRrR [, T, T.kyD<3aD
gse

(T's,module X : §) — (I'., @, module X : R) (Ts,Y.D) = (I'.,@,Y.D)

As both predicates are syntax-directed, we can define three (mutually recursive) canonification oper-
ations. One for environments, written cegyy (+), one for signatures (with an environment as parameter),
written cgig (-, -) and one for declarations (with an environment and a self-reference as parameters), written
Caec (*y 7, +). They satisfy:

F:wf = T < cepy ()

FSIf S:wf = copy (F)T—n S — cqig (I',9)

src

TFy D:wf = cene (1) Fy D < caee (I, Y, D)

For conciseness, we write ceny (I') as T'°, cgig (I, S) as S, and cgec (I',Y, D) as D¢ when it is clear from
context. Using an operation instead of a relation makes the following results easier to write.

3.4.2 Canonification of lookup

Now that we can convert environments from source to canonical, we can state how the lookup behaves
regarding this transformation. The main difference between the two systems comes from the fact that a
module that defines an abstract type t, stored at a location P, has (without strenghtening) a signature
containing an abstract type field: typet. The canonification of this field gives Ja. typet(x «): overall, the
canonification exposes the existential types. But in the canonical model, the stored signature is manifest: first
all existential types are stored in the environment, then the signature (referring to them) is stored. Thus the
signature returned by the canonical lookup will be stripped from the existential obtained by canonification.
On the other hand, module type variables are not made manifest in the canonical system, which makes for
a simpler link. This gives us the following result:

Theorem 1 (Canonification of lookup). Given any wellformed environment I : wf, we have:

Ik P>R

I'+P>S — Ja,R, - (1)
S¢=Ja.RrR

IFPAsS = T°F PA S (2)
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As expected, the signature obtained in the canonical lookup is the same as the canonification of the source
one, stripped of its existentials. The module type variables are however not stripped of their existentials.

3.4.3 Canonification of equivalence

The canonification of the equivalence judgement is both simple and crucial. As we described in the previous
section, two equivalent signatures have the same connected components of their type sharing dag. In the
canonical model, all connected components are flattened into a star trees (tree of depth 1), with an exis-
tentially quantified variable at the root. This means that two equivalent signatures actually have the same
canonification, as shown in Figure 13. It matches the intuition (and naming) that signatures are indeed
canonical.

(X.t) (X.t)
A S
(Ya) (Yb) (Xu] (Yal{Yb) (Xu]

Source signature S Source signature So Canonical signature S

Figure 13: Two equivalent signatures S7 and S2 (from Figure 6) have the same canonification S. Formally,
we have : cgig (£,51) = Caig (6,52) =S

This is captured by the following result:

Theorem 2. Given a wellformed signature re 51 wf, for any signature So:

FI—S&%SQ — SlC:SQC (3)

3.4.4 Canonification of strengthening

The case of canonification of strengthening also gives an interesting insight on how this mechanism, necessary
for the source presentation, becomes completely transparent with the existential types. Strengthening the
signature of P, by turning abstract types into concrete ones (typet — typet = P.t), makes the signature
manifest, while keeping the same fields. In the canonical model, as we store manifest signatures in the
context (storing the existential types before the signature), all copies of a signature directly refer to the
existentials in the context. The link between module aliases is therefore obtained directly, through the saved
existentials. As with equivalence, having the existentials as accessible roots for the connected components
of the type sharing dag makes the presentation simple.

Theorem 3. Given an environment I and a path P of signature S, that is rep: S, we have:

FAR = casq (T, S)
I'HP/S— S = {R=cag(l,5) (4)

can

I“FP:R
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3.4.5 Canonification of subtyping

As the rules of subtyping in the source and canonical systems are very similar, the two judgments are also
very similar. The only difference is that, through over-abstraction, source subtyping can lose type equalities.
However, in the canonical system, with the rule C-SuB-ABs, the correspondence between the abstract types
is dealt with a the signature level, no abstraction is done at the declaration level. We get the following result:

Theorem 4. Given an environment I' and two wellformed signatures, we have:

src

TES <8 = I°F 8. <8, (5)

3.4.6 Canonification of typing

Once all the canonification results have been laid out, the typing result becomes easy to write. All typing
derivations can be translated into canonical ones, with the only difference being that some over-abstraction
during subtyping can lead to a source signature having lost some type sharing. This type-sharing loss
however, can be delayed to the last step of the derivation (combining the losses of all the stored signatures),
which gives the following result:

Theorem 5 (Canonification of typing). Given any environment I', module M, and signature S, we have:

rer M-S
T'-M:S = 39, (6)
rek s <: 8¢

This main result matches the intuition that the canonical system is more powerful than the source system,
and that the existentials are an efficient and simple way of dealing with type-sharing. As we mentioned in the
description of the projection typing-rule, we could add some (cumbersome) conditions to the source system
to force the preservation of type equalities.

This link between the source and canonical system shows the expressiveness of the latter one, but is only
half of the story. Exploring at which conditions the canonical derivations can be translated back into the
source will uncover a new concept: anchorability.
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4 Anchorability conditions: the power of existentials into a path-
based approach

In this section we are going to explore at which conditions canonical typing derivations can be translated
back into the source typing. This would allow us to use the canonical system as a guide to implement
mechanisms to improve the current O CAML type-checker, especially regarding the type-sharing preservation.
The canonical system thus provides both the intuition, formal guaranties, and algorithmic insights for the
design of OCAML modules mechanisms. In the first subsection, we define a notion of anchorability that
captures the cases where canonical signatures could be expressed in the source (anchorable wellformedness).
Using this notion as a new wellformedness predicate, we can easily change the typing rules so that all
intermediary signatures of a typing derivation could be translated back into the source (anchorable typing).
In the last subsection, we give the formal results showing the correspondence between this restricted typing
and the source typing, by extending the notion of anchorable signatures into anchored signatures.

4.1 Anchorable wellformedness and typing
4.1.1 Signature avoidance revisited

Existence vs Identity (of types) As we mentioned in Section 1.2, some cases of signature avoidance
are solvable, whereas some other have no solution in the source syntax. The key distinction between the two
cases comes from the fact that the source definition for an abstract type (typet) captures both the existence
and identity of the type. There is no way to declare the existence of an abstract type without an alias (an
identity) for this type. However, sill in the source syntax, the user can hide the definition (hide the identity)
of an abstract type while keeping fields that refer to it (keep the existence) using ascription, projection,
or functor application: the resulting signature cannot be expressed. An example is given in Figure 14.
Canonical signatures do not suffer from the signature avoidance problem mainly because they can express
the existence of types by using existentials, even when they have no identity (no aliases).

1| (* Argument signature : 16 | (* Unnamed argument in functor call :
2 type u and v share the 17 the signature of module X cannot

3 same first component : t *) 18 refer to the type t, first component
1 | module type S = sig 19 of u and v *)

5 type t 20 | module X = F(struct

6 type u = t * int 21 type t = bool

7 type v = t * string 22 type u = t * int

s | end 23 type v = t * string

9 24| end : S) (* : sig ? end *)

10 | (* Functor : 25

11 copies u and v (not t) *) 26 | (* The canonical signature of X *)

12 | module F = functor (A: S) -> 27 | module type XSig = Ja. sig

13 type u = A.u 28 type u = a * int

14 type v = A.v 29 type v = o * string

15 | end 30 | end

Figure 14: A typical example of an unsolvable case of signature avoidance. The source syntax cannot express
the existence of a type that is the first component of both u and v without giving it a name. Fixing the
signature by adding a type field for t would not work, as it would not be alpha-convertible. However, the
module X can be given a canonical signature XSig.

The solvable cases of signature avoidance are the ones where each use of an abstract type have an in-scope

alias defined (identified) before the type is used. Typically, a definition typet = « should precedes any use
of a (such as valt : (= «), typeu = « X int, etc.). In such a case, we say that the existential type is
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anchorable: there exists an in-scope path we can use to refer to it (to anchor it). As we will see in the
following subsections, substituting the existential for the corresponding anchoring instance allows one to
rebuild a source signature. The two cases explored in the figures of Section 1.2 are illustrated in Figure 15.

Canonical signature S; Source signature Sy Canonical signature Sy Source signature So

Figure 15: In the two canonical signatures S; and Ss, the existential type « is anchorable. For §1, we can
use X.t as the anchoring path, as done in S;. For 83, a projection removed X.t and X.u. The next available
alias is Y.a: it is done in Ss.

4.1.2 Anchorable wellformedness

In this subsection we translate the idea of anchorable signatures (where existential types can be anchored)

into a judgment e S :wf,. This judgment is presented as a special kind of wellformedness judgment, so
that changing from typing derivation to anchorable typing derivation could be done by only changing the
underlying notion of wellformedness. In addition to checking the same properties as normal wellformedness
(defined in Section 3.2), we enforce two other key properties that should be understood as consequences of
forcing the overlapping of identity and existence. First, a notion of restricting the meaning of existentials
that should be thought of as the local consequence, and, second, a notion of storing only existentials with a
path, that should be understood as the global consequence.

Restricting the meaning of existentials The normal version of the wellformedness predicate use a top-
down approach: the set of existentials is specified in front of the signature (Ja.sig ... end) and can be used
freely in the declarations. Here, we use a bottom-up approach: existentials are added in front of a signature
only when we encounter defining instances of the form typet ~ a. Their meaning is thus restricted from
expressing existence to expressing existence and identity. To do so, we extend the predicate for declaration
to indicate the set of existentials : F?y Ja.D : wf,. The rules for individual declarations are given bellow.

The only one where an existential can be introduced is C-AWF-TYPEABs (and, recursively for sub-modules,
C-AWF-MoD).

C;ﬁWF—VAL C—CﬁWF—TYPE C-AWF-TYPEABS
L' 7:wf, Yo ¢l I'E7:wf, Yté¢T I:wf, Yi¢T ag¢gl
Fclajy valz : (= 7): wf, Fcliny typet &~ 7 : wf, F?y Ja. (typet =~ «) : wf,
C-AWF-MoD C-AWF-MoODTYPE
'+ Ja.R:wf, YX¢T I'S:wf, YA¢T
Fc}ajy Ja. (module X : R) : wf, Fc}iﬂy (module type A = S) : wf,

In addition, there are two sequence rules, given bellow. The rule C-AWF-SEQ is used to merge the
existentials: the wellformedness of D; is not checked with the rest of the @ in the context (forcing them to
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be defined before being used). As one could expect, this has similarities with the canonification judgment
(as both manipulate signatures where the notions of identity and existence of types are overlapping).

C-AWF-EmMPTY C_Cf}WF'SEQ -
I': W]ca, I Fy Hal.Dl : W]ca, I s aq ,Y.Dl Fy Ja.D: Wfa an o) = @
TFy e :wh, Ity 3ma. (D, D) : wh,

Finally, for the source judgment (I' - S : wf, ), we remove the rule C-WF-Ags that allowed for introducing
any number of existentials, regardless of whether or not they were anchored. Instead, we only have the two
rules given bellow. C-AWF-Siag is used for signatures with the existential types being obtained from the
declaration judgment.

C-AWF-S1G C-AWF-FuncT
I'Fy 3@.D : wf, '+ 3Ja.R:wf, I',a,module X : R+ S:wf, X¢r ag¢rl
FT*” Ja.sigy D end: wf, F? Va. (X :R) — S:wf,

Storing only existentials with a path Using the restricted meaning of existentials, we know that there
is a local alias for all the introduced existentials. Before pushing any existential to the context I', we also
require that these local aliases are actually reachable with a path. The rules for the environment judgment
are given bellow. The only two rules where existential types can be stored in the environment are C-AWF-
FctArc and C-AWrF-DEC, where a path is available to refer to the local alias they correspond to (either the
functor name for C-Awr-FCcTARG or the self reference for C-Awr-DEC).

C-AWFr-FcTARG C-AWF-DEC
C'A‘;VF'EMPTY I'-3aR:wf, X¢I @a¢l 'ty JaD:wf, @a¢l
€1 Wl
I',@,(module X : R) : wf, I'a,Y.D:wf,

The full set of rules is given in B.4. As the anchorability only adds new premises to the rules, we show
by an easy induction that:

VD,S, TF S:wf, = T'FS:wf (7)

This matches the intuition that anchorable wellformedness is more restrictive—which was expected of a
statement matching the source presentation restrictions.

4.1.3 Anchorable typing
We can easily modlfy the typing judgment, by replacing the notion of wellformedness wf by wf,. Otherwise,

the new judgment I' }— M : S reuses exactly the same rules as the ones defined in Section 3.3.2. For example,
the projection rule becomes:

C-ATyP-PRroJ

Iy M:Ja.sigy Di,module X : R,Dyend Tk Ja.R:wh,

can

Ik, M.X:3a.R

Doing so, all the signatures used in intermediary steps are anchorable, translatable into source ones. In
the next section we give the formal translation theorems, which requires extending the judgments for the
proofs.
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4.2 Anchorability result

In this section we present the formal result of anchorability. To prove it, we extend the anchorable wellformed-
ness to an anchored wellformedness: a judgment that also returns a substitution and a source signature to
exhibit a solution. First, we state the result.

Theorem 6 (Anchorable typing). Given any environment I', module expression M and (canonical) signature
S, we have:
'y =T

can

Ity M:S — 37,5, {TFS—S (8)
r,EM:S

This completes the link between the source and canonical systems: canonical derivations can be translated
back into the source when we restrict their expressiveness. In the rest of this section, we sketch the tools
and strategy we use for the proof. As we mentioned, in anchorable signatures, all existentials can be
associated with a path, so there exists a substitution o from existential identifiers to paths. Substituting
the existential for their associated paths allows us to build a source signature. We will first extend the
anchorable wellformedness into an anchored wellformedness judgment that also binds the substitution and
associated source signature.

4.2.1 Anchored wellformedness

Anchorable wellformedness was presented in the last section as a (simple) set of necessary conditions for
source translation. We extend it to return both a source evidence term and a substitution for the (canonical)
existentials to the (source) paths o : oo+ T. This gives the following mutually recursive judgments:

e Environments: I': wf, <= (I's,or)

can

e Signatures: '+ S:wf, «<> ([, 0r), (S, 05)

e Declarations: Fcla—ny Ja.D:wf, <> (Is,or), (D, o)

can

e Types: I'+7:wf, <> ([,0r),T

Anchored types The simplest judgment is the anchored wellformedness of types. Based on the substi-
tution of existentials for paths of the current environment, we can easily get the source evidence term from
the canonical one, with the two following rules:

C-AWEF-EXISTENTIAL C-AWEF-CONGRUENCE
I':wf, <= (Dsres o1) Vi e [1,n],T F 7w, <= (Dge,or) , T
T'F o:wh, < (T, o1) , o () TF Op(ri,...,70): Wha < (Daeso1) , Op (T, ... ., Th)

Anchored declarations We can see the two principles of anchorable wellformedness (ezistential restriction
and storing only with a path) at play in the rules. The declaration version of the judgment is where the
substitutions or and o are built, field by field. The only place where an explicit substitution is added
is (unsurprisingly) for the abstract type declaration (rule C-AWEr-TypPEABS®), whereas other rules (like

6There is a distinction between type declarations with an existential Jov. type t & a that correspond to the defining instance,
and type declaration without an existential typet &~ 3, that correspond only to an alias
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C-AWEF-VAL, C-AWEF-TYPE) only return empty substitutions.

C-AWEF-VAL C-AWEF-TYPE
k7wl < (Dge,or), T Yaxé¢T k7wl < (Tge,or), T Yit¢Tm
F?y valz : (= 1) :wf, +> (Tge,or), (valz : T,0) F?y typet ~ 7 :wf, < (I, 0r), (typet =T, 0)

C-AWEF-TYPEABS
I:wf, <= (g, 0r) Yi¢TD a¢l

'y Ja. (typet = a) : wf, <= (s, o) , (typet, a — Y.t)

For module fields, we need to distinguish between structures and functors. Indeed, as functors are
generative, no type access can be made inside functor modules: the substitution is empty (rule C-AWEF-
MobpFct). For modules with a signature of a structure (Ja.sig D end), we extend the access paths in the
substitution (rule C-AWEF-MODABS).

C-AWEr-MobnFcT
' R:wf, <> (Dge,0r), (S, @) YX¢T

I'Fy (module X : R) :wf, <= (Cge,0r), ((module X : S),0)

C-AWEF-MODABS
'+ Ja. (sigX D end) swfy, <= (Dge,0r) (sigX D end, 0) YX¢T o =arY.o(a)

FT*"Y Ja. (moduIeX :sigy D end) swfy, <= (Dge,0r) ((moduIeX :sigy D end) ,(f’)

Finally, we add rules for sequence that combine the substitutions being built (in C-AWEF-SEQ).

C-AWEF-SEQ
C-AWEF-EMPTY . I "};3@11)1 : Wfa <~ (Fsrca 0'[‘) s (Di’ 0'1)
I:wf, <= (D, 01) I'a,,Y. Dy by dJa.D:wf, < ((Tse,Y.Dy),0"), (D, 02) arNa=10
Ty € why ¢ (Tae, 1) , (€,0) ¥y 3ma. (D1, D) : wh, > (Tse, o), (D1, D) 01 ¥ 0

Anchored signatures The signatures rules wrap up the declaration ones. If a signature has existential
types (Ja.R), the associated substitution ¢ translates them into paths inside the signature, as in rule C-
AWEF-Sic. Functor signatures have an empty substitution (rule C-AWEF-FUNCT).

C-AWEF-S1G

can

Ity 30D :wf, <> (Tge, 0r), (5, J)

can

I'+ Ja.sigy D end:wf, <> (s, 0r), (sigy D end, o)

C-AWEFr-FuNcT

can

'+ Ha.RZWfa — (Fsrc,UF) , (5170'1)
I'ya,module X : R+ S :wf, <> ((T'se,module X : S1),0"), (S2,02) X¢r a¢l
PEVa. (X:R) = S:why, ¢ (Dye,or), (X :S1) = Sa, 0)

Anchored environments Whereas the key principle of anchored declaration was to restrict existentials
meaning, the key principle of anchored environments rules is to store existentials with a path. When adding
a field to the environment, we extend the associated substitution with the self reference, as in the rule
C-AWEF-DEc. For functor arguments, we use the same distinction on the signature as in the anchored
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declarations: a functor signature will not allow for type access, so the substitution is empty (rule C-AWEF-
FcTARGFCT), whereas a structure signature will be associated with a substitution, that we extend with a
prefix and combine with the current substitution (rule C-AWEF-FCTARGABS).

C-AWEFr-DEC
Y.o'(B) ifgea

FT—"Y Ja.D: wf, < (Tge,0), (E, J/) a¢’l o' =8—
a(B) otherwise

[.a,YD:wh, ¢ (I, Y.D) 0"

C-AWEF-FcTARGFCT

can

I'ER:wf, < (Tge,0), (S, 0) X¢r a¢rl
[, @, (module X : R) : wf, <> ((Igc,module X : S),0)

C-AWEF-FCTARGABS

can

I'+3a.sigy D end:wf, <> (I'ge,0), (sigy D end, o)
N } Xo'(8) iffea
X¢r a¢l o =B C-AWEF-EMPTY

a(B) otherwise e wh, o (e.0)

I',@,(module X : sigy D end) : wf, <= ((I'sc,module X : sigy D end),c”)

This completes the presentation of the anchored wellformedness. The full set of rules can be found
in B.5. This judgment is more technical than the anchorability—which provided intuition and necessary
conditions—but makes theorem statements and proof simpler, thanks to the invariants that it verifies.

4.2.2 Proof sketch

The proof presented here is not fully completed, and would benefit from being mechanized, which we plan
to do in future work. We present some of the key lemma and proof insights. First, we formalize the link
between anchorable and anchored wellformedness. Then, we give several auxiliary results for the judgments
of the canonical system. We prove the main result by induction on the typing rules.

Lemma 1 (Anchorable and anchored wellformedness equivalences). Given any environment I, signature S,
declaration D, and type T we have:

I':wf, < 3T, or, I':wf, « (Ts,0r) (9)
IFrowf, < 30,00, T, TF7:wf, < (Dy0r),T (10)
I'cS:wf, <« 3T, 0r, 8, 0, TFS:wf, < (Dy,0r), (S,0) (11)

'y 3@.D:wf, <= 3Ty, o0r, D, o, Ly 3a.D:wf, « (Iy,0r), (D, 0) (12)

By induction on the rules, we can check that the source and substitution part of the anchored judgment
are not more restrictive than the anchorability judgment.

Lemma 2 (Anchorability of lookup). Given I', I'y, o such that I : wf, <= (I's, o), given a path P, a module
type identifier A, and two signatures R and S, we have:

I-PsR  — 38,0, 4L FRwh < (T, 01).(8,0) (13
I'sH-Po S

I'PA>S = 38, 0, I'ES:wf, < (Is,0r),(S,0) 19
I, PA>S
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Lemma 3 (Anchorability of canonification). Given T, T'y, or such that T": wf, <= (T's, or), given a canonical
signature S and a source signature S, we have:

can

I'FS— S « 3o, T'F S:wh, < (D4, 0r), (S, 0) (15)

Lemma 4 (Anchorability of subtyping). Given I', T's, or, two canonical signatures S; and S, two source
signatures S; and So, two substitutions o1 and o, we have:

rr Sy :wf, <= (D, 0r), (S1,01)

Fcﬁ Sy iwf, « (FS,O'I‘) s (52,02) = [\ F 51 <5 (16)

can

'S <: 8

The main theorem (Theorem 6) can now be proved by induction on the typing rules. We give the
statement again:
'y =T
Ity M:S — 37,5, {TFS—S
T M:S
We reason by induction on the canonical typing rules. We show here two example cases:

e C-Typ-VarI'FH, P:R

1. We have an anchorable wellformed environment I', so, by the equivalence results (Lemma 1), there
exists a source environment I'; and a substitution or such that T": wf, <= (T's, or).

2. By anchorability of lookup, there exists a source signature S and a substitution o such that
FsFP:SandI'FR:wf, < (I's,or), (S,0).

3. The strengthened signature S’ (satisfying I's = P/S — S’) satisfies the theorems conditions (by
the source typing rule S-TYP-VAR).

e C-Typr-SiG Fclaj(l (P:S5):S

1. We have an anchorable wellformed environment I', so, there exists a source environment I'y and
a substitution or such that I': wf, <= (I's, op).

2. By anchorability of lookup, there exists a source signature Sy and a substitution o such that

src

I'sHP:Syand F? R :wf, + (Ts,0r), (S0, 00).

3. By the anchorability of canonification, there exists o such that FT_" S:wf, <= (I's, o), (S, 01).

src

4. By the anchorability of subtyping, we have I'y - Sy <: S
5. We conclude by the source typing rule S-Typ-SiG.
This concludes the technical part of this section. The link between the canonical and source systems is
now clarified. The next section will show the missing link between the canonical system and F¥ by a full

elaboration of the canonical judgments into F¥ terms. Thus, the canonical system serves indeed as a middle
point between the source and F¥.
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5 Formal guaranties through elaboration in F“

In this section we give formal foundations and guarantees for the canonical system through elaboration.
Elaborating (translating) the terms and judgments of the canonical presentation into well-typed terms and
judgments of F¥ has two interesting aspects. First, it gives a clear correspondence between some of the
mechanisms of the canonical typing (mainly existential types) and standard mechanisms of F¥, which serves
the intuition. Second, it shows that the canonical system can be understood as a particular mode of use
of F¥, which means that the elaborated system enjoys the properties of soundness, progress and preservation
of F¥. As the main mechanism of the canonical system (existential types) is directly inspired by F“, the
elaboration is mostly straightforward. In the first subsection, we give the syntax and rules of the version of F*
(extended with existential types and records) that we use for the elaboration, and we present the F* terms
and types that encode signatures, called semantic signatures. In the following subsection, we present the
elaboration of the canonical judgments that compose the elaborated system. Finally, we state the correctness
theorem for the elaboration and the link between the canonical and elaborated system.

This section is largely inspired by Rossberg et al. [2014]. The encoding of signatures into F¥ types and
terms is very similar. The main difference (beside the grammar of the module expressions) comes from the
fact that we elaborate judgments with both a canonical and F* result, whereas in Rossberg et al. [2014],
typing and subtyping are defined only by elaboration (no signatures in the module syntax).

5.1 F-omega and encoded signatures

In this subsection we present the polymorphic lambda calculus that we use for the elaboration. It is a variant
of F¥ extended with records and existential types. The grammar is given in Figure 16. The typing rules
are standard, with the additional rules for record and existential types. They are given in Figure 17. All
identifiers Z are implicitly associated with a record label [.

ku=Q |k =k (kinds)
ro=al|r—=7|{l:7}|Va:kT|Ta kT | A kT | TT (types)
ex=z|Xx:Te|ee|{l:e}|el|Aa:k.e]|er|pack(r,e)_ |unpack{a,z)=cine (terms)
vu=Az:Te| {l:v}]| Ao ke |pack(r,v), (values)
O:=-|0,a:k|0,z:7 (environments)

Figure 16: Syntax of F,,

Encoded signatures In the elaboration, signatures are translated into types of F* using an encoding (see
Figure 18). An implicit pattern-matching on terms and types allows us to distinguish between the constructs
in the inference rules.

An example of encoding of a simple module is given in Figure 19, using the syntactic sugar of Figure 18.

5.2 The elaborated system
5.2.1 System structure

The elaborated system structure follows the canonical one, as presented in Figure 20. The judgments are
extended to present both the canonical and F“ terms. As we will see in the last subsection, adding the
F“ terms to the judgments is actually not restrictive, and every judgment satisfies invariants linking the
canonical and F¥ parts together. We define all judgments over an extended, hybrid environment A that
contains both canonical and F“ terms. Its definition is given in Figure 21, where the notation Y.Z : D ~~» X
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Environments

Fu
orFd

Fo, Oé¢@ Fo,
=0 N =0
O,a:kF0O
Types
Fy, Fy, Fwi Fy, Fy, Fu
OF1:Q OF15:0Q OFT:Q oOFrO erOd O,a:kFT:Q
- R o Y
OF1 = 7:Q PE{l:7}:Q OFa:0(a) OFVa:kTt:Q
@,(IZKZFWTIQ @,a:/{FuT:m’ OFm K = r OF 7 : K
Fo Fy, Fy,
OF3Ja:kT:Q OF M :kT:k— K OFT Tk
Terms
Fo, Fo, Fo Fo, Fo, Fo,
orO x:The:T OFe 7 =71 OFey:7 OFe:T orO
T F, Fo, Fo, Fu _
OFz:0(x) OFXr:Te:T—71 OFerex:T OrF{l=e}:{l:7}

(—)Fﬁe:{l:ﬂl’:T’}

Fu
kbe:T

O,a:

R
OFe:Va: k1

Fu
OF71:kK

OFer:7'r— q

Fu Fos Fu
OFel:T OF Aa:k.e:Va: kT
w Fy, Fu
OFT:k OFe:7'[r— q OFJa: k1t :Q
Fo
O F packa : k.7 {1 €) : Jau : k.
3
Fo Fo,
@}—61 Jo : kT O,a:k,x: 7 Fey:T OF7:Q

is a shortcut for :

C) Fw unpack (@, z) = ey iney: T

Figure 17: Typing rules of F*

Yo (val: (= 7))~ [7]

Yit: (type = 7) ~ [= 7 1 4]
Y.X : (module: R) ~» %
Y.A : (module type = S) ~ [=1]]

All judgments are extensions of their canonical counterparts, with additional conditions added to manage
the F¥ terms. We give a brief overview of the lookup, wellformedness, and canonification judgments.

Lookup The elaborated lookup operation follows the canonical one. Functor arguments and declarations
are saved in the environment with both their canonical and F“ signatures which makes the rules like E-Lkp-
FcTARrG and E-Lkp-Mob easy. For the projection rules, the fields are looked up in both the canonical and
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Signatures

IT:=3a.2
S=[]|[=7:4]|[=0] | {ix :} |Va.X = 1I
Types
[7] := {val : 7}
[=7:+]:={typ:V8: (x> *) .7 =871}
[=10] := {sig : I — II}
Terms

[e] := {val = e}

[r:%] :=={typ=A7: (x = *x) Az : T x} type

[I1] := {sig = Az : IL.z:}

(abstract signatures)

(concrete signatures)

(value)

(type)
(module type)

(value)

()

(module type)

Figure 18: Encoded signatures (as F,, types) with the corresponding terms. Three special keywords are

reserved (val, typ, sig).

Encoded signature

b=
Ex: {ev;[[a]] }

1
2
3
4
Ly :[= (o X bool) : %] 5
6
7
8
9

10

Encoded module

unpack{aq,y1) = pack (int, {{x = {{; =

unpack(
pack (a1, {€x = (y1.€x), bu = (y2.Lu)})

Source Code

module M = struct
module X = (struct

type t = int

let v = 42
end : sig

type t

val v : t
end)

type u = X.t * bool
end)

[int : %], €, = [42]}})in

yy2) = (let Xot, Xov = y1 .4y, y1.4, in {€, = [(a1 X bool) : x]}) in

Figure 19: A simple module with two components (a submodule X and a type definition u). Its signature
is encoded into a type II of F¥. A term e (called an evidence term) represents the module. Regarding the

Fy
typing rules of F¥, we have @ - e: Il

F“ signatures, as in the rule C-Lkpr-ProJ-Mop. The full set of rules can be found in Figure 55.

E-Lkp-FCcTARG
(module X : R~ %) el

'FXp>pR~X

E-Lkp-ProJ-MoOD
I'FPprsigDend~ X

E-Lkp-MoD

(Y.X : module : R~ %) €

r

Fr'FYX>R~X

iy =Y

(module X : R) € D

'FPXpR~Y
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Lookup
AFPrR~Y [+
AFPA>S~TI

— = >

1

Welllbformedness
AFS:wf~ 11

qugoniﬁcation
AFS—S~1II

/

Subtyping

elab

LA"Sl <282WH1 <ZH2Tf

——

Typing

elab

AFM:S~e: 1l

Figure 20: Structure of judgments for the elaborated system

Figure 21: Syntax of the hybrid environments. The existential identifiers are common for the canonical and

elaborated parts.

Wellformedness

be found in Appendix A.2.

E-WF-VAL
elab

AFT1:wf Yax¢g A

elab

Abyvala: (=7):wf~ {l,:[7]}

E-WF-MobD

elab

AFR:wf~X

(Abstract types

(Functor Argument

Again, the elaborated wellformedness rules follow closely the canonical ones. The main
difference comes from the fact that encoded signatures do not distinguish between signatures and declarations:
each declaration is encoded as a single-field signature and lists of declarations are encoded as signatures. This
can be seen in the rules E-Wr-VAL or E-WF-TYPE and in the sequence rule E-WF-SEQ where F“ signatures
are merged. We show here only example rules for the wellformedness of declarations, the full set of rules can

E-WF-TYPE

elab

At T7owf Yi¢g A

(Declaration

elab

A by typet & 7:wf~s {lp: [=7: %]}

Y.X ¢A

elab

AFy (module X : R) :wf~ {lx : ¥}

E-Wr-SEQ
elab
Aty Dy wfs{lz 31}

elab ___
A, (Y.Zy: Dy~ %) by Drwf s {ZZ:E}

elab

AYy (0. D

):wa{lzl :El,lZ:E}
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Canonification As the canonical types are represented as F“ types, the elaborated canonification of types
elab

A F T < 7 is the same as the canonical one. For declarations and signatures, the canonification produces
encoded declarations and signatures that correspond directly to their canonical counterparts. As they are F*
types (and not terms), the existentials can be manipulated directly (whereas terms would need the explicit
pack/unpack constructs). This is for instance the case in the rules E-Cr-Mob and E-Cr-TYPEABS shown
below, whereas E-Cr-TYPE depends on the canonification of types.

E-Cr-TYPE

elab E-Cr-TYPEABS
AFT T Yi¢ A A wf Yi¢ A
elab elab
Aby typet =T — typet = 7~ {l; : [=7:4]} Ay typet — Ja. typet(~ a) ~» Ja. {l; : [= a: #]}
E-Cr-MoD

elab

AFS— JaR~3ay YX¢A

elab

A Fy (module X : S) — Ja&. (module X : R) ~ Ja. {Ix : ¥}

The full sets of rules can be found in Appendix C.3.

5.3 Subtyping

As we use a version of F¥ without subtyping, the subtyping judgment Aelﬁb Sy <0 Sy~ 11y <: Il 1 f produces
an subtyping function f: a conversion function from the type of the first term to the type of the second
(II; — II3). The nature of this subtyping function has interesting impacts on the compilation of modules.
Indeed, when we consider abstraction-only subtyping, as the memory representation of modules (the terms)
are the same (they are stripped of types), we expect this function to be 7-S-convertible to the identity. When
it is not the case (as with reordering or deletion of fields), the subtyping function is not code-free, and this
would correspond to a specific action from the compiler (copy, access table, etc.).

The subtyping rules are made longer by the construction of the subtyping function, but mostly follow the
canonical ones. Contrary to the wellformedness and canonification judgments, the subtyping on declarations
is not done with single-field signatures, but directly with the encoding of the field ([7], [= 7 : ], [= II],
etc.). The identifier is not needed in the elaborated part (as F* records are not dependent, fields do not refer
to each other), so we stripped it for simplicity. This can be seen in the rules for declarations below.

E-SuB-VaAL

elab

AFT<:71f

elab

Ab (valz: (7)) <:(valz: (7))~ [7] <[] T X : [7]). [f(z.val)]

E-SuB-TYPE
elab

AFT<:7'1f

elab
/

Al (typet =~ 7) <: (typet = 7' ) ~ [=7: % <:[=7 x| T A (x: [=7:%]) . [=7: %

E-SuB-MobD

elab

AFR<R =S <Y1 f

elab

At (module X : R) <: (module X : R') ~ ¥ <: X' 1 f

E-SuB-MODTYPE

elab

elab
AFS<: S8~ <II'tf AFS < S~TI'<: 111 f

elab

A+ (module type A = S) <: (module type A = 8') T <: II' t A (z : [=11]) . [IT']
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Two of the subtyping rules for signatures are given below. The way existentials are dealt with in E-
SUB-ABs is similar in the canonical and existential parts, with the subtyping function using the construction
unpack (-, -) = - in pack (-, -) to reseal the signature with the correct list of existentials. For E-SuB-Sia, the
encoded signatures are split and reconstructed using the declaration subtyping functions.

E-SuB-ABs

elab

AaFR <R[ =7~ <Y =71 f

elab

AFJa.R <:JFa' R~ Fa.X <: Fa'.¥' 1+ A(z: 3a.X) . unpack (@, y) = = in pack (7, f y)

E-Sus-Sia L
Dy CD

elab elab____ elab
A}—D:WfW{lz/:Ele:E} AI—D’:WfW{ZZ/:Z’} AFEDy<:D ~ 3y <31 f

elab

AF sigy Dend <: sigy D’ end ~ {lz/ Yo,z Z} <: {ZZ/ : E’} TA (:L : {ZZ/ 20,1z Z}) {ZZ/ = f(x.lz/)}

The full set of subtyping rules can be found in Appendix C.4.

5.4 Typing

In the typing rules, explicit terms of F“ are produced for the module expressions and types for signatures.
To represent module variables, we introduce a translation of paths into F* identifiers:

|Y.Z] :=Y2

| X=X
|P.X|:=|P|X
|P.A| = |P]|A

Binding typing rules As for wellformedness and canonification, we encode an individual binder using
a single-field declaration (record). The extrusion of existential types requires the unpack (-,-) = - in - and
pack (-, ) constructs, as in E-TyP-Mob. In the sequence rule E-TypP-SEQ, the two subdeclarations are merged
by a substitution for renaming: an identifier of the form |Y.Z; | used in ey correspond to the fields z, of the
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record .

E-Typ-LET
elab
AFE:T~e:T Yax ¢ A

elab

AF(letx=FE):(valz: (= 7))~ {l, =e}: {l,:[7]}

E-Typ-TYPE

elab

AFT <7  YtgA

elab

AbFtypet =T typet =7~ {l; = [T} : {ls: [=7:4}

E-Typ-MoD
elab
AFM:JaR~e:Ja.X YX ¢A

elab

A F (module X = M) : (3@. module X : R) ~~ unpack (@, z) = e in pack (@, {Ix = z}): Ja. {lx : T}

E-TvypP-SEQ
elab . elab N
A B1 : Hal.Dl ~r el 361. {lZl : El} A ,61 ,Y.Dl : lZl ~ Zl - B2 : Hag.Dg M €e9 3@2. {ZZ2 : 22}
elab

A Bl;BQ : Halagﬁ%ﬁgw ~ L unpack <51,yl> =e€1 in : 3@1@2. {ZZl : 217l22 : 22}
unpack (@, y2) =
let I_YZM = yl-lZ] ines in
pack <5152, {lZ1 : yl-lZ1;ZZ2 : y2}>

Module expressions typing We present bellow some of the typing rules for module expressions. The
rule E-TyP-VAR uses the conversion from paths to identifiers. As the typing of binding produces encoded
signatures (and not encoded list of declarations), the rule E-Typ-STRUCT is made very simple. In the rule
E-Typ-Si¢ (signature ascription), the subtyping function is used to convert the type of the variable |P|
from Y5 to Yo[@ — 7] and the result is resealed with the existentials @. The rule E-Typ-Fct show how
polymorphic signatures V& : ¥ — II. appear naturally from the covariant position of existential signatures.
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Finally, the rule E-TyP-ProJ shows the unsealing and resealing of existentials.

E-Tvypr-VAR
A wf AFP>PR~X

elab

AFP:R~|P|:X

E-Typ-SiG
elab elab elab
AFS%HaleﬂaEl AFPRQWLPJEQ AFR2<R1[GF—>?]WEQ<Zl[a*—)?]Tf

elab

AF (P:S):8~ pack (7, f|P]): Fa.2,

E-Typ-STRUCT
elab

YA A+ B:3a.D~e:Ja.%

elab —
Ak structy B end:da.sigy D end ~~ e: Ja.X
E-Typ-Fcr
elab elab
X¢A AF S, = Ja.R ~ Ja.x A a,module X : R~~»XFM:S~we:1Il

elab

AF((X:S,) = M):Va.(X:R) =S~ XaA(z:X).e:Va.X —1I

E-Typ-PrOJ
elab

R I elab
A+ M :Ja.sigy D1, module X : R, Dy end ~ e : Jau. {ZZ1 X lx g, 22} A Ja. R :wf~ Ja.X

elab
AF M.X :3a.R ~ unpack (@, y) = e in pack (@, y.lx) : Ja.X

The full set of rules is given in Appendix C.5. This completes the presentation of the elaborated system.
We finish the section by presenting some key results.

5.5 Correctness and link with the canonical system

In this section we present the correctness result of the elaboration (generated terms are well-typed) and the
link with the canonical system (the elaboration is correct for the canonical rules and (more importantly) not
restrictive). This requires some technical extensions, but the proofs are mostly straightforward by induction.

5.5.1 Correctness

elab

The key idea of the correctness result is the following: when typing a module expression A = M : S ~ e : 11,
the term e has indeed the type II. The technical issue only comes from the fact that A is not an F¥
environment, we need to convert it first. We introduce the transformation of environments:

y=¢

w(A,a) =w(A),@
wA)YYZ:Dw¥Y)=w

w(A,module X : R ~ %) =w(A),

Then we state the correctness of subtyping and typing. Both results are proved by a straightforward
induction.

Lemma 5 (Correctness of subtyping). Given an environment A, two signatures S and §’, two encoded
signatures II and II’, and a subtyping function f, we have:

elab

AP S < 8wl <1 f = wA)F f:I 17 (17)
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Theorem 7 (Correctness of elaboration). Given an environment A, a module expression M, a signature S,
a term e and a encoded signature II, we have:

elab Fu

AFM:Swe:ll = w(A)Fe: Il (18)

5.5.2 Link with the canonical system, backwards

In this subsection we show that the elaborated system is indeed an subset of the canonical system: all typing
derivations in the elaborated system can be expressed in the canonical one by stripping the F“ parts. We
first define an simple stripping operator for elaborated environments:

u(e) =«
WA, @) = u(A) @
WA Y.Z DWZ) WA),Y.Z:D
w(A,module X : R~ %) =pu(A),X: R

By an easy induction, we have the following result:

Theorem 8 (From elaborated to canonical typing). Given an environment A, a module expression M, a
signature S, a term e and a encoded signature II, we have:

elab can

AFM:S~e: Il = p(A)FM:S. (19)

5.5.3 Link with the canonical system, forward

In this subsection we show that the elaboration is actually not restrictive: all derivations in the canoni-
cal system can be expressed in the elaborated one. We first define an elaboration operator for canonical
signatures:
e(Fa.R) =FJa.e(R)
e(Va. (X :R) = S)=Va.(X:e(R)) = e(S)
e (sig Dend) = {e (D)}

—

e(valz: (=7))={l,:[7]}
e(typet ~ 7) = {l;: [= 7: 4]}
e(module X : R) = {lx : e(R)}
e (module type A =8) = {la : [= e (S)]}

For a given signature S, we will write I1s for e (S) and X% for e (R). We extend the operator to environments:
e(e)=¢
eT,a)=e(),a
e(I',module X : R) =e(T'), (module X : R ~~e(R))
e, YZ:D)=eI),Y.Z:D~e(D))
Again, will we write Ar for e (I'). We have the following results:
(module X : R) € D => e(sigDend) ={...,Ix :e(R),...}
(module typeA=8) €D = e(sigDend) ={...,lxa:[=e(R)],...}
Va, a €' < a € Ar
VZ, Z el < ZecAr

Then we state the intermediary lemmas. All results can be shown by induction.
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Lemma 6 (Elaboration of lookup). Given an environment I', a path P, a module type identifier A, and a
signature R, we have:

I'PrR = ArFPoR~ S (20)
I'FPA>S = AprF PA>S~1ls (21)

Lemma 7 (Elaboration of wellformedness). Given an environment I' and a signature S, we have:

I:wf = Ar:wf (22)
can elab

TES:wf = Apk S:wf~ IIg (23)

Lemma 8 (Elaboration of canonification). Given an environment I', a source signature S, and a signature
S, we have:

can elab

'S8 —= ArkS—SwIls (24)

Lemma 9 (Elaboration of subtyping). Given an environment I'" and two signatures S and &', we have:

can elab

'S <08 —= Ef, ArF S <282WH31 <:H52Tf (25)

Theorem 9 (Elaboration of typing). Given an environment I'; a module expression M, and a signature S,
we have:

can elab

'EM:S — de, ArFM:S~e:Ilg (26)

This completes the presentation of the elaborated system. More than only a formal support for the
canonical one, the elaboration was the key design inspiration, notably for existential types.
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Conclusion

Canonification of source typing Elaboration of canonical typing .
(Theorem 5) (Theorem 9) Correctness of elaboration

( Theorem 7)
Elaborated @

Anchorak;ility conditions Elaboration stripping
(Theorem 6) (Theorem 8)

Figure 22: Links between the source, canonical and elaborated systems

ML-Module systems are known for being a well-studied but complex topic. The battle-hardened, path-
based, OCAML approach as proven to be successful, but has some structural issues. While being restricted
to a generative subset, our study of the signature avoidance problem in the source presentation exposes the
limitations of the current signature syntax. Those limitations are at the heart of the need for ad-hoc and
complex fixes (strengthening, equivalence). We introduced the canonical system as a more expressive yet
simpler language, equipped with the right construction (existential types) to distinguish between existence
and identity and solve the main issues of the source system. While still being close to the OCAML source, the
canonical presentation is very easy to elaborate in F¥, which provides formal guarantees. It also allows us to
give a clear description of the limitations of the source presentation through the anchorability conditions. As
a middle-point between usability and formalism, the canonical system is both a comprehensive description
and a framework for building new features and improve the algorithms (specifically for the solvable cases of
signature avoidance) of the current OCAML typechecker.

Future work We plan to extend the scope of this work in several directions. First, we want to make the
module system applicative (tracking equality of types through functor application) by introducing higher-
kinds existentials. The missing link of Figure 22, from F“ to the elaborated system should be investigated
to ensure the canonical system enjoys the subreduction property. We hope that the canonical system can
be extended to support other features (module aliases, transparent ascription, first class modules, abstract
signatures, etc.) which can be hard to describe in the source presentation. As the number of inference rules
grows, the need to mechanize the proofs of our presentation will become clearer and clearer. Along the
way, improvement to the current OCAML typechecking algorithms can be made, inspired by the canonical
approach. If it turns out to be expressive enough, it could serve as a basis for a redesign of a part of the
typechecker, which might be a crucial step to provide a clean basis to introduce new features such as modular
implicits.
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A OCaml source system

A.1 Lookup
S-LKkpP-FCTARG S-Lkp-MobD S-LKkp-SIG
(module X : S) e T Y.(module X : S) €T Y.(module type A =5) e T
r-XoS r-y.Xxes '-Y.AsS
S-Lkp-PROJ-MOD o S-LKP-PROJ-SIG o
' Prsigy, D end (module X : S) € D ' Prsigy, D end (module typeA=S5) e D
I'FPX0v>S[Y — P 'k P.Av S[Y — P]
S-LKP-ALIAS
'PrP.A '-P.A>S
r'-pP»>S

Figure 23: I' = P> S — Lookup rules
Canonical: Figure 37, Elaboration: Figure 55

Invariants

~TFPeS = TFS:wh)

A.2 Well-formedness

S-WF-FCTARG
S-WE-EMPTY I'ES:wf  X¢T
£1W

(T, module X : S) : wf

Figure 24: T": wf — Wellformedness of environments
Canonical: Figure 38, Elaboration: Figure 56

Invariants

src

T :wf = T':wf

src

PFS:wf = I':wf
Ihy D:wf — T:wf
T:WiATFPoS — TFS:wf

T WiATFPAsS — T S:wf
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S-Wr-SiG S-Wr-FuNncT

IFy D:wf IF S :wf T moduleX:Sy - Sy:wf X¢T
I‘Slfsigyﬁendzwf T (X :81) — So - wf
S-WF-PATH .
I-PAsS TFS:wf
IFPA:wf

Figure 25: T F S : wf — Wellformedness of signatures
Canonical: Figure 39, Elaboration: Figure 57

S—SYCVF—VAL S—S\ZCVF—TYPE S-Wr-TYPEABS S—Vs\rch-MOD
LET:wf Yax ¢l LET:wf Yit¢TD I:wf Yi¢Tm L-S:wf YX¢T
Fty valz : T : wf Fty typet =T : wf Fty typet : wf Fty (module X : S) : wf
S-Wr-MoDTYPE S WrF-EMPTY S-}ZCVF-SEQ .
TFS:wf  Y.A¢r T wf IFy Dy:wf  T,V.DyFy D:wf
Fsliy (module type A = 5) : wf Fsliy e:wf Fslfy (Dhﬁ) s wf

Figure 26: T’ I—y D : wf — Wellformedness of declarations
Canonical: Figure 40, Elaboration: Figure 58

A.3 Equivalence

S-EqQv-ENv S-EQv-LKp o S-EQVv-TRANS
Y.(typet=T) el 'k Prsigy D end (typet=T) € D NETy =~ T, THETy =Ty
FEYt=T 'k Pt~T[Y — P] Ty~ T;
S-EQv-SyMm ! I S-EQv-CGR
THT ~T ;E;T‘FT“ Vie[on], THT; ~ T
LT ~T - L'+ Op(Ty,...,Ty) ~ Op(T},...,T.)

Figure 27: I' =T =~ T" — Type equivalence
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S-Eqv-Funcr S-EQv-LKP S-EQv-TRANS
res, ~5s, [,module X : S! S, ~ S/, I'-PA>S IS5~ 'S8y~ 55
FF(X:SQ)%STN(X:SQ)%S; I'-PA=S I'+51~ 853
o S-EQv-SyMm S-EQv-Car
S-EQV-REFL TS ~S Iy D~D
r=S=S§ =]
rS=S¢§

[+ sigy D end ~ sigy, D’ end

Figure 28: '+ S =~ S’ — Signature equivalence

S-EQV-TRANS B ) S-EQv-Sym
Tky Dy~Dy Thy Dy~ Dy S-EQV-REFL Thy D'~ D
I'ty D= D Y]
I'ty Dy = Ds I'tyD=D

S-EqQv-MoD S-EQv-MoDTYPE
I'-S~J9

'S~y
Iy (module X : S) ~ (module X : S”)

'y (module type A = S) ~ (module type A = §’)

S-EqQv-VAL S-EQv-TYPE
T+ /1'11 ~ T2 S—EQV—TYPEABS = T1 ~ T2
Ity (typet) =~ (typet)
Thy (valz : Th) = (valx : Ts) [ky (typet =T1) = (typet = T5)

S E - S-EQV-SEQ
-LQV-EMPTY T '_Y .D1 ~ ‘D/1
I'Fexe

Figure 29: T' by D = D’ — Declaration equivalence

Invariants
TET:wWwiATFT~T = DFT :wf
IES:wiATFS~S = kS :wf
I'Fy D:wfATFy DD = [ hy D' wf

A.4 Strengthening
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S-STR-PATH S-STR-SI1G - L
r+pP.Ap S r-s/p—=S I'-D/P — D'

'-P.A/P—S I't-sigy D end/P —» sigy, D’ end

Figure 30: T+ P/S — S’ — Signature strengthening, defined only if ' - P> S

S-STR-VAL S-STR-TYPE
Ity (valz:T) /P —valz: T 'ty (typet=T) /P — typet =T
S-STR-MoOD

S-STR-TYPEABS

'y S/ (PX) — S
Ity (typet) /P — typet = Pt v 5/ )

I'Fy (module X : S) /P — module X : S’

S-STR-MODTYPE S-STR-NONE S-STR-EMPTY
I' Fy (module type X = S) /P — module type X = S 'y D/P - D I'kFye/P—c¢

S-STR-SEQ o o
Fl—yDl/P—>D’1 I, Y.Dity D/P — D'

Tty (Dy,D) /P — D}, D’

Figure 31: 'y P/D — D’ — Declaration strengthening
It’s equivalent to push strengthen or un-strengthen declarations in the context, as their only use is to get
stored module types, that are left un-strengthen anyway.

A.5 Subtyping

S-SuB-EqQuiv
T-T=T

src

r=T<:T

Figure 32: T Fr <: T’ — Types subtyping rules

Invariants

FE S :wWwiATE S, <8 — TESy:wf

src src

IED,:wiATE Dy <: Dy — T F Dy:wf

'ES:wt —=TFS<:S

'y D:wf = T'FD<:D
FFS~ S «— (PSIES<:S'/\FS}ES'<:S)
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S-SUB-LOOKUP-LEFT S-SuB-LOOKUP-RIGHT

I'FPAsS TES<: S I'PA>S TES<:§
rEPA< S rcs<:PA
S-SuB-FcT

IS, <:S, TD,moduleX:S,F S, <:S  X¢T

src

FE(X:8,) =S, <:(X:8))— S,

S-SuB-SIG

Fsﬁyﬁzwf Dy CD F,ﬁslfy Dy <: D’ Fslfyﬁ:wf

src

It sigy D end <:sigy D’ end

S-SuB-S1G-EQ

Tty D:wf I' DFy D <: D! Fsﬁyﬁzwf

src

I+ sigy D end <: sigy D’ end

Figure 33: Ft S <: 8’ — Signature subtyping rules
Canonical: Figure 51, Elaboration: Figure 62

Dy is not wellformed in general, as it might use declarations of D, but we have: I', D Fy Dg: wf (every

declaration is wellformed, not the set of them). Wellformedness of D' ensures that Dy does not duplicate
fields.

S-SuB-MobD S-SuB-MODTYPE
r-s<:9 res<:9 r-s<:8
Fslfy (module X : S) <: (module X : S”) I‘Slfy (module type A = S) <: (module type A = S’)
S-SUB-VAL S-SuB-TYPE
rEm < S-Sub-TYPEABS rEm <
I'Fy (typet) <: (typet)
Thy (valz: Ty) <: (valz : Ty) I'Fy (typet =Ty) <: (typet = T3)

S-SuB-TYPETOABS

src

T'ET:wf

src

I'Fy (typet =T) <: (typet)

Figure 34: I‘Slfy D <: id" — Declaration subtyping rules
Canonical: Figure 52, Elaboration: Figure 63
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S-TYP-VAR S-TYP-STRENGTHEN S-Typ-EqQuiv

T-PsS  D:wf rcpP:S TFS/P—S rFM:S TrFS~S
rcp:s rrp.s e M:s
S-Typ-SiG S-Typ-AprpP
r=p:s r=s<:8 kP (X:8S,)— Sy r=pP:S r=s<:8,
TF(P:S):S T'F Pp(P): S,[X — P
S-Typ-Fcr S-TyYP-STRUCT
X¢rT I';module X : S, - M : S, 'y B:D Yé¢rT
rr (X:S,) > M):(X:8,) = S, rr structy B end:sig, D end
S-Typ-ProJ
L'+ M :sigy Dy,module X : S, Dy end ' D FS=<:8 IS :wf
I M.X:S

Figure 35: I'F M:S - Module typing rules
Canonical: Figure 53, Elaboration: Figure 64

S-Typ-LET S-Typ-MoD
I'E:T Yag¢l 'tM:S YX¢r
I'Fy (letz = E): (valz : T) I'Fy (module X = M) : (module X : S)
S-Typ-TYPE S-Typ-MoODTYPE
LET:wf Yi¢rm r+S:wf YA¢T
I‘slfy (typet =T): (typet =T) Fs}fy (module type A = 5) : (module type A = 5)
S-TypP-EMPTY S_IYP_SEQi s _
T:wf F}_yBllDl F,Y.Dl}_YBg:DQ
FsﬁyEZE FtyBl;Bglﬁl—H—bg

Figure 36: I’ Sﬁy B: D - Bindings typing rules
Canonical: Figure 54, Elaboration: Figure 65

A.6 Typing

Invariants

src

FTEM:S = TES:wf
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B Canonical system

B.1 Lookup
C-LkP-FCTARG C-Lkp-MoD C-Lkp-MoODTYPE
(module X : R) €T Y.(module X : R) e T Y.(module type A =8) €T
r-Xe>R 'Y XeR '-Y.AsS
C-Lkp-PrOJ-MOD C-LkP-PROJ-SI1G
'+ Prsigy, D end (module X : R) € D I'- P>sigy D end (module typeA=S8) € D
'+ PX>RIY — P '+ PA>S[Y — P]
Figure 37: I' - P>R and I' - P.A > S— Lookup rules
Source: Figure 23, Elaboration: Figure 55
Invariants

~(TFP>R = I:wi)

B.2 Well-formedness

C-WF-ABSTYPES C-WF-FCTARG C-WFr-DEC
C'WfF'EMPTY T:wf @¢l TFR:wf  X¢T T'Fy D:wf
e:w - - r7
I',a:wf ', (module X : R) : wf I, Y.D:wf
Figure 38: T : wf — Wellformedness of environments
Source: Figure 24, Elaboration: Figure 56

C-WF-ABS C-Wr-S1a C-Wr-Funct
D,aFR:wf Thy D:wf IaFR:wf T,a,moduleX :RFS:wf X¢T
I JaR:wf T sigy Dend:wf IFVva (X :R) = S:wf

Figure 39: I'F S :wf— Wellformedness of NF-signatures
Source: Figure 25, Elaboration: Figure 57
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C-Wr-VAL

IEr:wf  Yagl

can

Fky valz: (=7):wf

C-Wr-MoDTYPE

I'FS:wf  Y.A¢r

'y (module type A = S) : wf

C-Wr-TYPE

IFr:wf  YitglD

can

'y typet =~ 7:wf

C-WFr-EMPTY
T:wf

can

T'ky e:wf

C-WF-MoD
'R :wf YX¢T

Fcij (module X : R) : wf

C-WF-SEQ

I'Fy Dy:wf  T,Y.D by D:wf

F"y (Dl,@) s wf

Figure 40: Fij D : wf — Wellformedness of declarations
Source: Figure 26, Elaboration: Figure 58

B.3 Canonification

(typet ~T7) €D

C-CF-LOCALTYPE C-Cr-TYPE o
I:wf typeYt~7el I:wf I'-Pprsigy D end
Yt I Ptesr
C-Cr-Ccr
I:wf Vie[0,n], THT, — 7
rr Op(To, ..., T,) <= Op(T0, ..., Tn)

Figure 41: rETesr— CF-conversion of types
Elaboration: Figure 59
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C-CF-VAL C-Cr-TYPE C-CF-TYPEABS
T r Yaxe¢Tl r-T<—r7r Yit¢T T:wf Yi¢TD
F?ny valz: T < valz : (= 7) Fcij typet =T < typet =~ 7 Fcliny typet < Jda.typet ~ «
C-Cr-MoD C-Cr-MODTYPE
'S Ja.rR YX¢T r-S—3S§ YA¢T
Fc}ajy (module X : S) — J&. (module X : R) F?y (module type A = S) < (module type A = S)
C-Cr-EmMPTY C_CgF_SEQ an _
T wf r }_y D] — 3@1.2)1 F,al ,Y.Dl l_y D — Ja.D
IFyeore 'ty (Dy,D) < Jma. (Dy,D)

Figure 42: Fcla—ny D — Ja.D — NF-conversion of declarations
Elaboration: Figure 61

C-CFr-S1G

an _ C-Cr-MODTYPEVAR
'ty D— Ja.D I:wf 'EPA>S
I sigy D end < Ja.sigy D end r'FPA—S
C-Cr-Funcr

't S, JaR, D,amoduleX:RolS—=S X¢T
I (X:8,) = SVa (X:R) =S

Figure 43: I'F S < S CPF-conversion of signatures
Elaboration: Figure 60

B.4 Anchorable well-formedness

C-AWF-FcTARG C-AWF-DEC
CjA‘;"F'EMPTY I'c3aR:wf, X¢I a¢l 'y JaD:wf, a¢l
© Wl T,a,(module X : R): wi, T .a,YD:w,

Figure 44: T': wf, — Wellformedness of environments
Source: Figure 24, Elaboration: Figure 56
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C-AWF-SI1G C-AWF-FuNcT

'ty 30D : wf, rC3ar:wf, D,a,moduleX:RFS:wf, X¢I a¢l
[T Ja.sig, D end: wf, I Va. (X :R) = S:wh,

Figure 45: rrs: wf, — Wellformedness of NF-signatures
Source: Figure 25, Elaboration: Figure 57

can

I'F3aRrR:wl, — [,akF R:wf

C-AWF-VAL C-AWF-TYPE C-AWF-TYPEABS
I'E7:wf, YaxéT I'E7:wf, YtéT I':wf, Yit¢T a¢l
I'Fy valz: (~7):wf, Iy typet ~ 7 : wf, T'Fy Ja. (typet ~ ) : wf,
C-AWF-MoD C-AWFr-MoDTYPE C-AWF-EMPTY
' Jar:wf, Y.X¢T IES:wf, YA¢T T:wf,
Fcla—ny Ja. (module X : R) : wf, Fc}a—ny (module type A = S) : wf, Fcla—ny e:wf,
C-AWF-SEQ

Fcﬁy da,. Dy : wf, I'ay,Y. Dy Cﬁy Ja.D: wf, anao, =10
Ity 3ma. (Dy, D) : wh,

Figure 46: F?y Ja.D : wf, — Wellformedness of declarations
Source: Figure 26, Elaboration: Figure 58

can

The bottom-up approach of anchored-wellformedness is visible here. When we have I' -y Ja.D : wf, it
means that the declarations D are defining the existential types @ with explicit abstract type definition
(typet =~ «), and are wellformed.

can can

'y Ha.fzwfa - F7a|_y§ZWf

B.5 Anchored well-formedness
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C-AWEF-FCTARGABS

can

I'+Ja.sigy D end:wf, <> (Igc,0), (sigy D end,o’)
X¢r aér " _ g X.0'(B) if ea
@ o' =p+
C-AWEF-EmMPTY a(B) otherwise
e:wf, < (g,0) — — — -
I' «a, (moduIeX isigy D end) cwf, <+ ((Fsrc,moduIeX isigy D end) N )

C-AWEF-FcTARGFCT

can

I'ER:wly < (Tsre, o), (S,0) X¢Il' a¢rl
I',a,(module X : R) : wf, <> ((T'sc ,module X : S),0)

C-AWEF-DEC
_ - Y.o'(B iffea
I'Fy 30D :wfy <= (Tsre, 0), (D, 0”) ag¢rl o' =B (8)
a(B) otherwise
I'a,Y.D:wf, + ((Fsrc ,Y.D) ,0”)

Figure 47: T': wf, <= (T, 0) — Anchored wellformedness of environments

c:a—T

Va € T, T SIf o(a):wf

I:wf, <2 (Tge,0) = Do wf
I:wfy <2 (Tge,0) = Tge > T

C-AWEF-SIG
I'Fy 3a.D:wf, + (Dye,0), (D, o)

can

I'+ 3a.sigy D end:wf, < (s, 0), (sigy D end, o)

C-AWEF-FuNcT
I'3Ja.R:wf, < (Dye,0), (Sa,0q)
I',a,module X : R+ S:wf, > ((Tsc,module X : S,),0'),(Sr,0.,) X¢T'  a¢l

I'FVa. (X :R) = 8:wh, + (Tae,0), (X :50) = S, 0)

Figure 48: F? S:wfy, <= (Tgc,0), (S, 05) — Anchored wellformedness of canonical signatures

can

I'R:wf, < (Fsrcvg) ) (S7®)

I'F JaR : wh, < (Pye,0),(S,0") = o' :a—>T
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C-AWEF-VAL C-AWEF-TYPE

can

FCﬁTZWfaH(FSrcva)aT Y.’E¢F FI—TZWfaP(FerO'),T Yt¢1—‘

Fc}a—ny valz : (= 7):wf, ¢ (Tge,0), (valz : T,0) Fcla—ny typet = 7 :wf, < (Tgc,0), (typet =T, 0)

C-AWEFr-TYPEABS
I:wf, < (Tsre, 0) Yt¢T a¢gl

Fc}a—ny Ja. (typet ~ «) : wf, <= (Tgc,0), (typet, a — Y.t)

C-AWEFr-MODABS
I'+3a. (sigy D end) : wf, <= (I'sic, 0), (sigy D end,o”) YX¢I' o' =a—Yo'(a)

can

I'Fy Ja. (module X : sigy D end) : wf, <= (I'sc, ) , ((module X : sigy D end),o”)

C-AWEr-MobpFcT
F'ER:wf, « (Tge,0),(S,0) YX¢T

I'Fy (module X : R) : wf, > (Tye, o), ((module X : S), )

C-AWEr-MoDTYPE

can

'k S:wf, < (Dge,0),(S,0) YA¢T
FT_"Y (module type A = 8) : wf, <= (Dere, o), ((module type X = S),0)

C-AWEFr-EmMPTY
I:wf, <= (g, 0)

'y e: Wfa — (Fsrm U) s (E’ @)

C-AWEF-SEQ
I'Fy 3a.D1 : wh, < (Tye,a), (D1, 01)
T,a1,Y.Dy by 3aD:why < (Tge, Y.D1), o), (Dyon)  @na =0
Fcla—ny Jaia. (D1,D) :wfy <= (Dse, 0), ((D1,D) 01 W o

Figure 49: 't 3aD: wf, <= (Dge,0), (D,0") — Anchored wellformedness of declarations

C-AWEF-EXISTENTIAL C'AWEF'CONGRUENCCE
I:wf, « (T, 0) Vi e [1,n],T F 7wl <= (Tse,0), Ty
rra: wfy <= (Tgre, o), 0() re Op(r1,...,7) Wl < (Dgc,0),0p (T, ..., Ty)

can

Figure 50: T'F 7 :wf, <= (g, 0),T — Anchored wellformedness of types

56, 67




C-SuB-ABS

can

INakrR<:R'@ 7

r'f3aR <: 3R
C-SuB-FunNct

ot R < Rla — 7]

can

I,& moduleX :R'FSfam7 <8 X¢rU
'tva. (X:R)—=»S<:Va'. (X:R)—= S8

C-SUB-SIG-ERASE

can can

DoCD ThyD:wf D[, DEDy<:D Thy D wf

can

I't sigy, D end <: sigy, D’ end

C-SuB-S1G-ABS

can

I'Fy D:wf F,fc}iﬁD«D’ Pcﬁyﬁzwf

can

I't sigy, D end <: sigy, D’ end

Figure 51: T'+ S <: 8’ — Canonical signatures subtyping rules
Source: Figure 33, Elaboration: Figure 62

C-SuB-MoD

C-SuB-MODTYPE
rcRrR<:R r-S<:8& re8<:8
T (module X : R) <: (module X : R') rr (module type A = S) <: (module type A = &)
C-SUB-VAL C-SuB-TYPE
kr<:7 kr<:7
I (valz: (= 7)) <: (valz: (= 7)) rr (typet ~ 1) <: (typet ~ 71')

Figure 52: Fcla—n D <: D' — Canonical declarations subtyping rules
Source: Figure 34, Elaboration: Figure 63

B.6 Subtyping
Invariants

can can

TES, <8y — TES :wiATE Sy :wf

It s:wf= I'FS<:S

can can

'ty D:wf = I'D<: D
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Theorems

can can

'S <:8, = I'FS; <: 5,

B.7 Typing
C-TYP-VAR C}}:YP'SIG can can
T:wf I'-P>R 'EsS—s 'HFP:R rCFrR<:S
recp:Rr rE(P:s):S
C-Typ-AppP
IFPr:Va. (X:R,)—S THFP:R TFR<RJar 7]
T'F Py(P): S, [a— 7]
C-Typ-Fcr

C-TyYP-STRUCT
I'a,module X : RFM:S Y¢rT

Fcﬁ (X:S8,) > M):Va.(X:R)— S FTj structy B end:da.sigy D end

X¢Tr TFS,— Jar rty B:3a.D

C-TypP-PRroOJ

can

I+ M :3a.sigy D1, module X : R, Dy end e Ja. R : wf

r'c M.X:3aR

Figure 53: r'EM: S — Module typing rules
Source: Figure 35, Elaboration: Figure 64

C-Typ-LET C-Typ-MoD
I'E:T Y.:r%l“ I'ET — 71 I'EM:3JaR Y.X¢F

FT—ny (letx = E): (valz : (= 7)) I‘Cla—ny (module X = M) : (Ja&. module X : R)

C-Typ-TYPE C-Typ-MoODTYPE
I'tT—r Yi¢T I'S<~S8 YA¢T
Fcla—ny (typet =T) : (typet ~ 7) Fcla—"y (module type A = S) : (module type A = S)
C-TypP-EMPTY C'CIYP'SEQ o o o
T:wf T '_Y Bl : Elal.Dl r ,61 ,YDl '_y B2 : 3@2.1)2
I‘Cﬁy €€ =

I }_y Bl;BQ : 3@1622971%-}—1?72

Figure 54: Fcla—"y B : Ja.D — Bindings typing rules
Source: Figure 36, Elaboration: Figure 65
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Invariants

can

IFEM:S = I'ES:wiAD: wf
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C Elaboration

C.1 Lookup rules

E-Lkp-FCTARG E-Lxp-MoD E-LKP-MODTYPE
(module X : R~ X) el (Y.X :module: R~ %) el (Y.A: module type =S~ 1I) €T
'FX>R~ X I'FYX>pR~X F''EFY.ArS~11

C-LkP-ProJ-MoOD
I'PprsigDend~ % (moduleX : R)eD Y ={..lx:% ...}

'FPXpR~Y

C-Lkp-ProJ-S1G
'k P>sigy Dend~ X (module typeA=S8) e D Y=A{..la:[=10,...}

'-PA>S~~11

Figure 55: A+ P S ~» X — Path lookup rules
Source: Figure 23, Canonical: Figure 37

C.2 Wellformedness

E-WF-EmMPTY
e wf

E-Wr-ABSTYPES E-\Q{}F-FCTARG E-:?XF-DEC
A wf a¢ A AFR:wf~ 32 Xé¢A Aby D:wf~ X Z ¢D
(A, @) :wf A (module X : R ~~ 3) : wf (AY.Z : D~ %) wf

Figure 56: A : wf — Wellformedness of environments
Source: Figure 24, Canonical: Figure 38
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E-Wr-S1G

E-Wr-ABs
elab elab  ___
AjakFR:wf~w X Aty D:wf~s X
elab elab _
AFsigy Dend:wf~s X

AFJa.R:wf~ Ja.X

E-WF-Funct
elab elab
At JaR :wf~ Ja.X2 A a,(module X : R~ X)) F S:wf~s 11 X ¢A

elab

AFVa. (X:R)— S:wfwVay - 11

elab

Figure 57: A+ S : wf ~~ I — Wellformedness of NF-signatures
Source: Figure 25, Canonical: Figure 39

E-WF-VAL E-WF-TvyPE
elab elab
At T7wf Yo ¢ A AF 7w Yit¢ A
elab elab
Abryvalz: (= 71):wf~ {l,:[7]} Aty typet = 7:wf~ {l, 1 [=7: 4]}

E-WF-MoDTYPE

E-WF-MobD
elab elab
AFR wf~ X Y.X¢A AFS:wf~11I Y.A¢A

Ae}ljby (module X : R) :wf ~ {ix : &} Ae}ljby (module type A = 8S) 1w~ {l4: [=1I]}

E-WF-SEQ
E-Wr-EMpPTY elab elab
A wf Aby Dy wfs{lz 31} A,(Y.Z1:Dlwzl)}—yD:WfW{lZ:E}
elab elab .
Aty e:wf~ {} Aly (Dl,D):WfW{lZl:EhlZ:E}

elab
Figure 58: A Fy D :wf~ % — Wellformedness of declarations
Source: Figure 26, Canonical: Figure 40

C.3 Canonification
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E-Cr-LocALTYPE
A:wf  (typeYim T~ [=7:%]) €A

elab

AFYt—r

E-Cr-TYPE o .
A:wf  AF Ppsigy, Dend~ X (typet = T) €D Yh=[=7:%

elab

AFPt—rT

E-Cr-CGRr
elab
A wf ViE[[O,’I’L]],Al—T,‘;)Ti

elab

A+ Op(Ty,...,T,) = Op(1o, ..., Tn)

elab

Figure 59: A - T — 7 — CF-conversion of types
Canonical: Figure 41

E-Cr-Si1G
elab o
Aty D — Ja.D~ Ja.X

elab

At sigy D end — Ja.sigy D end ~ Ja.¥

E-Cr-Funct

elab elab

AF S FaR~IaY  A,a,(moduleX :RwS)FS S  X¢A

elab

AF ((X:8) = 8) < (Va. (X :R) = 8) ~ (Va.x — 1)

E-Cr-MoDTYPE
A wf AFPA>S~1I

AT PA< SwTI

elab elab
AFS—SwI = AFy S:wf~ 11

elab
Figure 60: A+ S — S ~» II — NF-conversion of signatures
Canonical: Figure 43
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E-Cr-VAL E-Cr-TYPE

elab elab

AFT — T Yx ¢ A AFT —T Yig¢g A

elab elab

Abyvalz: T —valz: (= 7)~ {l,:[1]} Aby typet =T — typet =~ 7~ {l, : [=7: 4]}

E-Cr-TYPEABS
A wf Yi¢ A

elab

A by typet — Ja.typet(~ a) ~ Ja. {l; : [= a : |}

E-Cr-MoD
elab
AF S — Ja.R~ Ja.x Y.Xg_fA

elab
Aty (module X : ) < Ja. (module X : R) ~ Ja. {Ix : £}

E-Cr-MoDTYPE

elab E-Cr-EmMPTY
AFS—S~II YA¢A A wf
elab elab
A Fy (module type A = S) < (module type A = 8§) ~ {l4: [= 1]} Abye—=e~{}

E-Cr-SEQ
elab

elab __ _— —_—
A "y D1 — Hal.Dl ~ 3@1. {lZl 221} A,al 5 (YZl ZDl ~ 21) l_Y D — Ja.D ~ da. {lz : E}

elab

A FY (D1 ,ﬁ) — Hala. (Dl ,5) ~ Hala. {lzl 221,12 : E}

elab elab

AFy D—=3aD~Tar = A,aly D:wf~3

elab

Figure 61: Ay D — Ja.D ~» Ja.X — NF-conversion of declarations
Canonical: Figure 42
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C.4 Subtyping

E-SuB-ABS

elab

AjaFR<R[@d—=7l~X<:Ya —7]1f

elab
At JFaR <:Fa' R ~ Fa.X <: Fa'.X' 1 X (2 : Fa.X) . unpack (@,y) = z in pack (7, f y)
E-SuB-Funct
elab
AdFR <Rla—7]~Y < Za—71 fi
elab
A,@  (module X : R~ Y FSfa—7] <S8 ~Haw—7 <:1I' 1 f2 X¢A

elab
AFVYE (X R) 58 < ¥a (X R) = &~ (Ya.5 - II) <: (Y& — I1) 1 A(f : (Va.8 — II).
'
AMa X)) fo (f 7 (f12))
E-SuB-S1G __
Dy CD
AFVD wfw (I 50,178} AP D iwfw {I775)  AF Dy <D Xy <: 21 f

elab

At sigy D end <: sigy D’ end ~ {lZ/ Yo,z E} <: {ZZ/ : E’} ™A (J: : {ZZ/ Yo,z Z}) .
ZZ’ :f(xlz/)}

elab
Figure 62: A+ S <: 8" ~a <: b1 f — NF-Signature subtyping rules
Source: Figure 33, Canonical: Figure 51

<Aeﬁb3<:s’wn<:n’¢f> — =TT
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E-SuB-VaL

elab

AFr<:71f

elab

AF(valz: (7)) <:(valz: (= 7))~ 7] <[] T Az : [7]). [f(xz.val)]

E-SuB-TYPE
elab

AFT<:7'1f

elab

Al (typet ~7) <: (typet = 7))~ [=7:x] < [=7 4T A (z: [=7:%]). [= 7" 4]

E-SuB-Mob
elab
AFR<R X <X f

elab

At (module X : R) <: (module X : R') ~ ¥ <: X' 1 f

E-SuB-MoDTYPE

elab

AVS < 8w <1 f AFS <8Il <101/

elab

A F (module type A = 8) <: (module type A = &) ~ I <: II' t A (x : [=1]) . [IT']

elab

Figure 63: A+-D <: D'~ X <: ¥ 1 f — Declaration subtyping rules
Source: Figure 34, Canonical: Figure 52

f:u=%
J— elab___
AFD <D <31 f = AI—’D:WfW{lZ:E}
elab___
AI—D’:WfW{lZ:E’}

elab

AFyfswfw{lZ:E} == Aeﬁb5<:fw{12:2} <: {ZZ:E}T)\(x:E).x

C.5 Typing
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E-Typ-VAR
A wf AFPPR~X

elab
AFP:R~|P]:X

E-Typ-Si1G

elab

elab elab
AFPRQWLPJEQ AFRQ<:R1[ar—>?]WE2<:Zl[a+—>ﬂTf

elab

AF(P:S):8~ pack (7, f|P]):TFa.Xq

E-Typ-AppP
elab
At Pp:Va. (X :Ry) = Sy~ | Py :Va.X, — 11,
elab elab
AFP:R~|P|:Y AFR<Ra—T~S<:Sa—71f

elab

At Pg(P):S.[a— T|[X — Pl~ |Pr| T(f|P]):1I,[@ 7]

E-Typ-Fcr
elab elab
X¢&A AF S, = Ja.R ~ Ja.x Aja,module X : R~»XFM:S~we:1Il

elab

AF((X:S,) > M):Va.(X:R) =S~ XaA(z:%).e:Va.X - 11

E-Typ-STRUCT
elab I
YA AF B:3a.D~e:da.X

elab

A& structy B end:Ja.sigy D end~ e:Ja.%

E-Typ-ProJ

elab

A M:Jasigy D, ,module X : R, Dy endwezﬂa.{lzl NN EDIN T :22}

elab

AF M.X :3Ja.R ~ unpack (@, y) = e in pack (@, y.lx) : FTa.X

elab
Figure 64: A+ M : S ~ e: 11 — Module typing rules
Source: Figure 35, Canonical: Figure 53
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E-Typ-LET
elab
AFE:T~e:T Yax¢A

elab

AbF(letz=FE):(valx: (= 7))~ {ly =¢e}: {l,:[7]}

E-Typ-TYPE

elab

AFT T Yitég A

elab

Abtypet =T :typet 7~ {ly = [T} : {l;: [=7:%]}

E-Typ-MoD

elab

AFDM:FaR~e:Ja.X Y.X ¢A

elab

A+ (module X = M) : (3a&. module X : R) ~ unpack (&, x) = e in pack (@, {Ix = z}): Ja. {ix : T}

E-TypP-MoODTYPE . E-TypP-EMPTY
AFS—S~II Y.A¢A A wf

elab

A (module type A = S) : (module type A = 8) ~ {la = [} : {la: [= T} AT eiew{}:{}

E-TyYP-SEQ

elab elab

A Bl : Halﬁw €1 . 351. {lZl : 21} A,al ,Y.Dl : lZl ~ 21 = BQ : EIEQZTQW €9 : 3@2. {122 222}
elab N N
AF Bi; By : Jay@y. Dy H Doy ~> ~~ : unpack <51,y1> =e1in : Jag . {lZl 521,122 222}
unpack (@, y2) =
let I_Yle = yl-lZ1 in €9 in

pack (a1 o, {lz, 1 y1.lz,, 1z, Y2 })

elab
Figure 65: A+ B:Ja.D ~ e: Ja.X — Bindings typing rules
Source: Figure 36, Canonical: Figure 54
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