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#### Abstract

We consider linear steady Stokes flow under the action of a finite number of particles located inside the flow domain. The particles exert point-wise forces on the fluid, and are unknown in number, location and magnitude. We are interested in the determination of these point-wise forces, using only a single pair of partially available Cauchy boundary measurements. The inverse problem then couples two harsh problems : identification of point-wise sources and recovery of missing boundary data. We reformulate it as a threeplayer Nash game. The first two players aim at recovering the Dirichlet and Neumann missing data, while the third one aims at the point-forces reconstruction of the number, location and magnitude of the point-forces. To illustrate the efficiency and robustness of the proposed algorithm, we finally present several numerical experiments for different geometries and source distribution, including the case of noisy measurements.
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## 1. Introduction

Detection of point-wise sources in many physical, geophysical and biological processes, is of utmost importance. See e.g. [4] for the detection of pollutant sources, and [21] for detecting radiation sources. For many technological reasons, very often the boundary measurements can be performed only on accessible parts of the whole boundary. Partial availability of boundary data leads to an additional inverse problem formulation, known as Cauchy problem and which has been shown [19] to be ill posed. Our aim here is to develop novel approaches where the two identification problems (sources and missing boundary data) can be handled jointly.

Consider a bounded open domain $\Omega \subset \mathbb{R}^{d}(\mathrm{~d}=2,3)$ occupied by an incompressible viscous fluid, with a smooth enough boundary $\partial \Omega$. We assume that the fluid flow is under the action of a finite number of point-wise forces $F$ located inside $\Omega$.
The source term $F$ is assumed to be a linear combination of Dirac distributions accounting for the collection of the point-wise forces:

$$
\begin{equation*}
F=\sum_{k=1}^{m} \lambda_{k} \delta_{P_{k}} \tag{1}
\end{equation*}
$$

${ }_{17}$ where $m$ is the total number of point-wise forces, $\delta_{P_{k}}$ denotes the classical Dirac distribution with origin the
${ }_{18}$ point $P_{k}$, and $\lambda_{k} \in \mathbb{R}^{d}$ is a constant vector. The parameters $P_{k}$ and $\lambda_{k}$ stand respectively for the position
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[^0]In this work, we assume that the vectors $\lambda_{k}$ are nonzero and that the positions $P_{k}$ are well separated and satisfy the following :

$$
\begin{align*}
& P_{k} \neq P_{k^{\prime}}, \forall k \neq k^{\prime} \text { and } \lambda_{k} \neq 0 \forall k, k^{\prime} \in\{1, \ldots, m\},  \tag{2}\\
& \quad \operatorname{dist}\left(P_{k}, \partial \Omega\right) \geq d_{0}>0, \forall k \in\{1, \ldots, m\} .
\end{align*}
$$

The Cauchy-Stokes inverse problem consists then in a coupled inverse problem : identification of pointwise sources, and recovery of missing boundary data.

The first inverse problem is a classical point-wise source reconstruction. Namely, from given velocity $G$ and fluid stress forces $\Phi$ prescribed on $\Gamma_{c}$, where $\Gamma_{c}$ is a part of the boundary $\partial \Omega$, one has to identify the unknown source-term $F^{*}$, that is, to find the number, the location and the magnitude of these point-wise forces such that the fluid velocity $u$ and the pressure $p$ are solution of the following Stokes problem:

$$
(\mathcal{C S})\left\{\begin{array}{rlll}
-\operatorname{div}(\sigma(u, p)) & =F^{*} & \text { in } & \Omega, \\
\operatorname{div} u & =0 & \text { in } & \Omega, \\
u & =G & \text { on } & \Gamma_{c}, \\
\sigma(u, p) n & =\Phi & \text { on } & \Gamma_{c},
\end{array}\right.
$$

where $n$ is the unit outward normal vector on the boundary, and $\sigma(u, p)$ the fluid stress tensor defined as follows:

$$
\sigma(u, p)=-p I_{d}+2 \nu D(u)
$$

with $D(u)=\frac{1}{2}\left(\nabla u+\nabla u^{T}\right)$ being the linear strain tensor, $I_{d}$ denotes the $d \times d$ identity matrix and $\nu>0$ is a viscosity coefficient that remains constant for all values of applied shear stress. For simplicity and without loss of generality, from now on, the viscosity to be equal unity.

Additionally to the inverse problem of detecting the unknown point-wise sources, one has to complete the boundary data, that is to recover the missing traces of the velocity $u$ and of the normal stress $\sigma(u, p) n$ over $\Gamma_{i}$, the inaccessible part of the boundary. This inverse problem is of Cauchy type, a family of problems known to be severely ill-posed in the sense of Hadamard [19], even regardless of the point-wise force identification, because the existence of solution is not guaranteed for arbitrary Cauchy data and depends on their compatibility, and even if a solution exists, it is unstable with respect to small perturbations of the Cauchy data.

For the Cauchy problem, there exists a prolific dedicated literature. An excerpt of popular approaches are the least-square penalty techniques, as used in [14] and in the earlier paper [16], Tikhonov regularization methods [9], quasi reversibility methods [6], alternating iterative methods [22, 23] and control type methods [1, 27]. Recently, an approach based on game theory, using decentralized strategies, was proposed in [17]. The same approach has been investigated in [8] for the solution of coupled conductivity identification and data completion in cardiac electrophysiology, and in [18] to solve the problem of detecting unknown cavities immersed in a stationary viscous fluid using partial boundary measurements.

The point-wise force identification for the Stokes system was, in contrast, paid much less attention. Due to the singularity of the point-wise sources, a convenient formulation would require an ad hoc functional framework using weighted spaces, norms and cost functions, see e.g [2]. In [15], the authors proposed to detect the point-force locations by minimizing tracking (a difference to a distributed state known all over $\Omega)$ and energy functionals. Their algorithm is based on a relaxation technique and on topological sensitivity analysis, which makes recourse to the classical Sobolev functional framework, eluding the need of weighted spaces. We shall follow the same lines for the source identification algorithmic part of our coupled inverse problem. The authors in [3] introduced an approach based on considering a reciprocity gap functional for Stokeslets located outside $\Omega$. To the best of our knowledge, there are no papers which address algorithmic aspects in solving the present coupled point-wise source identification and boundary data recovery problems for the steady Stokes flows. The paper [24] addresses the coupled inverse problem of identifying wells and recovering boundary data, but with the help of a number of interior measurements. We can also mention an
earlier paper made by El Badia and Ha-Duong [11] for an inverse source problem for elliptic equations. Its application aims to identify electrostatic dipoles in the human head where the boundary data are generated via electrodes placed on the head's part. The authors give a uniqueness result and an algebraic method for computing the number of dipoles and their characteristics.

The paper is organized as follows. In section 2, we introduce the identifiability problem for the CauchyStokes case, and we provide an identifiability result. Then, using a relaxed formulation in section 3, we formulate a Nash game approach to tackle the coupled problem of detecting the unknown point-forces and recovering the missing boundary data. A topological sensitivity analysis method is used in order to determine the optimal location of the point-sources. We present what we think is a fairly new algorithm. Optimization (sub)tasks are performed by means of descend methods, so ad hoc adjoint state methods are provided to compute the gradients.

Finally, Section 4 illustrates the efficiency and robustness of the proposed overall method, where different numerical experiments are presented and discussed. We end paper by a short concluding section.

Some notation: Let $\Omega$ be a bounded domain in $\mathbb{R}^{d}\left(\mathrm{~d}=2\right.$ or 3 ), with Lipschitz boundary $\partial \Omega$. Let $\Gamma_{c}$ be an open part of $\partial \Omega$ and we put $\Gamma_{i}=\partial \Omega \backslash \Gamma_{c}$. For any subset $\Gamma=\Gamma_{c}$ or $\Gamma_{i}$, the space of function in $H^{1}(\Omega)^{d}$ vanishing on $\Gamma$ is denoted by $H_{\Gamma}^{1}(\Omega)$. By $H^{\frac{1}{2}}(\Gamma)^{d}$, we denote the space of traces of functions of $H^{1}(\Omega)^{d}$ over $\Gamma$. Furthermore, we will use the special space $H_{00}^{\frac{1}{2}}(\Gamma)^{d}$, which consists of functions from $H^{\frac{1}{2}}(\Gamma)^{d}$ vanishing on $\partial \Omega \backslash \Gamma$. This is a subspace of $H^{\frac{1}{2}}(\Gamma)^{d}$ and its dual space is then denoted by $\left(H_{00}^{\frac{1}{2}}(\Gamma)^{d}\right)^{\prime}$.

## 2. An identifiability result for the inverse point-forces Cauchy-Stokes problem

The source identifiability problem amounts to ask whether a unique pair of over specified boundary data, for instance the Cauchy data $(G, \Phi)$, could reconstruct a unique source, and if not, how much of such pairs is necessary to a unique reconstruction.

Our identifiability result is given by the following theorem:
Theorem 1. Let be $\Omega \subset \mathbb{R}^{d}$ an open bounded Lipschitz domain and $\Gamma_{c}$ a non-empty open subset of the boundary $\partial \Omega$. Consider two point-wise source terms $F_{1}$ and $F_{2}$ of the form (1), whose magnitudes and locations satisfy the requirements stated in (2).

For $i=1,2$, let be $\left(u_{i}, p_{i}\right)$ the solution of the following :

$$
\left\{\begin{array}{rlll}
-\operatorname{div}\left(\sigma\left(u_{i}, p_{i}\right)\right) & =F_{i} & \text { in } & \Omega,  \tag{3}\\
\operatorname{div} u_{i} & =0 & \text { in } & \Omega, \\
u_{i} & =G & \text { on } & \Gamma_{c}, \\
\sigma\left(u_{i}, p_{i}\right) n & =\Phi & \text { on } & \Gamma_{c} .
\end{array}\right.
$$

where the Cauchy data $(G, \Phi) \in H^{\frac{1}{2}}\left(\Gamma_{c}\right)^{d} \times\left(H_{00}^{\frac{1}{2}}\left(\Gamma_{c}\right)^{d}\right)^{\prime}$ are assumed to be compatible for the two CauchyStokes problems. Then $F_{1}=F_{2}$, that is,

$$
m_{1}=m_{2}=m, \quad\left\{\left(\lambda_{k, 1}, P_{k, 1}\right), 1 \leq k \leq m\right\}=\left\{\left(\lambda_{k^{\prime}, 2}, P_{k^{\prime}, 2}\right), 1 \leq k^{\prime} \leq m\right\}
$$

Proof: An identifiability result is proved for the Dirac-Stokes problem in [3] using the reciprocity gap. In our general framework, proofs of identifiability usually follow the same classical steps by properly using the unique continuation property, notably for second order elliptic PDES. We follow the same lines, with slight adaption to our Cauchy-Stokes problem.

Let $\left(u_{i}, p_{i}\right), \mathrm{i}=1,2$ be solutions to the system (3), and we define $(v, q)=\left(u_{1}-u_{2}, p_{1}-p_{2}\right)$ and $F=F_{1}-F_{2}$, where

$$
F=\sum_{k=1}^{m_{1}} \lambda_{k, 1} \delta_{P_{k, 1}}-\sum_{k^{\prime}=1}^{m_{2}} \lambda_{k^{\prime}, 2} \delta_{P_{k^{\prime}, 2}}, \quad \forall k, k^{\prime}=1, \ldots, m_{i} \text { and } i=1,2
$$

It is straightforward to see that $(v, q)$ is a solution of

$$
(\mathcal{P})\left\{\begin{array}{rlll}
-\operatorname{div}(\sigma(v, q)) & =F & \text { in } & \Omega, \\
\operatorname{div} v & =0 & \text { in } & \Omega, \\
v & =0 & \text { on } & \Gamma_{c}, \\
\sigma(v, q) n & =0 & \text { on } & \Gamma_{c} .
\end{array}\right.
$$

Consider $\left(\mathcal{B}_{k, i}\right)_{k=1, \ldots, m_{i}}$ for $i=1,2$, a family of open balls such that

$$
\begin{equation*}
0<\epsilon \ll 1, \mathcal{B}_{k, i}=B\left(P_{k, i}, \epsilon\right) \subset \Omega, \text { and } \mathcal{B}_{k, i} \cap \mathcal{B}_{k^{\prime}, i}=\emptyset, \text { if } k \neq k^{\prime} \tag{4}
\end{equation*}
$$

Thus $F$ vanishes as restricted to $\Omega_{H}=\Omega \backslash\left(\left(\cup_{k=1}^{m_{1}} \mathcal{B}_{k, 1}\right) \cup\left(\cup_{k^{\prime}=1}^{m_{2}} \mathcal{B}_{k^{\prime}, 2}\right)\right)$.
From the unique continuation theorem for the steady Stokes equation established in [13], we obtain $v=0$ and $q=0$ in $\Omega_{H}$. Let us suppose that $m_{1}>m_{2}$, and as the positions $P_{k}$ are well separated and satisfy (2), then there exists a source $P_{m_{0}, 1} \neq P_{k^{\prime}, 2}, k^{\prime}=1, \ldots, m_{2}$, and we define $\Omega_{0}=\Omega \backslash\left(\left(\cup_{k \neq m_{0}} \mathcal{B}_{k, 1}\right) \cup\left(\cup_{k^{\prime}=1}^{m_{2}} \mathcal{B}_{k^{\prime}, 2}\right)\right)$ with $k=1, \ldots, m_{1}$.
We denote $\mathcal{O}=\mathcal{B}_{m_{0}, 1}, \subset \Omega$. Thus, the solution $(v, q)$ of the problem $(\mathcal{P})$, which is null in $\Omega_{0} \backslash \mathcal{O}$, satisfies the following system in $\mathcal{O}$;

$$
\left\{\begin{array}{rlrl}
-\operatorname{div}(\sigma(v, q)) & =\lambda_{m_{0}, 1} \delta_{P_{m_{0}, 1}} & & \text { in }  \tag{5}\\
\operatorname{div} v & =0 & \text { in } \\
v & =0 & & \text { on } \\
v \mathcal{O} .
\end{array}\right.
$$

Let us consider now the solution $\left(v_{s}, q_{s}\right)$ that satisfies:

$$
\left\{\begin{array}{rlrl}
-\operatorname{div}\left(\sigma\left(v_{s}, q_{s}\right)\right) & =\lambda_{m_{0}, 1} \delta_{P_{m_{0}, 1}} & & \text { in } \mathbb{R}^{d}, \\
\operatorname{div} v_{s} & =0 & \text { in } \mathbb{R}^{d},
\end{array}\right.
$$

and $\left(v_{r}, q_{r}\right)$ which solves

$$
\left\{\begin{array}{rlccc}
-\operatorname{div}\left(\sigma\left(v_{r}, q_{r}\right)\right) & = & 0 & \text { in } & \mathcal{O} \\
\operatorname{div} v_{r} & = & 0 & \text { in } & \mathcal{O} \\
v_{r} & = & -v_{s} & \text { on } \quad \partial \mathcal{O}
\end{array}\right.
$$

Thus, the solution $\left(v_{s}, q_{s}\right)$ is given by

$$
\left(v_{s}, q_{s}\right)=\left(U *\left(\lambda_{m_{0}, 1} \delta_{P_{m_{0}, 1}}\right), P *\left(\lambda_{m_{0}, 1} \delta_{P_{m_{0}, 1}}\right)\right)=\left(U\left(\cdot-P_{m_{0}, 1}\right) \cdot \lambda_{m_{0}, 1}, P\left(\cdot-P_{m_{0}, 1}\right) \cdot \lambda_{m_{0}, 1}\right),
$$

where the pair $(U, P)$ is the fundamental solution of the Stokes equation. It is given (see e.g. [3]), for $d=2$, by

$$
\begin{aligned}
U_{i j}(x) & =\frac{1}{4 \pi \nu}\left(\delta_{i j} \log \left(\frac{1}{|x|}\right)+\frac{x_{i} x_{j}}{|x|^{2}}\right), i, j=1,2 \\
P_{i}(x) & =\frac{1}{2 \pi} \frac{x_{i}}{|x|^{2}}, i=1,2
\end{aligned}
$$

and, for $d=3$,

$$
\begin{aligned}
U_{i j}(x) & =\frac{1}{8 \pi \nu}\left(\delta_{i j}\left(\frac{1}{|x|}\right)+\frac{x_{i} x_{j}}{|x|^{3}}\right), i, j=1,2,3 \\
P_{i}(x) & =\frac{1}{4 \pi} \frac{x_{i}}{|x|^{3}}, i=1,2,3
\end{aligned}
$$

Then, we can deduce that the solution $(v, q)$ of the problem ( $\mathcal{P}$ ), and which satisfies (5), can be written $(v, q)=\left(v_{r}+v_{s}, q_{r}+q_{s}\right)$ in $\mathcal{O}$. Besides, we have $\left(v_{s}, q_{s}\right)$ is an analytic solution in $\mathcal{O} \backslash P_{m_{0}, 1}$, implies that $v_{s}$ is analytic on the boundary of $\mathcal{O}$, then $v_{r}$ is an analytic function in $\mathcal{O} \backslash P_{m_{0}, 1}$. Therefore, the fluid velocity $v$, which is null in $\Omega_{0} \backslash \mathcal{O}$, is an analytic function in $\mathcal{O} \backslash P_{m_{0}, 1}$. This would imply that $\lambda_{m_{0}, 1}=0$, which by assumption is impossible.

Now, let us suppose

$$
\left\{P_{1,1}, \ldots, P_{m, 1}\right\} \neq\left\{P_{1,2}, \ldots, P_{m, 2}\right\}
$$

and we assume that $\mathcal{O}$ is a subset of $\Omega$ such that $\left\{\cup_{k=1}^{m}\left(P_{k, 1} \cup P_{k, 2}\right)\right\} \in \mathcal{O}$. In the same way, we deduce that the solution $v$ is an analytic function in $\mathcal{O} \backslash\left\{\cup_{k=1}^{m}\left(P_{k, 1} \cup P_{k, 2}\right)\right\}$, which is null in $\Omega \backslash \mathcal{O}$, and by application of the unique continuation property we conclude that $v$ equal to zero in $\mathcal{O}$, that is,

$$
\sum_{k=1}^{m}\left(\lambda_{k, 1} \delta_{P_{k, 1}}-\lambda_{k, 2} \delta_{P_{k, 2}}\right)=0 \text { in } \mathcal{O}
$$

such that $\lambda_{k, i} \neq 0$ for $k=1, \ldots, m_{1}$ and $\mathrm{i}=1,2$. Therefore, there exists a unique permutation $\pi$ of the entries such that,

$$
P_{k, 1}=P_{\pi(k), 2}, \forall k=\{1, \ldots, m\}
$$

Finally, we conclude that $F=\sum_{k=1}^{m}\left(\lambda_{k, 1}-\lambda_{\pi(k), 2}\right) \delta_{P_{k, 2}}$. Using the same arguments, we obtain $\lambda_{k, 1}=\lambda_{\pi(k), 2}$, with $\mathrm{i}=1,2$ and $k=1, \ldots, m$.

## 3. A game formulation of the coupled data completion and point-forces identification problems

With the previous notations, let be $G \in H^{\frac{1}{2}}\left(\Gamma_{c}\right)^{d}$ and $\Phi \in\left(H_{00}^{\frac{1}{2}}\left(\Gamma_{c}\right)^{d}\right)^{\prime}$ given Cauchy data. We recall that the inverse source-term problem amounts to find a collection of point-wise sources $F^{*} \in H^{s}(\Omega)^{d}$ for $s<-1$ such that the fluid velocity $u$ and the pressure $p$ are solution to the following Cauchy-Stokes problem:

$$
(\mathcal{C S})\left\{\begin{array}{rlll}
-\operatorname{div}(\sigma(u, p)) & =F^{*} & \text { in } & \Omega, \\
\operatorname{div} u & =0 & \text { in } & \Omega, \\
u & =G & \text { on } & \Gamma_{c}, \\
\sigma(u, p) n & =\Phi & \text { on } & \Gamma_{c} .
\end{array}\right.
$$

For any given $\eta \in\left(H_{00}^{\frac{1}{2}}\left(\Gamma_{i}\right)^{d}\right)^{\prime}, \tau \in H^{\frac{1}{2}}\left(\Gamma_{i}\right)^{d}$ and $F \in H^{s}(\Omega)^{d}$ for $s<-1$, we define the states $\left(u_{1}, p_{1}\right)=$ $\left(u_{1}(\eta, F), p_{1}(\eta, F)\right) \in L^{2}(\Omega)^{d} \times L^{2}(\Omega)$ and $\left(u_{2}, p_{2}\right)=\left(u_{2}(\tau, F), p_{2}(\tau, F)\right) \in L^{2}(\Omega)^{d} \times L^{2}(\Omega)$ as the unique solution of the following Stokes mixed boundary value problem $\left(\mathcal{P}_{1}\right)$ and $\left(\mathcal{P}_{2}\right)$,

$$
\left(\mathcal{P}_{1}\right)\left\{\begin{array} { r l l l } 
{ - \operatorname { d i v } ( \sigma ( u _ { 1 } , p _ { 1 } ) ) } & { = F } & { \text { in } } & { \Omega , } \\
{ \operatorname { d i v } u _ { 1 } } & { = 0 } & { \text { in } } & { \Omega , } \\
{ u _ { 1 } } & { = G } & { \text { on } } & { \Gamma _ { c } , }
\end{array} \quad ( \mathcal { P } _ { 2 } ) \left\{\begin{array}{rllll}
-\operatorname{div}\left(\sigma\left(u_{2}, p_{2}\right)\right) & =F & \text { in } & \Omega, \\
\operatorname{div} u_{2} & =0 & \text { in } & \Omega, \\
u_{2} & =\tau & \text { on } & \Gamma_{i}, \\
\sigma\left(u_{1}, p_{1}\right) n & =\eta & \text { on } & \Gamma_{i},
\end{array} \quad . \quad \begin{array}{rlll} 
& \text { on } & \Gamma_{c} .
\end{array}\right.\right.
$$

The proof of the existence and uniqueness of the solutions to $\left(\mathcal{P}_{1}\right)$ and $\left(\mathcal{P}_{2}\right)$, can be easily adapted from the proof given in [15] for the Dirichlet type boundary condition. Since the source $F$ given by (1) belongs to Hilbert space $H^{s}(\Omega)^{d}$ with $s<-1$, a classical formulation of the problems $\left(\mathcal{P}_{1}\right)$ and $\left(\mathcal{P}_{2}\right)$, well adapted to standard finite elements analysis is not possible. Nevertheless, to overcome this difficulty, we recourse to a relaxation technique, which consists in approximating the point-force support $P_{k}$ by a small region, we could also use a subtraction method [3].

### 3.1. Relaxation step



Figure 1: Relaxation step
We consider the classical approximation of a Dirac function at a points $P=\left\{P_{1}, \ldots, P_{m}\right\}$ by the characteristic function of a small ball centred at $P$ divided by its volume. Thus, instead of the source term $F$ given by (1), we consider the following:

$$
F_{\epsilon}=\sum_{k=1}^{m} \frac{\lambda_{k}}{\left|\mathcal{S}_{P_{k}, \epsilon}\right|} \chi_{\mathcal{S}_{P_{k}, \epsilon}}
$$

where $\chi_{\mathcal{S}_{P_{k}, \epsilon}}$ denotes the characteristic function of the ball $\mathcal{S}_{P_{k}, \epsilon}=P_{k}+\epsilon \omega_{k}$, with $\epsilon>0$ is small enough and $\omega_{k}$ is bounded and smooth domain containing the origin. As the positions $P_{k}$ are well separated and satisfy (2), we can suppose then that the region $\mathcal{S}_{P_{k}, \epsilon}$ also do not intersect,

$$
\begin{equation*}
\mathcal{S}_{P_{k}, \epsilon} \cap \mathcal{S}_{P_{k^{\prime}}, \epsilon}=0 \text { if } k \neq k^{\prime} . \tag{6}
\end{equation*}
$$

The set of admissible source term $\mathcal{D}_{\text {ad }}$ is defined by:

$$
\mathcal{D}_{\mathrm{ad}}=\left\{f \in L^{2}(\Omega) ; f=\sum_{k=1}^{p} \beta_{k} \chi_{\mathcal{S}_{z_{k}, \epsilon}}, \quad \text { such that } \mathcal{S}_{z_{k}, \epsilon} \subset \subset \Omega\right\}
$$

Problems $\left(\mathcal{P}_{1}\right)$ and $\left(\mathcal{P}_{2}\right)$ are then rephrased in terms of this more regular source term. Let $\left(u_{1, \epsilon}, p_{1, \epsilon}\right) \in$ $H^{1}(\Omega)^{d} \times L^{2}(\Omega)$ and $\left(u_{2, \epsilon}, p_{2, \epsilon}\right) \in H^{1}(\Omega)^{d} \times L^{2}(\Omega)$ be the unique solutions of the respective relaxed BVPs $\left(\mathcal{P}_{1, \epsilon}\right)$ and $\left(\mathcal{P}_{2, \epsilon}\right)$,

$$
\begin{aligned}
& \left(\mathcal{P}_{1, \epsilon}\right)\left\{\begin{array}{rlll}
-\operatorname{div}\left(\sigma\left(u_{1, \epsilon}, p_{1, \epsilon}\right)\right) & =F_{\epsilon} & \text { in } & \Omega, \\
\operatorname{div} u_{1, \epsilon} & =0 & \text { in } & \Omega, \\
u_{1, \epsilon} & =G & \text { on } & \Gamma_{c}, \\
\sigma\left(u_{1, \epsilon}, p_{1, \epsilon}\right) n & =\eta & \text { on } & \Gamma_{i},
\end{array}\right. \\
& \left(\mathcal{P}_{2, \epsilon}\right)\left\{\begin{array}{rlll}
-\operatorname{div}\left(\sigma\left(u_{2, \epsilon}, p_{2, \epsilon}\right)\right) & =F_{\epsilon} & \text { in } & \Omega, \\
\operatorname{div} u_{2, \epsilon} & =0 & \text { in } & \Omega, \\
\sigma\left(u_{2, \epsilon}, p_{2, \epsilon}\right) n & =\Phi & \text { on } & \Gamma_{c}, \\
u_{2, \epsilon} & =\tau & \text { on } & \Gamma_{i},
\end{array}\right.
\end{aligned}
$$

where

$$
\begin{equation*}
F_{\epsilon}=\sum_{k=1}^{m} \frac{\lambda_{k}}{\mid \mathcal{S}_{P_{k}, \epsilon \mid}} \chi_{\mathcal{S}_{P_{k}, \epsilon}} \in \mathcal{D}_{\mathrm{ad}} \tag{7}
\end{equation*}
$$

2 is more regular source term, with $\chi_{\mathcal{S}_{P_{k}, \epsilon}}$ is the characteristic function of the unknown region $\mathcal{S}_{P_{k}, \epsilon}$.

Remark 1. The existence and uniqueness of the solutions $\left(\mathcal{P}_{1, \epsilon}\right)$ and $\left(\mathcal{P}_{2, \epsilon}\right)$, can be derived from the general theory on existence of solutions to the incompressible steady state Stokes equations, which can be found e.g. in [10, 28]; See also [5] which is suitable to the Stokes framework of the present paper. Moreover, the solutions $\left(u_{1, \epsilon}, p_{1, \epsilon}\right)$ and ( $u_{2, \epsilon}, p_{2, \epsilon}$ ) converge to the respective solutions ( $u_{1}, p_{1}$ ) and ( $u_{2}, p_{2}$ ) with the parameter $\epsilon$, the proof of this result can be handled by applying the same technique as in [15].

Let $\mathcal{I}_{\text {ad }}=\left\{(m ; \lambda, P) \in \mathbb{N}^{*} \times \mathbb{R}^{d m} \times \Omega^{m}\right\}$. Let $\phi=\left(m ;\left(\lambda_{k}, P_{k}\right)_{1 \leq k \leq m}\right) \in \mathcal{I}_{\text {ad }}$ be a source configuration corresponding to a source $F$ of the form (1). Let us introduce the following three cost functionals:

$$
\begin{gather*}
\mathcal{J}_{1}(\eta, \tau ; \phi)=\frac{1}{2}\left\|\sigma\left(u_{1, \epsilon}, p_{1, \epsilon}\right) n-\Phi\right\|_{\left(H_{00}^{2}\left(\Gamma_{c}\right)^{d}\right)^{\prime}}^{2}+\frac{\alpha}{2}\left\|u_{1, \epsilon}-u_{2, \epsilon}\right\|_{H^{\frac{1}{2}\left(\Gamma_{i}\right)^{d}}}^{2},  \tag{8}\\
\mathcal{J}_{2}(\eta, \tau ; \phi)=\frac{1}{2}\left\|u_{2, \epsilon}-G\right\|_{H^{\frac{1}{2}}\left(\Gamma_{c}\right)^{d}}^{2}+\frac{\alpha}{2}\left\|u_{1, \epsilon}-u_{2, \epsilon}\right\|_{H^{\frac{1}{2}}\left(\Gamma_{i}\right)^{d}}^{2},  \tag{9}\\
\mathcal{J}_{3}(\eta, \tau ; \phi)=\left\|\sigma\left(u_{1, \epsilon}, p_{1, \epsilon}\right)-\sigma\left(u_{2, \epsilon}, p_{2, \epsilon}\right)\right\|_{L^{2}(\Omega)^{d}}^{2}, \tag{10}
\end{gather*}
$$

where $\alpha$ is given positive parameter (e.g. $\alpha=1$ ). Player (1) controls the strategy variable $\eta \in\left(H_{00}^{\frac{1}{2}}\left(\Gamma_{i}\right)^{d}\right)^{\prime}$ and aims at minimizing the cost $\mathcal{J}_{1}$ and Player (2) controls the strategy variable $\tau \in H^{\frac{1}{2}}\left(\Gamma_{i}\right)^{d}$ and aims at minimizing the cost $\mathcal{J}_{2}$ : they are given Dirichlet (resp. Neumann) data and try to minimize the gap with the Neumann (resp. Dirichlet) remaining condition. The player (3) controls the strategy variable $\phi \in \mathcal{I}_{\text {ad }}$ and aims at minimizing the Kohn-Vogelius type functional $\mathcal{J}_{3}$.
Definition 1. A triplet $\left(\eta_{N}, \tau_{N}, \phi_{N}\right) \in\left(H_{00}^{\frac{1}{2}}\left(\Gamma_{i}\right)^{d}\right)^{\prime} \times H^{\frac{1}{2}}\left(\Gamma_{i}\right)^{d} \times \mathcal{I}_{\text {ad }}$ is a Nash equilibrium for the three players game if the following holds:

$$
\begin{cases}\mathcal{J}_{1}\left(\eta_{N}, \tau_{N} ; \phi_{N}\right) \leq \mathcal{J}_{1}\left(\eta, \tau_{N}, \phi_{N}\right), & \forall \eta \in\left(H_{00}^{\frac{1}{2}}\left(\Gamma_{i}\right)^{d}\right)^{\prime},  \tag{11}\\ \mathcal{J}_{2}\left(\eta_{N}, \tau_{N} ; \phi_{N}\right) \leq \mathcal{J}_{2}\left(\eta_{N}, \tau, \phi_{N}\right), & \forall \tau \in H^{\frac{1}{2}}\left(\Gamma_{i}\right)^{d}, \\ \mathcal{J}_{3}\left(\eta_{N}, \tau_{N} ; \phi_{N}\right) \leq \mathcal{J}_{3}\left(\eta_{N}, \tau_{N}, \phi\right), & \forall \phi \in \mathcal{I}_{\mathrm{ad}}\end{cases}
$$

The player 3 in charge of the inverse source-term problem has as a strategy $\phi=\left(m ;\left(\lambda_{k}, P_{k}\right)_{1 \leq k \leq m}\right)$, which is a solution of the following optimization problem,

$$
\min _{\phi \in \mathcal{I}_{\mathrm{ad}}} \mathcal{J}_{3}(\eta, \tau ; \phi), \quad \text { when }(\eta, \tau) \in\left(H_{00}^{\frac{1}{2}}\left(\Gamma_{i}\right)^{d}\right)^{\prime} \times H^{\frac{1}{2}}\left(\Gamma_{i}\right)^{d}
$$

In the following, the player (3) will play in two steps in order to determine the elements defining the source $F$ introduced in (1); a first step enables to localize the source position $P=\left\{P_{1}, \ldots, P_{m}\right\}$, or in other words after this relaxation step, the support of $\mathcal{S}=\cup_{k=1}^{m} \mathcal{S}_{k, \epsilon}$. Then, a second step uses the determined source position and compute the approximate value of the source intensity $\Lambda=\left\{\lambda_{1}, \ldots, \lambda_{m}\right\}$.

### 3.2. Localization of the source position.

Here, the player (3) focuses on identifying the optimal location of the source-term with respect to the assumption (6). Therefore, the minimization problem of $\mathcal{J}_{3}$ w.r.t. $P$ can be formulated as a topological optimization one. Thus, the unknown region $\mathcal{S}$ can be characterized as the solution to the following topological optimization problem, for fixed $(\eta, \tau, \Lambda) \in\left(H_{00}^{\frac{1}{2}}\left(\Gamma_{i}\right)^{d}\right)^{\prime} \times H^{\frac{1}{2}}\left(\Gamma_{i}\right)^{d} \times \mathbb{R}^{d m}$,

$$
\left\{\begin{array}{l}
\text { Find } \mathcal{S}^{*}=\cup_{k=1}^{m} \mathcal{S}_{P_{k}, \epsilon} \subset \Omega, \text { such that } \\
\mathcal{S}^{*}=\arg \min _{\mathcal{S} \subset \Omega}\left\{\mathcal{J}(\mathcal{S}):=\int_{\Omega}\left|\sigma\left(u_{1, \epsilon}, p_{1, \epsilon}\right)-\sigma\left(u_{2, \epsilon}, p_{2, \epsilon}\right)\right|^{2} d x\right\},
\end{array}\right.
$$

where $\left(u_{1, \epsilon}, p_{1, \epsilon}\right)$ and $\left(u_{2, \epsilon}, p_{2, \epsilon}\right)$ are the solutions to respectively $\left(\mathcal{P}_{1, \epsilon}\right)$ and $\left(\mathcal{P}_{2, \epsilon}\right)$. In order to solve this problem, we shall use a topological sensitivity analysis method. The concept of the topological derivative
was proposed by Schumacher et al. [12] in the case of compliance minimization. Next, Sokolowski et al. [26] extended it to more general shape functionals. It consists of studying the variation of the cost function with respect to small perturbations of the domain's topology. It has been widely applied in literature for arbitrarily shaped perturbations and a general class of cost functionals related to PDEs. In our case, we want to apply the topological gradient computation to adding a source term of a given form to the Stokes equations. A topological gradient computation for a source term perturbation can be found in [15, 25].

### 3.2.1. Topological sensitivity method

This approach's main step consists of studying the variation of a given functional with respect to a small topological perturbation of the source term. For a given source term $f$, let $\delta f_{P, \epsilon}$ be a finite topological perturbation of $f$ on the form

$$
\delta f_{P, \epsilon}=\left\{\begin{array}{ccc}
\lambda & \text { in } & \omega_{P, \epsilon}=\cup_{k=1}^{m} \omega_{P_{k}, \epsilon} \\
0 & \text { in } & \Omega \backslash \overline{\cup_{k=1}^{m} \omega_{P_{k}, \epsilon}}
\end{array}\right.
$$

where $P=\left(P_{1}, \ldots, P_{m}\right) \in \Omega^{m}$, and $\omega_{P_{k}, \epsilon}, 1 \leq k \leq m$ are small geometrical perturbation separated and have the geometry form $\omega_{P_{k}, \epsilon}=P_{k}+\epsilon B$, where $\epsilon>0$ is small enough and $B$ is a fixed bounded domain containing the origin. The points $P_{k} \in \Omega, 1 \leq k \leq m$, determine the location of the geometric $\omega_{P_{k}, \epsilon}$.

Then, the asymptotic expansion of the given cost function $\mathscr{J}$ with respect to $\epsilon$ takes the form,

$$
\begin{gather*}
\mathscr{J}\left(f+\delta f_{P, \epsilon}\right)-\mathscr{J}(f)=\rho(\epsilon) \sum_{k=1}^{m} \mathscr{G}\left(P_{k}\right)+o(\rho(\epsilon)), \forall P_{k} \in \Omega,  \tag{12}\\
\lim _{\epsilon \rightarrow 0} \rho(\epsilon)=0, \rho(\epsilon)>0,
\end{gather*}
$$

where the function $\mathscr{G}$ is the so-called topological gradient. Therefore, the source location would be identified in the region where the topological gradient is the most negative, that means that, the function $\mathscr{J}$ will be decreased if we add source terms at points $P_{k}, 1 \leq k \leq m$.

Let us consider, for now, the case of a single support $\mathcal{S}_{x_{0}, \epsilon}:=\omega_{x_{0}, \epsilon}$ such that the perturbation $\delta f_{\epsilon}:=\delta f_{x_{0}, \epsilon}$ is given by

$$
\delta f_{\epsilon}=\left\{\begin{array}{ccc}
\lambda & \text { in } & \mathcal{S}_{x_{0}, \epsilon} \\
0 & \text { in } & \Omega \backslash \overline{\mathcal{S}_{x_{0}, \epsilon}}
\end{array}\right.
$$

Then, we define the source function $\mathscr{J}$ to be minimized,

$$
\mathscr{J}\left(f+\delta f_{\epsilon}\right):=\mathcal{J}\left(\left(u_{1}^{\epsilon}, p_{1}^{\epsilon}\right) ;\left(u_{2}^{\epsilon}, p_{2}^{\epsilon}\right)\right)
$$

where

$$
\mathcal{J}\left(\left(u_{1}^{\epsilon}, p_{1}^{\epsilon}\right) ;\left(u_{2}^{\epsilon}, p_{2}^{\epsilon}\right)\right)=\int_{\Omega}\left|\sigma\left(u_{1}^{\epsilon}, p_{1}^{\epsilon}\right)-\sigma\left(u_{2}^{\epsilon}, p_{2}^{\epsilon}\right)\right|^{2} d x
$$

and $\left(u_{1}^{\epsilon}, p_{1}^{\epsilon}\right)$ and $\left(u_{2}^{\epsilon}, p_{2}^{\epsilon}\right)$ are respective solutions of the following BVP,

$$
\left(\mathcal{P}_{1}^{\epsilon}\right)\left\{\begin{array} { r l l l } 
{ - \operatorname { d i v } ( \sigma ( u _ { 1 } ^ { \epsilon } , p _ { 1 } ^ { \epsilon } ) ) } & { = f + \delta f _ { \epsilon } } & { \text { in } } & { \Omega , } \\
{ \operatorname { d i v } u _ { 1 } ^ { \epsilon } } & { = 0 } & { \text { in } } & { \Omega , } \\
{ u _ { 1 } ^ { \epsilon } } & { = G } & { \text { on } } & { \Gamma _ { c } , }
\end{array} \quad ( \mathcal { P } _ { 2 } ^ { \epsilon } ) \left\{\begin{array}{rlll}
-\operatorname{div}\left(\sigma\left(u_{2}^{\epsilon}, p_{2}^{\epsilon}\right)\right) & =f+\delta f_{\epsilon} & \text { in } \Omega, \\
\operatorname{div} u_{2}^{\epsilon} & =0 & \text { in } & \Omega, \\
\sigma\left(u_{2}^{\epsilon}, p_{2}^{\epsilon}\right) n & =\Phi & \text { on } & \Gamma_{c}, \\
u_{2}^{\epsilon} & =\tau & \text { on } & \Gamma_{i},
\end{array}\right.\right.
$$

Then, the weak solutions to problem $\left(P_{1}^{\epsilon}\right)$ and $\left(P_{2}^{\epsilon}\right)$ are defined by:

$$
\left\{\begin{array}{rllll}
\text { Find }\left(u_{1}^{\epsilon}, p_{1}^{\epsilon}\right) \in H^{1}(\Omega)^{d} \times L^{2}(\Omega) \text { such that, } & &  \tag{13}\\
\mathscr{A}\left(u_{1}^{\epsilon}, \varphi_{1}\right)+\mathscr{B}\left(p_{1}^{\epsilon}, \varphi_{1}\right) & = & l_{1, \epsilon}\left(\varphi_{1}\right), & \forall \varphi_{1} \in H_{\Gamma_{C}}^{1}(\Omega), \\
\mathscr{B}\left(\xi_{1}, u_{1}^{\epsilon}\right) & = & 0, & \forall \xi_{1} \in L_{0}^{2}(\Omega),
\end{array}\right.
$$

$$
\left\{\begin{array}{rllll}
\text { Find }\left(u_{2}^{\epsilon}, p_{2}^{\epsilon}\right) \in H^{1}(\Omega)^{d} \times L^{2}(\Omega) \text { such that, } & &  \tag{14}\\
\mathscr{A}\left(u_{2}^{\epsilon}, \varphi_{2}\right)+\mathscr{B}\left(p_{2}^{\epsilon}, \varphi_{2}\right) & = & l_{2, \epsilon}\left(\varphi_{2}\right), & \forall \varphi_{2} \in H_{\Gamma_{i}}^{1}(\Omega), \\
\mathscr{B}\left(\xi_{2}, u_{2}^{\epsilon}\right) & = & 0, & \forall \xi_{2} \in L_{0}^{2}(\Omega),
\end{array}\right.
$$

where

$$
\mathscr{A}\left(u_{i}^{\epsilon}, \varphi_{i}\right)=\int_{\Omega} D\left(u_{i}^{\epsilon}\right): \nabla \varphi_{i} d x, \quad \mathscr{B}\left(p_{i}^{\epsilon}, \varphi_{i}\right)=-\int_{\Omega} p_{i}^{\epsilon} \operatorname{div} \varphi_{i} d x
$$

and

$$
l_{1, \epsilon}\left(\varphi_{1}\right)=\int_{\Omega}\left(f+\delta f_{\epsilon}\right) \varphi_{1} d x+\int_{\Gamma_{i}} \eta \varphi_{1} d s, \quad l_{2, \epsilon}\left(\varphi_{2}\right)=\int_{\Omega}\left(f+\delta f_{\epsilon}\right) \varphi_{2} d x+\int_{\Gamma_{c}} \Phi \varphi_{2} d s
$$

We now consider the case where $f=0$, then, the linear forms $l_{1,0}$ and $l_{2,0}$ can be defined as follows

$$
l_{1,0}\left(\varphi_{1}\right)=\int_{\Gamma_{i}} \eta \varphi_{1} d s, \quad l_{2,0}\left(\varphi_{2}\right)=\int_{\Gamma_{c}} \Phi \varphi_{2} d s
$$

Next, we introduce the following proposition which describes an adjoint method, for the computation of this first variation of our cost function $\mathscr{J}$ with respect to $\epsilon$.

Proposition 1. Consider $\left(u_{1}^{\epsilon}, p_{1}^{\epsilon}\right)$ and $\left(u_{2}^{\epsilon}, p_{2}^{\epsilon}\right)$ solutions of the Problems (13) and (14), respectively. Suppose that the following assumptions hold:
(i) $\mathcal{J}$ is Fréchet-differentiable with respect to $\left(u_{i}, p_{i}\right)$, for $i=1,2$.
(ii) There exist two real numbers $\delta l_{1}$ and $\delta l_{2}$ such that

$$
\begin{aligned}
& \left(l_{1, \epsilon}-l_{1,0}\right)\left(v_{1}\right)=\rho(\epsilon) \delta l_{1}+o(\rho(\epsilon)), \\
& \left(l_{2, \epsilon}-l_{2,0}\right)\left(v_{2}\right)=\rho(\epsilon) \delta l_{2}+o(\rho(\epsilon)),
\end{aligned}
$$

where $\left(v_{1}, q_{1}\right)$ and $\left(v_{2}, q_{2}\right)$ are solutions of the following weak formulations adjoint problems,

$$
\begin{aligned}
& \left(\mathcal{A} \mathcal{P}_{1}\right) \| \mathscr{A}\left(h_{1}, v_{1}\right)+\mathscr{B}\left(k_{1}, v_{1}\right)-\mathscr{B}\left(q_{1}, h_{1}\right)=-\frac{\partial \mathcal{J}}{\partial u_{1}}\left(\left(u_{1}^{0}, p_{1}^{0}\right) ;\left(u_{2}^{0}, p_{2}^{0}\right)\right) \cdot h_{1}-\frac{\partial \mathcal{J}}{\partial p_{1}}\left(\left(u_{1}^{0}, p_{1}^{0}\right) ;\left(u_{2}^{0}, p_{2}^{0}\right)\right) \cdot k_{1} \\
& \left(\mathcal{A} \mathcal{P}_{2}\right) \| \mathscr{A}\left(h_{2}, v_{2}\right)+\mathscr{B}\left(k_{2}, v_{2}\right)-\mathscr{B}\left(q_{2}, h_{2}\right)=-\frac{\partial \mathcal{J}}{\partial u_{2}}\left(\left(u_{1}^{0}, p_{1}^{0}\right) ;\left(u_{2}^{0}, p_{2}^{0}\right)\right) \cdot h_{2}-\frac{\partial \mathcal{J}}{\partial p_{2}}\left(\left(u_{1}^{0}, p_{1}^{0}\right) ;\left(u_{2}^{0}, p_{2}^{0}\right)\right) \cdot k_{2}
\end{aligned}
$$

for all $\left(h_{1}, k_{1}\right) \in H_{\Gamma_{c}}^{1}(\Omega) \times L^{2}(\Omega)$ and $\left(h_{2}, k_{2}\right) \in H_{\Gamma_{i}}^{1}(\Omega) \times L^{2}(\Omega)$.
Then the first variation of the cost function $\mathscr{J}$ with respect to $\epsilon$ is given by,

$$
\mathscr{J}\left(\delta f_{\epsilon}\right)=\mathscr{J}(0)+\rho(\epsilon)\left(\delta l_{1}+\delta l_{2}\right)+o(\rho(\epsilon))
$$

where $\rho(\epsilon)=\left|\mathcal{S}_{x_{0}, \epsilon}\right|$. The topological gradient $\mathscr{G}$ at point $x_{0}$ is given by:

$$
\begin{equation*}
\mathscr{G}\left(x_{0}\right)=-\lambda \cdot\left(v_{1}+v_{2}\right)\left(x_{0}\right), \tag{15}
\end{equation*}
$$

where $\lambda$ is a constant vector and $\left(v_{i}, q_{i}\right)$ is the solution of the adjoint problem $\left(\mathcal{A} \mathcal{P}_{i}\right)$, with $i=1,2$.

Proof. Let us define the Lagrangian $\mathcal{L}$ by,

$$
\begin{array}{r}
\mathcal{L}_{\epsilon}\left(v_{1}, q_{1}, v_{2}, q_{2}, u_{1}, p_{1}, u_{2}, p_{2}\right)=\mathcal{J}\left(\left(u_{1}, p_{1}\right) ;\left(u_{2}, p_{2}\right)\right)+\mathscr{A}\left(u_{1}, v_{1}\right)+\mathscr{B}\left(p_{1}, v_{1}\right) \\
-\mathscr{B}\left(q_{1}, u_{1}\right)-l_{1, \epsilon}\left(v_{1}\right)+\mathscr{A}\left(u_{2}, v 2\right)+\mathscr{B}\left(p_{2}, v_{2}\right)-\mathscr{B}\left(q_{2}, u_{2}\right)-l_{2, \epsilon}\left(v_{2}\right),
\end{array}
$$

with $\left(u_{1}, u_{2}, v_{1}, v_{2}\right) \in H^{1}(\Omega)^{d} \times H^{1}(\Omega)^{d} \times H_{\Gamma_{c}}^{1}(\Omega) \times H_{\Gamma_{i}}^{1}(\Omega)$ and $\left(p_{1}, p_{2}, q_{1}, q_{2}\right) \in L^{2}(\Omega)^{4}$. Using (13) and (14), we obtain

$$
\mathscr{J}\left(\delta f_{\epsilon}\right)=\mathcal{L}_{\epsilon}\left(v_{1}, q_{1}, v_{2}, q_{2}, u_{1}^{\epsilon}, p_{1}^{\epsilon}, u_{2}^{\epsilon}, p_{2}^{\epsilon}\right)
$$

So the first variation of the cost function with respect to $\epsilon$ is given by:

$$
\begin{aligned}
\mathscr{J}\left(\delta f_{\epsilon}\right) & -\mathscr{J}(0)=\mathcal{L}_{\epsilon}\left(v_{1}, q_{1}, v_{2}, q_{2}, u_{1}^{\epsilon}, p_{1}^{\epsilon}, u_{2}^{\epsilon}, p_{2}^{\epsilon}\right)-\mathcal{L}_{0}\left(v_{1}, q_{1}, v_{2}, q_{2}, u_{1}^{0}, p_{1}^{0}, u_{2}^{0}, p_{2}^{0}\right) \\
& =\mathscr{A}\left(u_{1}^{\epsilon}, v_{1}\right)+\mathscr{B}\left(p_{1}^{\epsilon}, v_{1}\right)-\mathscr{B}\left(q_{1}, u_{1}^{\epsilon}\right)-\mathscr{A}\left(u_{1}^{0}, v_{1}\right)-\mathscr{B}\left(p_{1}^{0}, v_{1}\right)+\mathscr{B}\left(q_{1}, u_{1}^{0}\right) \\
& +\mathscr{A}\left(u_{2}^{\epsilon}, v_{2}\right)+\mathscr{B}\left(p_{2}^{\epsilon}, v_{2}\right)-\mathscr{B}\left(q_{2}, u_{2}^{\epsilon}\right)-\mathscr{A}\left(u_{2}^{0}, v_{2}\right)-\mathscr{B}\left(p_{2}^{0}, v_{2}\right)+\mathscr{B}\left(q_{2}, u_{2}^{0}\right) \\
& -\left(l_{1}^{\epsilon}-l_{1}^{0}\right)\left(v_{1}\right)-\left(l_{2}^{\epsilon}-l_{2}^{0}\right)\left(v_{2}\right)+\mathcal{J}\left(\left(u_{1}^{\epsilon}, p_{1}^{\epsilon}\right) ;\left(u_{2}^{\epsilon}, p_{2}^{\epsilon}\right)\right)-\mathcal{J}\left(\left(u_{1}^{0}, p_{1}^{0}\right) ;\left(u_{2}^{0}, p_{2}^{0}\right)\right)
\end{aligned}
$$

1 Then, from the definition of $\mathscr{A}$ and $\mathscr{B}$, we have

$$
\begin{aligned}
\mathscr{A}\left(u_{1}^{\epsilon}, v_{1}\right)+ & \mathscr{B}\left(p_{1}^{\epsilon}, v_{1}\right)-\mathscr{B}\left(q_{1}, u_{1}^{\epsilon}\right)-\mathscr{A}\left(u_{1}^{0}, v_{1}\right)-\mathscr{B}\left(p_{1}^{0}, v_{1}\right) \\
& +\mathscr{B}\left(q_{1}, u_{1}^{0}\right)=\int_{\Omega} D\left(u_{1}^{\epsilon}-u_{1}^{0}\right): \nabla v_{1} d x+\int_{\Omega}\left(p_{1}^{\epsilon}-p_{1}^{0}\right) \operatorname{div} v_{1} d x-\int_{\Omega} q_{1} \operatorname{div}\left(u_{1}^{\epsilon}-u_{1}^{0}\right) d x \\
\mathscr{A}\left(u_{2}^{\epsilon}, v_{2}\right)+ & \mathscr{B}\left(p_{2}^{\epsilon}, v_{2}\right)-\mathscr{B}\left(q_{2}, u_{2}^{\epsilon}\right)-\mathscr{A}\left(u_{2}^{0}, v_{2}\right)-\mathscr{B}\left(p_{2}^{0}, v_{2}\right) \\
& +\mathscr{B}\left(q_{2}, u_{2}^{0}\right)=\int_{\Omega} D\left(u_{2}^{\epsilon}-u_{2}^{0}\right): \nabla v_{2} d x+\int_{\Omega}\left(p_{2}^{\epsilon}-p_{2}^{0}\right) \operatorname{div} v_{2} d x-\int_{\Omega} q_{2} \operatorname{div}\left(u_{2}^{\epsilon}-u_{2}^{0}\right) d x .
\end{aligned}
$$

Choosing $\left(v_{1}, q_{1}\right)$ and $\left(v_{2}, q_{2}\right)$ as the solutions of the adjoints problems $\left(\mathcal{A P} \mathcal{P}_{1}\right)$ and $\left(\mathcal{A} \mathcal{P}_{2}\right)$,

$$
\begin{aligned}
\int_{\Omega} D\left(u_{1}^{\epsilon}-u_{1}^{0}\right) & : \nabla v_{1} d x+\int_{\Omega}\left(p_{1}^{\epsilon}-p_{1}^{0}\right) \operatorname{div} v_{1} d x-\int_{\Omega} q_{1} \operatorname{div}\left(u_{1}^{\epsilon}-u_{1}^{0}\right) d x= \\
& -\frac{\partial \mathcal{J}}{\partial u_{1}}\left(\left(u_{1}^{0}, p_{1}^{0}\right) ;\left(u_{2}^{0}, p_{2}^{0}\right)\right) \cdot\left(u_{1}^{\epsilon}-u_{1}^{0}\right)-\frac{\partial \mathcal{J}}{\partial p_{1}}\left(\left(u_{1}^{0}, p_{1}^{0}\right) ;\left(u_{2}^{0}, p_{2}^{0}\right)\right) \cdot\left(p_{1}^{\epsilon}-p_{1}^{0}\right) \\
\int_{\Omega} D\left(u_{2}^{\epsilon}-u_{2}^{0}\right) & : \nabla v_{2} d x+\int_{\Omega}\left(p_{2}^{\epsilon}-p_{2}^{0}\right) \operatorname{div} v_{2} d x-\int_{\Omega} q_{2} \operatorname{div}\left(u_{2}^{\epsilon}-u_{2}^{0}\right) d x= \\
& -\frac{\partial \mathcal{J}}{\partial u_{2}}\left(\left(u_{1}^{0}, p_{1}^{0}\right) ;\left(u_{2}^{0}, p_{2}^{0}\right)\right) \cdot\left(u_{2}^{\epsilon}-u_{2}^{0}\right)-\frac{\partial \mathcal{J}}{\partial p_{2}}\left(\left(u_{1}^{0}, p_{1}^{0}\right) ;\left(u_{2}^{0}, p_{2}^{0}\right)\right) \cdot\left(p_{2}^{\epsilon}-p_{2}^{0}\right) .
\end{aligned}
$$

3 Thus, we have

$$
\begin{aligned}
& \mathscr{J}\left(\delta f_{\epsilon}\right)-\mathscr{J}(0)=-\frac{\partial \mathcal{J}}{\partial u_{1}}\left(\left(u_{1}^{0}, p_{1}^{0}\right) ;\left(u_{2}^{0}, p_{2}^{0}\right)\right) \cdot\left(u_{1}^{\epsilon}-u_{1}^{0}\right)-\frac{\partial \mathcal{J}}{\partial p_{1}}\left(\left(u_{1}^{0}, p_{1}^{0}\right) ;\left(u_{2}^{0}, p_{2}^{0}\right)\right) \cdot\left(p_{1}^{\epsilon}-p_{1}^{0}\right) \\
& \quad-\frac{\partial \mathcal{J}}{\partial u_{2}}\left(\left(u_{1}^{0}, p_{1}^{0}\right) ;\left(u_{2}^{0}, p_{2}^{0}\right)\right) \cdot\left(u_{2}^{\epsilon}-u_{2}^{0}\right)-\frac{\partial \mathcal{J}}{\partial p_{2}}\left(\left(u_{1}^{0}, p_{1}^{0}\right) ;\left(u_{2}^{0}, p_{2}^{0}\right)\right) \cdot\left(p_{2}^{\epsilon}-p_{2}^{0}\right) \\
& \quad-\left(l_{1}^{\epsilon}-l_{1}^{0}\right)\left(v_{1}\right)-\left(l_{2}^{\epsilon}-l_{2}^{0}\right)\left(v_{2}\right)+\mathcal{J}\left(\left(u_{1}^{\epsilon}, p_{1}^{\epsilon}\right) ;\left(u_{2}^{\epsilon}, p_{2}^{\epsilon}\right)\right)-\mathcal{J}\left(\left(u_{1}^{0}, p_{1}^{0}\right) ;\left(u_{2}^{0}, p_{2}^{0}\right)\right)
\end{aligned}
$$

- Variation of the linear form. We are interested here in the asymptotic analysis of the variation

$$
\begin{align*}
\left(l_{1, \epsilon}-l_{1,0}\right)\left(v_{1}\right) & =\int_{\Omega} \delta f_{\epsilon} v_{1} d x=\int_{\mathcal{S}_{x_{0}, \epsilon}} \lambda v_{1} d x  \tag{16}\\
& =\left|\mathcal{S}_{x_{0}, \epsilon}\right| \lambda v_{1}\left(x_{0}\right)+o(\epsilon)
\end{align*}
$$

where $\left(v_{1}, q_{1}\right)$ is the solution of the adjoint problem $\left(\mathcal{A} \mathcal{P}_{1}\right)$. The same, we have

$$
\begin{equation*}
\left(l_{2, \epsilon}-l_{2,0}\right)\left(v_{2}\right)=\left|\mathcal{S}_{x_{0}, \epsilon}\right| \lambda v_{2}\left(x_{0}\right)+o(\epsilon), \tag{17}
\end{equation*}
$$

${ }_{4}$ where $\left(v_{2}, q_{2}\right)$ is the solution of the adjoint problem $\left(\mathcal{A} \mathcal{P}_{2}\right)$.

- Variation of the cost function. Let us now turn to the asymptotic analysis of the variation of the Kohn-Vogeluis functional given by

$$
\mathcal{J}\left(\left(u_{1}^{\epsilon}, p_{1}^{\epsilon}\right) ;\left(u_{2}^{\epsilon}, p_{2}^{\epsilon}\right)\right)=\int_{\Omega}\left|\sigma\left(u_{1}^{\epsilon}, p_{1}^{\epsilon}\right)-\sigma\left(u_{2}^{\epsilon}, p_{2}^{\epsilon}\right)\right|^{2} d x
$$

Thus, this functional $\mathcal{J}$ can be decomposed as

$$
\left.\mathcal{J}\left(\left(u_{1}^{\epsilon}, p_{1}^{\epsilon}\right) ;\left(u_{2}^{\epsilon}, p_{2}^{\epsilon}\right)\right)=\mathfrak{J}_{1}\left(u_{1}^{\epsilon}, p_{1}^{\epsilon}\right)+\mathfrak{J}_{2}\left(u_{2}^{\epsilon}, p_{2}^{\epsilon}\right)-2 \mathfrak{J}_{12}\left(u_{1}^{\epsilon}, p_{1}^{\epsilon}\right) ;\left(u_{2}^{\epsilon}, p_{2}^{\epsilon}\right)\right)
$$

with

$$
\begin{aligned}
\mathfrak{J}_{1}\left(u_{1}^{\epsilon}, p_{1}^{\epsilon}\right) & =\int_{\Omega}\left|\sigma\left(u_{1}^{\epsilon}, p_{1}^{\epsilon}\right)\right|^{2} d x \\
\mathfrak{J}_{2}\left(u_{2}^{\epsilon}, p_{2}^{\epsilon}\right) & =\int_{\Omega}\left|\sigma\left(u_{2}^{\epsilon}, p_{2}^{\epsilon}\right)\right|^{2} d x \\
\mathfrak{J}_{12}\left(\left(u_{1}^{\epsilon}, p_{1}^{\epsilon}\right) ;\left(u_{2}^{\epsilon}, p_{2}^{\epsilon}\right)\right) & =\int_{\Omega} \sigma\left(u_{1}^{\epsilon}, p_{1}^{\epsilon}\right) \sigma\left(u_{2}^{\epsilon}, p_{2}^{\epsilon}\right) d x
\end{aligned}
$$

Variation of $\mathfrak{J}_{1}$ :

$$
\begin{aligned}
& \mathfrak{J}_{1}\left(u_{1}^{\epsilon}, p_{1}^{\epsilon}\right)-\mathfrak{J}_{1}\left(u_{1}^{0}, p_{1}^{0}\right)=\int_{\Omega}\left|\sigma\left(u_{1}^{\epsilon}, p_{1}^{\epsilon}\right)\right|^{2} d x-\int_{\Omega}\left|\sigma\left(u_{1}^{0}, p_{1}^{0}\right)\right|^{2} d x \pm 2 \int_{\Omega}\left|\sigma\left(u_{1}^{0}, p_{1}^{0}\right)\right|^{2} d x \\
& \quad=\int_{\Omega}\left|\sigma\left(u_{1}^{\epsilon}, p_{1}^{\epsilon}\right)-\sigma\left(u_{1}^{0}, p_{1}^{0}\right)\right|^{2} d x+2 \int_{\Omega} \sigma\left(u_{1}^{\epsilon}, p_{1}^{\epsilon}\right) \sigma\left(u_{1}^{0}, p_{1}^{0}\right) d x-2 \int_{\Omega}\left|\sigma\left(u_{1}^{0}, p_{1}^{0}\right)\right|^{2} d x
\end{aligned}
$$

Posing $\left(w_{i}^{\epsilon}, \xi_{i}^{\epsilon}\right)=\left(u_{i}^{\epsilon}-u_{i}^{0}, p_{i}^{\epsilon}-p_{i}^{0}\right)$ for $\mathrm{i}=1,2$, we obtain

$$
\begin{equation*}
\mathfrak{J}_{1}\left(u_{1}^{\epsilon}, p_{1}^{\epsilon}\right)-\mathfrak{J}_{1}\left(u_{1}^{0}, p_{1}^{0}\right)=\int_{\Omega}\left|\sigma\left(w_{1}^{\epsilon}, \xi_{1}^{\epsilon}\right)\right|^{2} d x+2 \int_{\Omega} \sigma\left(u_{1}^{0}, p_{1}^{0}\right) \sigma\left(w_{1}^{\epsilon}, \xi_{1}^{\epsilon}\right) d x \tag{18}
\end{equation*}
$$

Variation of $\mathfrak{J}_{2}$ : In the same way, we find that

$$
\begin{equation*}
\mathfrak{J}_{2}\left(u_{2}^{\epsilon}, p_{2}^{\epsilon}\right)-\mathfrak{J}_{2}\left(u_{2}^{0}, p_{2}^{0}\right)=\int_{\Omega}\left|\sigma\left(w_{2}^{\epsilon}, \xi_{2}^{\epsilon}\right)\right|^{2} d x+2 \int_{\Omega} \sigma\left(u_{2}^{0}, p_{2}^{0}\right) \sigma\left(w_{2}^{\epsilon}, \xi_{2}^{\epsilon}\right) d x \tag{19}
\end{equation*}
$$

Variation of $\mathfrak{J}_{12}$ :

$$
\mathfrak{J}_{12}\left(\left(u_{1}^{\epsilon}, p_{1}^{\epsilon}\right) ;\left(u_{2}^{\epsilon}, p_{2}^{\epsilon}\right)\right)-\mathfrak{J}_{12}\left(\left(u_{1}^{0}, p_{1}^{0}\right) ;\left(u_{2}^{0}, p_{2}^{0}\right)\right)=\int_{\Omega} \sigma\left(u_{1}^{\epsilon}, p_{1}^{\epsilon}\right) \sigma\left(u_{2}^{\epsilon}, p_{2}^{\epsilon}\right) d x-\int_{\Omega} \sigma\left(u_{1}^{0}, p_{1}^{0}\right) \sigma\left(u_{2}^{0}, p_{2}^{0}\right) d x
$$

Then, we have

$$
\begin{array}{r}
\mathfrak{J}_{12}\left(\left(u_{1}^{\epsilon}, p_{1}^{\epsilon}\right) ;\left(u_{2}^{\epsilon}, p_{2}^{\epsilon}\right)\right)-\mathfrak{J}_{12}\left(\left(u_{1}^{0}, p_{1}^{0}\right) ;\left(u_{2}^{0}, p_{2}^{0}\right)\right)=\int_{\Omega} \sigma\left(w_{1}^{\epsilon}, \xi_{1}^{\epsilon}\right) \sigma\left(w_{2}^{\epsilon}, \xi_{2}^{\epsilon}\right) d x \\
+\int_{\Omega} \sigma\left(u_{1}^{0}, p_{1}^{0}\right) \sigma\left(w_{2}^{\epsilon}, \xi_{2}^{\epsilon}\right) d x+\int_{\Omega} \sigma\left(u_{2}^{0}, p_{2}^{0}\right) \sigma\left(w_{1}^{\epsilon}, \xi_{1}^{\epsilon}\right) d x \tag{20}
\end{array}
$$

Combining the variations (18), (19) and (20), we obtain

$$
\begin{aligned}
& \mathcal{J}\left(\left(u_{1}^{\epsilon}, p_{1}^{\epsilon}\right) ;\left(u_{2}^{\epsilon}, p_{2}^{\epsilon}\right)\right)-\mathcal{J}\left(\left(u_{1}^{0}, p_{1}^{0}\right) ;\left(u_{2}^{0}, p_{2}^{0}\right)\right)=\int_{\Omega}\left|\sigma\left(w_{1}^{\epsilon}, \xi_{1}^{\epsilon}\right)\right|^{2} d x+\int_{\Omega}\left|\sigma\left(w_{2}^{\epsilon}, \xi_{2}^{\epsilon}\right)\right|^{2} d x \\
&-2 \int_{\Omega} \sigma\left(w_{1}^{\epsilon}, \xi_{1}^{\epsilon}\right) \sigma\left(w_{2}^{\epsilon}, \xi_{2}^{\epsilon}\right) d x+2 \int_{\Omega}\left(\sigma\left(u_{1}^{0}, p_{1}^{0}\right)-\sigma\left(u_{2}^{0}, p_{2}^{0}\right)\right) \sigma\left(w_{1}^{\epsilon}, \xi_{1}^{\epsilon}\right) d x \\
&-2 \int_{\Omega}\left(\sigma\left(u_{1}^{0}, p_{1}^{0}\right)-\sigma\left(u_{2}^{0}, p_{2}^{0}\right)\right) \sigma\left(w_{2}^{\epsilon}, \xi_{2}^{\epsilon}\right) d x
\end{aligned}
$$

Therefore,

$$
\begin{aligned}
\mathcal{J}\left(\left(u_{1}^{\epsilon},\right.\right. & \left.\left.p_{1}^{\epsilon}\right) ;\left(u_{2}^{\epsilon}, p_{2}^{\epsilon}\right)\right)-\mathcal{J}\left(\left(u_{1}^{0}, p_{1}^{0}\right) ;\left(u_{2}^{0}, p_{2}^{0}\right)\right)-\frac{\partial \mathcal{J}}{\partial u_{1}}\left(\left(u_{1}^{0}, p_{1}^{0}\right) ;\left(u_{2}^{0}, p_{2}^{0}\right)\right) \cdot w_{1}^{\epsilon} \\
& -\frac{\partial \mathcal{J}}{\partial p_{1}}\left(\left(u_{1}^{0}, p_{1}^{0}\right) ;\left(u_{2}^{0}, p_{2}^{0}\right)\right) \cdot \xi_{1}^{\epsilon}-\frac{\partial \mathcal{J}}{\partial u_{2}}\left(\left(u_{1}^{0}, p_{1}^{0}\right) ;\left(u_{2}^{0}, p_{2}^{0}\right)\right) \cdot w_{2}^{\epsilon} \\
& -\frac{\partial \mathcal{J}}{\partial p_{2}}\left(\left(u_{1}^{0}, p_{1}^{0}\right) ;\left(u_{2}^{0}, p_{2}^{0}\right)\right) \cdot \xi_{2}^{\epsilon}=\mathcal{I}(\epsilon)
\end{aligned}
$$

where

$$
\mathcal{I}(\epsilon)=\left\|\sigma\left(w_{1}^{\epsilon}, \xi_{1}^{\epsilon}\right)\right\|_{0, \Omega}^{2}+\left\|\sigma\left(w_{2}^{\epsilon}, \xi_{2}^{\epsilon}\right)\right\|_{0, \Omega}^{2}-2 \int_{\Omega} \sigma\left(w_{1}^{\epsilon}, \xi_{1}^{\epsilon}\right) \sigma\left(w_{2}^{\epsilon}, \xi_{2}^{\epsilon}\right) d x
$$

We will then prove that $\mathcal{I}(\epsilon)=o(\rho(\epsilon))$. Thus, the topological asymptotic expansion of the functional $\mathscr{J}$ with respect to $\epsilon$ is given by

$$
\mathscr{J}\left(\delta f_{\epsilon}\right)-\mathscr{J}(0)=-\left|\mathcal{S}_{x_{0}, \epsilon}\right| \lambda\left(v_{1}+v_{2}\right)\left(x_{0}\right)+o\left(\left|\mathcal{S}_{x_{0}, \epsilon}\right|\right)
$$

then the topological gradient $\mathscr{G}$ at point $x_{0}$ is given by

$$
\mathscr{G}\left(x_{0}\right)=-\lambda\left(v_{1}+v_{2}\right)\left(x_{0}\right) .
$$

Let's now show that $\mathcal{I}(\epsilon)=o\left(\left|\mathcal{S}_{x_{0}, \epsilon}\right|\right)$. Consider $\left(w_{1}^{\epsilon}, \xi_{1}^{\epsilon}\right)=\left(u_{1}^{\epsilon}-u_{1}^{0}, p_{1}^{\epsilon}-p_{1}^{0}\right)$ solution of the following problem,

$$
\left\{\begin{array}{rlll}
-\operatorname{div}\left(\sigma\left(w_{1}^{\epsilon}, \xi_{1}^{\epsilon}\right)\right) & =\delta f_{\epsilon} & \text { in } & \Omega, \\
\operatorname{div} w_{1}^{\epsilon} & =0 & \text { in } & \Omega, \\
w_{1}^{\epsilon} & =0 & \text { on } & \Gamma_{c}, \\
\sigma\left(w_{1}^{\epsilon}, \xi_{1}^{\epsilon}\right) n & =0 & \text { on } & \Gamma_{i} .
\end{array}\right.
$$

${ }_{3}$ This problem is well-posed and has a unique solution in $H^{1}(\Omega)^{d} \times L^{2}(\Omega)$, see e.g. [7]. Using ([5], theorem 5.2), there exists a positive constant $C$ such that,

$$
\begin{align*}
\left\|w_{1}^{\epsilon}\right\|_{1, \Omega}+\left\|\xi_{1}^{\epsilon}\right\|_{0, \Omega} & \leqslant C\left\|\delta f_{\epsilon}\right\|_{0, \Omega} \\
& \leqslant C\|\lambda\|(\rho(\epsilon))^{\frac{1}{2}} \tag{21}
\end{align*}
$$

The same for the solution $\left(w_{2}^{\epsilon}, \xi_{2}^{\epsilon}\right)$. Using these latter results, we obtain an estimation of the third term of $\mathcal{I}$. We deduce then that $\mathcal{I}(\epsilon)=o(\rho(\epsilon))$.

### 3.3. Identification of the source intensity.

In this subsection, the player (3) assumes to be known the position $P=x_{0}$ defining a source-term $F_{\epsilon}$ that satisfies (7) and focuses on identifying the source intensity $\lambda_{k}$. To this end, player (3) must minimize the functional $\mathcal{J}_{3}$ with respect to $\lambda$. So the source intensity can be characterized as the solution of the following minimization problem,

$$
\lambda^{*}=\underset{\lambda \in \mathbb{R}^{d}}{\arg \min }\left\{\mathcal{J}_{3}(\eta, \tau ; \phi):=\int_{\Omega}\left|\sigma\left(u_{1, \epsilon}, p_{1, \epsilon}\right)-\sigma\left(u_{2, \epsilon}, p_{2, \epsilon}\right)\right|^{2} d x\right\}
$$

where $\left(u_{1, \epsilon}, p_{1, \epsilon}\right)$ and $\left(u_{2, \epsilon}, p_{2, \epsilon}\right)$ solve respectively problems $\left(\mathcal{P}_{1, \epsilon}\right)$ and $\left(\mathcal{P}_{2, \epsilon}\right)$. In order to perform the partial optimization problem of $\mathcal{J}_{3}(\eta, \tau ; \phi)$ w.r.t the source intensity $\lambda$ with $(\eta, \tau)$ given by players (1) and (2), one needs to compute the derivative of $\mathcal{J}_{3}$ w.r.t. $\lambda$. We have the following:

Proposition 2. We have the following partial derivative,

$$
\frac{\partial \mathcal{J}_{3}}{\partial \lambda} \cdot \varphi=-\frac{1}{\left|\mathcal{S}_{x_{0}, \epsilon}\right|} \int_{\mathcal{S}_{x_{0}, \epsilon}}\left(z_{1}+z_{2}\right)(x) \cdot \varphi d x, \quad \forall \varphi \in \mathbb{R}
$$
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where $\left(z_{1}, \pi_{1}\right) \in H_{\Gamma_{c}}^{1}(\Omega) \times L^{2}(\Omega)$ and $\left(z_{2}, \pi_{2}\right) \in H_{\Gamma_{i}}^{1}(\Omega) \times L^{2}(\Omega)$ are respective solutions of the adjoints problems,

$$
\left\{\begin{array}{l}
2 \int_{\Omega}\left(\sigma\left(u_{1, \epsilon}, p_{1, \epsilon}\right)-\sigma\left(u_{2, \epsilon}, p_{2, \epsilon}\right)\right):\left(\nabla h_{1}+\nabla h_{1}^{T}\right) d x-\int_{\Omega} \pi_{1} \operatorname{div} h_{1} d x  \tag{22}\\
\quad+\int_{\Omega}\left(\left(\nabla h_{1}+\nabla h_{1}^{T}\right): \nabla z_{1}\right) d x=0, \quad \forall h_{1} \in H_{\Gamma_{c}}^{1}(\Omega) \\
-2 \int_{\Omega}\left(\sigma\left(u_{1, \epsilon}, p_{1, \epsilon}\right)-\sigma\left(u_{2, \epsilon}, p_{2, \epsilon}\right)\right):\left(k_{1} I_{d}\right) d x-\int_{\Omega} k_{1} \operatorname{div} z_{1} d x=0 \\
\forall k_{1} \in L^{2}(\Omega)
\end{array}\right.
$$

$$
\left\{\begin{array}{l}
\quad-2 \int_{\Omega}\left(\sigma\left(u_{1, \epsilon}, p_{1, \epsilon}\right)-\sigma\left(u_{2, \epsilon}, p_{2, \epsilon}\right)\right):\left(\nabla h_{2}+\nabla h_{2}^{T}\right) d x-\int_{\Omega} \pi_{2} \operatorname{div} h_{2} d x  \tag{23}\\
\quad+\int_{\Omega}\left(\left(\nabla h_{2}+\nabla h_{2}^{T}\right): \nabla z_{2}\right) d x=0, \quad \forall h_{2} \in H_{\Gamma_{i}}^{1}(\Omega) \\
2 \int_{\Omega}\left(\sigma\left(u_{1, \epsilon}, p_{1, \epsilon}\right)-\sigma\left(u_{2, \epsilon}, p_{2, \epsilon}\right)\right):\left(k_{2} I_{d}\right) d x-\int_{\Omega} k_{2} \operatorname{div} z_{2} d x=0, \\
\quad \forall k_{2} \in L^{2}(\Omega)
\end{array}\right.
$$

and where $\left(u_{1, \epsilon}, p_{1, \epsilon}\right)$ and $\left(u_{2, \epsilon}, p_{2, \epsilon}\right)$ are the solutions to respectively $\left(\mathcal{P}_{1, \epsilon}\right)$ and $\left(\mathcal{P}_{2, \epsilon}\right)$.

### 3.4. The three-player Nash algorithm

We are now ready to state the three-player identification/completion Nash game. As aforementioned, players (1) and (2) aim at solving the Cauchy problem, while player (3) is aimed at minimizing a KohnVogelius type energy, intended to identify the elements of the source-term. The game is of Nash type, which means that it is static with complete information [17] and hence its solution is a Nash equilibrium (NE), see Definition 1.

Given a triplet $(\eta, \tau ; \phi) \in\left(H_{00}^{\frac{1}{2}}\left(\Gamma_{i}\right)^{d}\right)^{\prime} \times H^{\frac{1}{2}}\left(\Gamma_{i}\right)^{d} \times \mathcal{I}_{\text {ad }}$, and we define $\left(u_{1, \epsilon}, p_{1, \epsilon}\right):=\left(u_{1, \epsilon}(\eta, \phi), p_{1, \epsilon}(\eta, \phi)\right)$ be the solution to the approximate Stokes problem $\left(\mathcal{P}_{1, \epsilon}\right)$ and $\left(u_{2, \epsilon}, p_{2, \epsilon}\right):=\left(u_{2, \epsilon}(\tau, \phi), p_{2, \epsilon}(\tau, \phi)\right)$ the solution to the approximate Stokes problem $\left(\mathcal{P}_{2, \epsilon}\right)$, then the three players and their respective costs are defined as follows:

- Player (1) has control on the Neumann strategies $\eta \in\left(H_{00}^{\frac{1}{2}}\left(\Gamma_{i}\right)^{d}\right)^{\prime}$, and its cost functional is given by

$$
\begin{equation*}
\mathcal{J}_{1}(\eta, \tau ; \phi)=\frac{1}{2}\left\|\sigma\left(u_{1, \epsilon}, p_{1, \epsilon}\right) n-\Phi\right\|_{\left(H_{00}^{\frac{1}{2}}\left(\Gamma_{c}\right)^{d}\right)^{\prime}}^{2}+\frac{1}{2}\left\|u_{1, \epsilon}-u_{2, \epsilon}\right\|_{H^{\frac{1}{2}\left(\Gamma_{i}\right)^{d}}}^{2} \tag{24}
\end{equation*}
$$

- Player (2) has control on the Dirichlet strategies $\tau \in H^{\frac{1}{2}}\left(\Gamma_{i}\right)^{d}$, and its cost functional is given by

$$
\begin{equation*}
\mathcal{J}_{2}(\eta, \tau ; \phi)=\frac{1}{2}\left\|u_{2, \epsilon}-f\right\|_{H^{\frac{1}{2}}\left(\Gamma_{c}\right)^{d}}^{2}+\frac{1}{2}\left\|u_{1, \epsilon}-u_{2, \epsilon}\right\|_{H^{\frac{1}{2}}\left(\Gamma_{i}\right)^{d}}^{2} . \tag{25}
\end{equation*}
$$

- Player (3) has control on the elements $\phi \in \mathcal{I}_{\text {ad }}$ defining the unknown source, and its cost functional is given by

$$
\begin{equation*}
\mathcal{J}_{3}(\eta, \tau ; \phi)=\int_{\Omega}\left|\sigma\left(u_{1, \epsilon}, p_{1, \epsilon}\right)-\sigma\left(u_{2, \epsilon}, p_{2, \epsilon}\right)\right|^{2} d x \tag{26}
\end{equation*}
$$

Regarding the existence (and uniqueness) issues for the 3-player Nash game stated above, the difficult access to any nice property of the strolngly non-linear map $\phi \rightarrow \mathcal{J}_{3}(\eta, \tau ; \phi)$ (such as convexity and/or coerciveness) makes it hard to prove such existence results. When the point-wise sources are known, a much simpler cas, we successfully tackled the existence and uniqueness issues for the case of missing boundary data for the Laplace and Stokes equations [17, 18]. We considered two-player Nash game and we introduced the two functionals $\mathcal{J}_{1}$ and $\mathcal{J}_{2}$. These two functionals are quadratic strongly convex with respect to their specific variables, allowing for a straightforward application of the Nash existence theorem. The uniqueness is obtained thanks to the potential structure of the completion game [17].

In Algorithm 1 below, we describe the main steps in computing the Nash equilibrium, with a version where the Cauchy data of the Dirichlet type $G$ are possibly perturbed by a noise with some magnitude $\sigma$, yielding for the Cauchy problem a noisy Dirichlet data $G^{\sigma}$.

```
Algorithm 1: Computation of the Nash equilibrium ( \(\eta_{N}, \tau_{N}, \phi_{N}\) )
Data: \(\quad \epsilon_{S}>0\) a convergence tolerance, \(K_{\max }\) a computational budget per Nash iteration, \(N_{\max }\) a
                maximum Nash iterations and \(\varrho\) tuned-function which depends on the noise magnitude.
    Set \(n=0\), choose an initial source intensity \(\lambda^{(0)}\) and set \(F_{\epsilon}=0\);
while \(\left\|u_{2}-G\right\|_{0, \Gamma_{c}}>\varrho\) do
        Set \(k=0\) and choose an initial guess \(\left(\eta^{(0)}, \tau^{(0)}\right) \in\left(H_{00}^{\frac{1}{2}}\left(\Gamma_{i}\right)^{d}\right)^{\prime} \times H^{\frac{1}{2}}\left(\Gamma_{i}\right)^{d}\);
    Compute \(\bar{\eta}^{(k)}\) solution of \(\min _{\eta} \mathcal{J}_{1}\left(\eta, \tau^{(k)} ; F_{\epsilon}\right)\).
    Compute (in parallel) \(\bar{\tau}^{(k)}\) solution of \(\min _{\tau} \mathcal{J}_{2}\left(\eta^{(k)}, \tau ; F_{\epsilon}\right)\).
    Evaluate \(\left(\eta^{(k+1)}, \tau^{(k+1)}\right)=\alpha\left(\eta^{(k)}, \tau^{(k)}\right)+(1-\alpha)\left(\bar{\eta}^{(k)}, \bar{\tau}^{(k)}\right)\), with \(0 \leq \alpha<1\).
- Step I (identify sources locations) : Set \(F_{\epsilon}=0\), and use the one-shot algorithm to determine the set of optimal locations \(P^{(n)}=\left\{P_{1}, . ., P_{m^{(n)}}\right\}\) :
- Solve two well-posed mixed forward problems:
\[
\begin{aligned}
& \left(\mathcal{P}_{1}^{0}\right)\left\{\begin{array}{rlll}
-\operatorname{div}\left(\sigma\left(u_{1}^{0, k+1}, p_{1}^{0, k+1}\right)\right) & =0 & \text { in } & \Omega, \\
\operatorname{div} u_{1}^{0, k+1} & =0 & \text { in } & \Omega, \\
u_{1}^{0, k+1} & =G & \text { on } & \Gamma_{c}, \\
\sigma\left(u_{1}^{0, k+1}, p_{1}^{0, k+1}\right) n & =\eta^{(k+1)} & \text { on } & \Gamma_{i},
\end{array}\right. \\
& \left(\mathcal{P}_{2}^{0}\right)\left\{\begin{array}{rlll}
-\operatorname{div}\left(\sigma\left(u_{2}^{0, k+1}, p_{2}^{0, k+1}\right)\right) & =0 & \text { in } & \Omega, \\
\operatorname{divu_{2}^{0,k+1}} & =0 & \text { in } & \Omega, \\
\sigma\left(u_{2}^{0, k+1}, p_{2}^{0, k+1}\right) n & =\Phi & \text { on } & \Gamma_{c}, \\
u_{2}^{0, k+1} & =\tau^{(k+1)} & \text { on } & \Gamma_{i} .
\end{array}\right.
\end{aligned}
\]
```

- Solve the adjoint problems $\left(\mathcal{A P}_{1}\right)$ and $\left(\mathcal{A P}_{2}\right)$ with respective solutions $v_{1}$ and $v_{2}$.
- Compute the topological gradient $\mathscr{G}$ using Formula (15), i.e.

$$
\mathscr{G}(x)=-\lambda^{(k)} \cdot\left(v_{1}+v_{2}\right)(x), \forall x \in \Omega .
$$

- Seek

$$
P^{(n)}=\underset{x \in \Omega}{\arg \min } \mathcal{J}_{3}\left(\eta^{(k+1)}, \tau^{(k+1)} ;\left(\lambda^{(k)}, x\right)\right) .
$$

- Step II (recover boundary data and identify sources magnitudes): Solve the Nash game between $\eta, \tau$ and $\lambda$ : Set $k=1$,
- Step 1: Set $F_{\epsilon}^{(n, k)}=\sum_{i=1}^{m^{(n)}} \frac{1}{\left|\mathcal{S}_{P_{i}, \epsilon}\right|} \lambda_{i}^{(k-1)} \chi_{\mathcal{S}_{P_{i}, \epsilon}}$.
- Step 2: Compute $\bar{\eta}^{(k)}$ solution of $\min _{\eta} \mathcal{J}_{1}\left(\eta, \tau^{(k)} ;\left(\lambda^{(k-1)}, P^{(n)}\right)\right)$.
- Step 3: Compute (in parallel) $\bar{\tau}^{(k)}$ solution of $\min _{\tau} \mathcal{J}_{2}\left(\eta^{(k)}, \tau ;\left(\lambda^{(k-1)}, P^{(n)}\right)\right)$.
- Step 4: Compute (in parallel) $\bar{\lambda}^{(k)}$ solution of $\min _{\lambda} \mathcal{J}_{3}\left(\eta^{(k)}, \tau^{(k)} ;\left(\lambda, P^{(n)}\right)\right)$.
- Step 5: For $0 \leq \alpha<1$, set

$$
S^{(k+1)}=\left(\eta^{(k+1)}, \tau^{(k+1)}, \lambda^{(k)}\right)=\alpha\left(\eta^{(k)}, \tau^{(k)}, \lambda^{(k-1)}\right)+(1-\alpha)\left(\bar{\eta}^{(k)}, \bar{\tau}^{(k)}, \bar{\lambda}^{(k)}\right) .
$$

While $\left\|S^{(k+1)}-S^{(k)}\right\|>\varepsilon_{S}$ and $k<N_{\max }$, set $k=k+1$, return back to step 1.

6 Proposition 3. [18] We have the following two partial derivatives:

$$
\begin{align*}
& \left\{\begin{array}{l}
\frac{\partial \mathcal{J}_{1}}{\partial \eta} \cdot \psi=-\int_{\Gamma_{i}} \psi \lambda_{1} d s, \quad \forall \psi \in\left(H_{00}^{\frac{1}{2}}\left(\Gamma_{i}\right)^{d}\right)^{\prime}, \\
\text { with } \quad\left(\lambda_{1}, \kappa_{1}\right) \in H_{\Gamma_{c}}^{1}(\Omega) \times L^{2}(\Omega) \quad \text { solution of the adjoint problem: } \\
\\
\left\{\begin{array}{l}
\int_{\Gamma_{c}}\left(\sigma\left(u_{1, \epsilon}, p_{1, \epsilon}\right) n-\Phi\right)\left(\left(\nabla \gamma+\nabla \gamma^{T}\right) n\right) d s+\int_{\Gamma_{i}}\left(u_{1, \epsilon}-u_{2, \epsilon}\right) \gamma d s \\
\quad+\int_{\Omega}\left(\nabla \gamma+\nabla \gamma^{T}\right): \nabla \lambda_{1} d x-\int_{\Omega} \kappa_{1} \operatorname{div} \gamma d x=0, \quad \forall \gamma \in H_{\Gamma_{c}}^{1}(\Omega), \\
-\int_{\Gamma_{c}}\left(\sigma\left(u_{1, \epsilon}, p_{1, \epsilon}\right) n-\Phi\right) \delta n d s-\int_{\Omega} \delta \operatorname{div} \lambda_{1} d x=0, \quad \forall \delta \in L^{2}(\Omega),
\end{array}\right.
\end{array}\right.  \tag{27}\\
& \left\{\begin{array}{l}
\frac{\partial \mathcal{J}_{2}}{\partial \tau} \cdot \mu=\int_{\Gamma_{i}}\left(\sigma\left(\lambda_{2}, \kappa_{2}\right) n-\left(u_{1, \epsilon}-u_{2, \epsilon}\right)\right) \mu d s, \quad \forall \mu \in H^{\frac{1}{2}}\left(\Gamma_{i}\right)^{d}, \\
\text { with }\left(\lambda_{2}, \kappa_{2}\right) \in H^{1}(\Omega)^{d} \times L^{2}(\Omega) \quad \text { solution of the adjoint problem: } \\
\left\{\begin{array}{l}
\int_{\Omega}\left(\nabla \lambda_{2}+\nabla \lambda_{2}^{T}\right): \nabla \varphi d x-\int_{\Omega} \kappa_{2} \operatorname{div} \varphi d x=\int_{\Gamma_{c}}\left(G-u_{2, \epsilon}\right) \varphi d s, \\
\int_{\Omega} \xi \operatorname{div} \lambda_{2} d x=0, \quad \forall \xi \in L^{2}(\Omega),
\end{array} \quad \forall \varphi \in H_{\Gamma_{i}}^{1}(\Omega),\right.
\end{array}\right.  \tag{28}\\
& \left\{\begin{array}{l}
\frac{\partial \mathcal{J}_{2}}{\partial \tau} \cdot \mu=\int_{\Gamma_{i}}\left(\sigma\left(\lambda_{2}, \kappa_{2}\right) n-\left(u_{1, \epsilon}-u_{2, \epsilon}\right)\right) \mu d s, \quad \forall \mu \in H^{\frac{1}{2}}\left(\Gamma_{i}\right)^{d}, \\
\text { with }\left(\lambda_{2}, \kappa_{2}\right) \in H^{1}(\Omega)^{d} \times L^{2}(\Omega) \quad \text { solution of the adjoint problem: } \\
\left\{\begin{array}{l}
\int_{\Omega}\left(\nabla \lambda_{2}+\nabla \lambda_{2}^{T}\right): \nabla \varphi d x-\int_{\Omega} \kappa_{2} \operatorname{div} \varphi d x=\int_{\Gamma_{c}}\left(G-u_{2, \epsilon}\right) \varphi d s, \\
\int_{\Omega} \xi d i v \lambda_{2} d x=0, \quad \forall \xi \in L^{2}(\Omega),
\end{array} \quad \forall \varphi \in H_{\Gamma_{i}}^{1}(\Omega),\right.
\end{array}\right. \\
& \left\{\begin{array}{l}
\frac{\partial \mathcal{J}_{2}}{\partial \tau} \cdot \mu=\int_{\Gamma_{i}}\left(\sigma\left(\lambda_{2}, \kappa_{2}\right) n-\left(u_{1, \epsilon}-u_{2, \epsilon}\right)\right) \mu d s, \quad \forall \mu \in H^{\frac{1}{2}}\left(\Gamma_{i}\right)^{d}, \\
\text { with }\left(\lambda_{2}, \kappa_{2}\right) \in H^{1}(\Omega)^{d} \times L^{2}(\Omega) \quad \text { solution of the adjoint problem: } \\
\left\{\begin{array}{l}
\int_{\Omega}\left(\nabla \lambda_{2}+\nabla \lambda_{2}^{T}\right): \nabla \varphi d x-\int_{\Omega} \kappa_{2} \operatorname{div} \varphi d x=\int_{\Gamma_{c}}\left(G-u_{2, \epsilon}\right) \varphi d s, \\
\int_{\Omega} \xi d i v \lambda_{2} d x=0, \quad \forall \xi \in L^{2}(\Omega),
\end{array} \quad \forall \varphi \in H_{\Gamma_{i}}^{1}(\Omega),\right.
\end{array}\right. \\
& \text { where, by a classical convention, } \nabla u: \nabla v=\operatorname{Tr}\left(\nabla u \nabla v^{T}\right)=\sum_{i, j} \frac{\partial u_{i}}{\partial x_{j}} \frac{\partial v_{i}}{\partial x_{j}} \text {. }
\end{align*}
$$

The topological gradient and the gradient with fixed step methods are used to solve step I and II, respectively, in Algorithm 1. In step II, in order to solve the problems of partial optimization of $\mathcal{J}_{1}, \mathcal{J}_{2}$ and $\mathcal{J}_{3}$, we need to calculate the gradient of these costs with respect to their respective strategies $\eta, \tau$ and $\lambda$. The fast computation of the latter is classical, and led by means of an adjoint state method, as shown by the proposition 2 and 3 , the proof of the proposition 3 is given in ([18], Appendix A. 1).

Algorithm 1 is made of an overall while-do loop which assesses the global convergence based on the identifiability result stated in Theorem-1, and whose computational cost is controlled by $N_{\max }$.
The task Step I (identify sources locations) costs solving 4 problems by Finite Element Method (FEM), while computing the topological gradient has a negligible cost, as well as is finding the optimal locations since it only amounts to ordering of the significantly negative components of the topological gradient.
The task Step II (recover boundary data and identify sources magnitudes) costs 3 optimizations embedded in a data completion while-do loop again controlled by $N_{\max }$.
Minimizations in Step 2 and Step 3 costs each $4 \times N C$ FEM solving where $N C$ is the total number of degrees of freedom of the $\Gamma_{i}$ boundary nodes : we solve for 2 direct Stokes problems, and 2 adjoint Stokes problems at each minimization iteration, and we use either fixed or conjugate gradient methods since the costs are quadratic with respect to the controls. The cost of the minimization in Step 4 is relatively negligible thanks to the quadratic dependence of the cost $\mathcal{J}_{3}$ with respect to the magnitudes.

## 4. Numerical experiments

In this section, we illustrate the numerical results obtained using the 3 -costs functionals described in the previous section 3. In order to test the efficiency of the proposed numerical method, we solve the source Cauchy-Stokes problem in the 2-D situations: the annular domain and a geometry with corners are considered. Then, we present an example of numerical reconstruction in the three-dimensional 3-D case. In our numerical experiments, we use L2 norms to estimate errors and calculate the gradient of the cost functionals.

Given a known the elements defining the source term $F_{\epsilon}^{*}$, that is $\phi^{*}=(\lambda, P)$, we solve the following Stokes problem :

$$
\left\{\begin{array}{rlrl}
-\operatorname{div}(\sigma(u, p)) & =F_{\epsilon}^{*} & & \text { in } \Omega,  \tag{29}\\
\operatorname{div} u & =0 & & \text { in } \Omega \\
u & =G & & \text { on } \\
\Gamma_{c} \\
\beta u+\gamma \sigma(u, p) n & =\beta H+\gamma \Psi & & \text { on } \\
\Gamma_{i}
\end{array}\right.
$$

$$
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where the (phantom) exact solution $(u, p)$ is used to build the remaining Cauchy data $\Phi=\sigma(u, p) n_{\mid \Gamma_{c}}$, and the exact missing data $u_{\mid \Gamma_{i}}$ and $\sigma(u, p) n_{\mid \Gamma_{i}}$. The two latter data together with the known elements defining $F_{\epsilon}^{*}$ are used to compute the following relative errors :

$$
\begin{array}{r}
\operatorname{err}_{D}=\frac{\left\|\tau_{N}-u_{\mid \Gamma_{i}}\right\|_{0, \Gamma_{i}}}{\left\|u_{\mid \Gamma_{i}}\right\|_{0, \Gamma_{i}}}, \quad \operatorname{err_{N}}=\frac{\left\|\eta_{N}-\sigma(u, p) n_{\mid \Gamma_{i}}\right\|_{0, \Gamma_{i}}}{\left\|\sigma(u, p) n_{\mid \Gamma_{i}}\right\|_{0, \Gamma_{i}}},  \tag{30}\\
e r r_{P}=\frac{\left\|P_{e x}-P_{o p}\right\|_{2}}{\left\|P_{e x}\right\|_{2}}, \quad e r r_{\lambda}=\frac{\left\|\Lambda_{e x}-\Lambda_{o p}\right\|_{2}}{\left\|\Lambda_{e x}\right\|_{2}},
\end{array}
$$

where $\left(\eta_{N}, \tau_{N} ; \phi_{N}\right)$ is the approximate Nash equilibrium output from Algorithm 1, and $\|.\|_{2}$ represents the Euclidean norm. These metrics are used to assess the efficiency of our approach. The stability w.r.t. noise was stressed by solving the coupled problem with noisy perturbations of the Dirichlet data $G^{\sigma}=G(1+\sigma \delta)$, with $\delta$ is a random real number taken from the uniform distribution over the interval $[-1,1]$.

An arbitrary initial guess such as $S^{(0)}=\left(\eta^{(0)}, \tau^{(0)}, \lambda^{(0)}\right)=(0,0,0.1)$ and $F_{\epsilon}=0$ are chosen to start the algorithm, and the relaxation parameter $\alpha$ is set to 0.25 . The pointwise forces identified are represented in the domain $\Omega$ as a disc of raduis $\epsilon=0.07$.

The solvers for Stokes, the computation of the topological gradient and adjoint systems, and the minimization algorithms as well, were implemented using the Finite Element package FreeFem++ [20].

## Example 1: An annular domain.

We consider an annular domain $\Omega$ with circular boundary components $\Gamma_{i}$ and $\Gamma_{c}$, both centered at $(0,0)$ and with radii $R_{i}=1$ and $R_{c}=2$, respectively. In this example, we choose $(\beta, \gamma)=(0,1)$, and the Cauchy data $\sigma(u, p) n_{\mid \Gamma_{c}}$ is generated via the solution of the problem (4), with $G_{\mid \Gamma_{c}}=\left(y^{2}, x^{2}\right)$ and $\Psi_{\mid \Gamma_{i}}=-(x, y)$.

## Test-case A.

The exact source-term is located at $P_{e x}=(1.8,0)$, with an intensity source $\Lambda_{e x}=(0.2,0.2)$.
We applied our algorithm 1, presented in section 3, to compute the Nash equilibrium. Figure 5 presents the obtained results. We remark that these results are in good accordance with the exact source $F_{\epsilon}$ and missing data.

For the case of noisy Dirichlet data $G^{\sigma}$ given over $\Gamma_{c}$, it can be seen from the profiles presented in Figure 6 and the Table 4 that the boundary data recovery is overall stable with respect to the noise magnitude, in particular the computed components of the normal stress are more sensitive than the velocity one, and the estimated elements defining $F_{\epsilon}$, identified source and their intensity forces, are also acceptable.

The relative errors defined by formulas (30) are summarized in Table 1 for the test-case A.

Table 1: Test-case A. $L^{2}$ relative errors on missing data on $\Gamma_{i}$ (on Dirichlet and Neumann data), and the relative errors on the identified source position and on the identified source intensity for various noise levels.

| Noise level | $\operatorname{err}_{D}$ | $\operatorname{err}_{N}$ | $\operatorname{err}_{P}$ | $\operatorname{err}_{\Lambda}$ |
| :--- | :--- | :--- | :--- | :--- |
| $\sigma=0 \%$ | 0.003 | 0.060 | 0.010 | 0.018 |
| $\sigma=1 \%$ | 0.008 | 0.087 | 0.010 | 0.155 |
| $\sigma=3 \%$ | 0.015 | 0.147 | 0.043 | 0.169 |

## Test-case B. The case of multiple points-forces.

In this test-case, we try to detect and locate multiple point-forces. We propose to identify four pointwise forces, located respective at the points $P_{1}=(1.8,0), P_{2}=(0,1.8), P_{3}=(-1.8,0)$ and $P_{4}=(0,-1.8)$, and their exact intensity force $\lambda_{i}$ is equal to $(0.2,0.2), \mathrm{i}=1, \ldots, 4$.

We suppose that the number $m$ of the region $\mathcal{S}_{P_{i}, \epsilon}, \mathrm{i}=1, \ldots, \mathrm{~m}$, is unknown. We observe from Figure $7(\mathrm{a})(\mathrm{b})$ that our proposed algorithm is able to determine the number of the small region inside $\Omega$ and gives a good approximation of the locations and the recovery intensity for each components of the source-term, as well as the recovered data Figure 7(c)-(f). The recovery of missing boundary data and the estimated value of $P$ and $\lambda$ are stable with respect to noisy Dirichlet measurements, as shown Figure 8 and Table 5, where the table 5 presents the different error at convergence.

To assess our algorithm and results against the so-called inverse crime, that possibly arises when the same model is used to synthesize Cauchy data and to solve the corresponding inverse problem, resulting in possible artificial outperformance, we synthesized Cauchy data using different meshes, see Figure 2. All our numerical experiments produced results of the same good quality than the results presented in Figure 7, see Figure 9.


Figure 2: Test case B. (Left) Mesh used for solving the direct problem, in order to construct the synthetic data. (Right) Mesh used for solving the coupled inverse problem, with P2-P1 finite element.

## Example 2: A geometry with corners.

The domain is a centered square ] $0.5,0.5[\times]-0.5,0.5[$, the finite element discretization of the domain boundary $\partial \Omega$ is constituted of 160 vertices. We impose here $(\beta, \gamma)=(1,0)$, and $G=H=\left(2 y^{2}-1 / 2,0\right)$ prescribed over $\partial \Omega$.
Overspecified Cauchy data are prescribed on the boundaries $y \in\left\{-\frac{1}{2}, \frac{1}{2}\right\}$ and $x=-1 / 2$ of the square and the underspecified boundary data $u_{\mid \Gamma_{i}}=u(1 / 2, y)$ and its stress force are sought.

## Test-case C.

The exact source-term is located at $P_{e x}=(-0.3,-0.25)$, with intensity $\Lambda_{e x}=(0.25,0.2)$.
The numerically obtained results are shown in Figure 10. Figure 10(a) presents the iso-values of the topological gradient, the source support $\mathcal{S}_{x_{0}, \epsilon}$ can be located in the areas where the topological gradient is negative. The estimated intensity and the determined position are very satisfactory, as shown Figure 10(b). The numerical Dirichlet solution is a good approximation for the exact solution one, see Figure 10(c)(d). Then, concerning the numerical Neumann solution, see Figure 10(e)(f), it can be seen that the estimates
deviate from the exact one, especially near the endpoints of the boundary which is the region of singularities, in the corners. There is also a remarkable stability with respect to noisy data of both the estimated elements and the recovered boundary data, see Figure 11 and Table 6.

The relative errors presented in Table 2 show the performance of our method with respect to noisy Dirichlet measurements.

Table 2: Test-case C. $L^{2}$ relative errors on missing data on $\Gamma_{i}$ (on Dirichlet and Neumann data), and the relative errors on the identified source position and on the identified source intensity for various noise levels.

| Noise level | $e r r_{D}$ | $e r r_{N}$ | $\operatorname{err}_{P}$ | $e r r_{\Lambda}$ |
| :--- | :--- | :--- | :--- | :--- |
| $\sigma=0 \%$ | 0.011 | 0.097 | 0.071 | 0.009 |
| $\sigma=1 \%$ | 0.011 | 0.102 | 0.136 | 0.029 |
| $\sigma=3 \%$ | 0.021 | 0.106 | 0.184 | 0.058 |

A numerical study concerning the sensitivity of the reconstruction according to the position of the source term in the domain has been studied. The Figure 3 shows that the relative errors increase when the source term becomes closer to the inaccessible boundary $\Gamma_{i}$.


Figure 3: Test case C. Sensitivity of the reconstruction w.r.t. the distance to the inaccessible boundary $\Gamma_{i}$, the distance of the center of $\mathcal{S}_{P, \epsilon}$ from $\Gamma_{i}$, for $y=-0.25$.

The 3D case.
We present hereafter an example of numerical reconstruction in the three dimensional case. The domain $\Omega$ is a cube $(0,1)^{3}$, such that its boundary splitted into two parts $\Gamma_{i}$ and $\Gamma_{c}$, where $\Gamma_{i}=\{(x, y, z) \in$ $\partial \Omega$; such that $x=1\}$ represents the inaccessible part and $\Gamma_{c}=\partial \Omega \backslash \Gamma_{i}$ is the accessible part, where the Cauchy data is available. We try so to detect a source $F_{\epsilon}$ located in $P_{e x}=(0.25,0.25,0.25)$ and with a source intensity $\lambda_{e x}=(0.25,0.2,0)$. The Cauchy data on $\Gamma_{c}$ are numerically simulated by solving the following Dirichlet problem:

$$
\left\{\begin{array}{rllc}
-\operatorname{div}(\sigma(u, p)) & =F_{\epsilon}^{*} & \text { in } & \Omega, \\
\operatorname{div} u & =0 & \text { in } & \Omega, \\
u & =G & \text { on } & \partial \Omega, \\
18 & &
\end{array}\right.
$$

where $G$ is a given function. Then, applying our algorithm 1 in order to find the Nash equilibrium, which is expected to approximate the coupled problem solution. The finite element computations are performed with 4,096 nodes and 20,250 tetrahedral elements. The cost of computation is quite expensive, to overcome this difficulty, we use ffddm which implements a class of parallel solvers in FreeFem. The obtained results are presented in Table 3, with noise free Dirichlet data over $\Gamma_{c}$. The Figure 4 represents the iso-values of the topological gradient at convergence.


Figure 4: The iso-values of the topological gradient at convergence, $P_{o p}=(0.2,0.2,0.2)$ and $\Lambda_{o p}=(0.233,0.204,0.005)$. Exact values: $P_{e x}=(0.25,0.25,0.25)$ and $\Lambda_{e x}=(0.25,0.2,0)$.

Table 3: $L^{2}$ relative errors of reconstructed solution in the whole domain and missing data on $\Gamma_{i}$ (on Dirichlet and Neumann data), and the relative errors on the identified source position and on the identified source intensity for noise-free, where $\operatorname{err}_{u_{i}}=\left\|u_{i, \epsilon}-u\right\|_{0, \Omega} /\|u\|_{0, \Omega}$, for $i=1,2$.

| err $_{u_{1}}$ | err $_{u_{2}}$ | $e r r_{\tau}$ | err | err $_{P}$ | $e r r_{\Lambda}$ |
| :--- | :--- | :--- | :--- | :--- | :--- |
| 0.008 | 0.026 | 0.031 | 0.224 | 0.2 | 0.056 |

## 5. Conclusion

we have addressed, in the present paper, the problem of identifying the location and magnitude of a finite but unknown number of point-wise sources, in a linear steady Stokes problem with missing boundary data. Such a reconstruction problem couples two inverse problems of different classes, the recovery of missing boundary data (the Cauchy problem), and the identification of point-wise sources. Each of these two inverse problems is known to be severely ill-posed by its own, and designing efficient and stable algorithms is challenging. In our case, the problem of designing efficient and robust algorithms is worsened by the coupling of the two ill-posed problems, and by the fact that we consider as available only a single pair of over-specified data (and not the classical Dirichlet-to-Neumann whole map).

Due to the identification/recovery coupling, classical methods fail, mainly because of being too specific to each of the source identification or data recovery problems. Hence our recourse to game theory, which is, by its very nature, able to address such antagonistic situations. Previous successful reframing of data recovery inverse problems as Nash games has fostered the formulation of the coupled source identification and data recovery problems as Nash games.

We have proposed here to formulate the coupled inverse problems as a static with complete information Nash game. First, we have relaxed the point-wise source identification problem to gain some regularity on the velocity and pressure state variables, and we have introduced three players and three cost functionals. The two first, named Dirichlet-Neumann players, were dedicated to ensure the data completion while the third one was dedicated to ensure the detection of the sources. We postulated that the sought solution of the coupled problem could be found as a Nash equilibrium of the three-player game.

This formulation resulted in the design of a novel algorithm, which is composed of two main steps. In the first step, the third player seeks to identify the number and location of the sources using a topological gradient method. In the second one, the two Dirichlet-Neumann players solve the data completion, in a parallel task with the third player, which minimizes a Kohn-Vogelius like functional in order to identify the different sources magnitudes.

The efficiency and robustness of our coupled reconstruction algorithm was proved against several numerical experiments led for different two- and three-dimensional test-cases.
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Figure 5: Test case A. Reconstruction of the point-forces and missing boundary data with noise free Dirichlet data over $\Gamma_{c}$. (a) the iso-values of the topological gradient at convergence. (b) exact elements defining the source-term -red vector- and computed one -blue vector- (c) exact -line- and computed -dashed line- first component of the velocity over $\Gamma_{i}$. (d) exact -line- and computed -dashed line- second component of the velocity over $\Gamma_{i}$. (e) exact -line- and computed -dashed line- first component of the normal stress over $\Gamma_{i}(\mathbf{f})$ exact -line- and computed -dashed line- second component of the normal stress over $\Gamma_{i}$.


Figure 6: Test case A. Reconstruction of the missing boundary data with noisy Dirichlet data over $\Gamma_{c}$ with noise levels $\sigma=\{1 \%, 3 \%\}$. (a) exact and computed first components of the velocity over $\Gamma_{i}$ (b) exact and computed second components of the velocity over $\Gamma_{i}(\mathbf{c})$ exact and computed first components of the normal stress over $\Gamma_{i}(\mathbf{d})$ exact and computed second components of the normal stress over $\Gamma_{i}$.

Table 4: Test-case A. Identified source position and their intensity for various noise levels.

| Noise level | $\sigma=0 \%$ | $\sigma=1 \%$ | $\sigma=3 \%$ |  |
| :--- | :--- | :--- | :--- | :--- |
| $P_{o p}$ | $(1.81,-2 \mathrm{e}-09)$ | $(1.81,-2 . \mathrm{e}-09)$ | $(1.84,-0.066)$ | $P_{e x}=(1.8,0)$ |
| $\Lambda_{o p}$ | $(0.195,0.202)$ | $(0.161,0.179)$ | $(0.2,0.152)$ | $\Lambda_{e x}=(0.2,0.2)$ |



Figure 7: Test case B. Reconstruction of the point-forces and missing boundary data with noise free Dirichlet data over $\Gamma_{c}$. (a) the iso-values of the topological gradient at convergence. (b) exact elements defining the source-term -red vector- and computed one -blue vector- (c) exact -line- and computed -dashed line- first component of the velocity over $\Gamma_{i}$. (d) exact -line- and computed -dashed line- second component of the velocity over $\Gamma_{i}$. (e) exact -line- and computed -dashed line- first component of the normal stress over $\Gamma_{i}(\mathbf{f})$ exact -line- and computed -dashed line- second component of the normal stress over $\Gamma_{i}$.


Figure 8: Test case B . Reconstruction of the missing boundary data with noisy Dirichlet data over $\Gamma_{c}$ with noise levels $\sigma=\{1 \%, 3 \%\}$. (a) exact and computed first components of the velocity over $\Gamma_{i}$ (b) exact and computed second components of the velocity over $\Gamma_{i}(\mathbf{c})$ exact and computed first components of the normal stress over $\Gamma_{i}(\mathbf{d})$ exact and computed second components of the normal stress over $\Gamma_{i}$.

Table 5: Test-case B. $L^{2}$ relative errors on missing data on $\Gamma_{i}$ (on Dirichlet and Neumann data), and the relative errors on the identified source position and on the identified source intensity for various noise levels.

| Noise level | $e r r_{D}$ | $\operatorname{err}_{N}$ | $\operatorname{err}_{P}$ | $e r r_{\Lambda}$ |
| :--- | :--- | :--- | :--- | :--- |
| $\sigma=0 \%$ | 0.005 | 0.056 | 0.010 | 0.049 |
| $\sigma=1 \%$ | 0.013 | 0.113 | 0.010 | 0.181 |
| $\sigma=3 \%$ | 0.025 | 0.141 | 0.043 | 0.24 |



Figure 9: Test case B: Assessing Inverse-Crime-Free reconstruction. Test case B. Top: the iso-values of the topological gradient at convergence, and the exact and optimal elements defining the source-term. Middle: the two components of the velocity on $\Gamma_{i}$. Bottom: the two components of the normal stress on $\Gamma_{i}\left(e r r_{\tau}=0.00768152\right.$, err $r_{\eta}=0.0713575$, err $P_{P}=0.0105486$, and $e r r_{\Lambda}=0.0560551$ ).


Figure 10: Test case C. Reconstruction of the point-forces and missing boundary data with noise free Dirichlet data over $\Gamma_{c}$. (a) the iso-values of the topological gradient at convergence. (b) exact elements defining the source-term -red vector- and computed one -blue vector- (c) exact -line- and computed -dashed line- first component of the velocity over $\Gamma_{i}$. (d) exact -line- and computed -dashed line- second component of the velocity over $\Gamma_{i}$. (e) exact -line- and computed -dashed line- first component of the normal stress over $\Gamma_{i}(\mathbf{f})$ exact -line- and computed -dashed line- second component of the normal stress over $\Gamma_{i}$.


Figure 11: Test case C. Reconstruction of the missing boundary data with noisy Dirichlet data over $\Gamma_{c}$ with noise levels $\sigma=\{1 \%, 3 \%\}$. (a) exact and computed first components of the velocity over $\Gamma_{i}$ (b) exact and computed second components of the velocity over $\Gamma_{i}(\mathbf{c})$ exact and computed first components of the normal stress over $\Gamma_{i}(\mathbf{d})$ exact and computed second components of the normal stress over $\Gamma_{i}$.

Table 6: Test-case C. Identified source position and their intensity for various noise levels.

| Noise level | $\sigma=0 \%$ | $\sigma=1 \%$ | $\sigma=3 \%$ |  |
| :--- | :--- | :--- | :--- | :--- |
|  |  |  |  |  |
| $P_{o p}$ | $(-0.326,-0.259)$ | $(-0.339,-0.285)$ | $(-0.36,-0.29)$ |  |
| $\Lambda_{o p}$ | $(0.248,0.197)$ | $(0.24,0.199)$ | $P_{e x}=(-0.3,-0.25)$ |  |
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