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Abstract. Assistance systems in production gain increased importance
for industry, to tackle the challenges of mass customization and the de-
mographic change. Common to these systems is the need for context
awareness and understanding of the state of an assembly process. This
paper presents an approach towards Event Recognition in manual assem-
bly settings and introduces concepts to apply this key technology to the
application areas of Quality Assurance, Worker Assistance, and Process
Teaching.

Keywords: event recognition, manual assembly processes, knowledge
representation

1 Introduction

Todays production industry is facing an ongoing paradigm shift, from mass pro-
duction towards mass customization and tailoring of highly individualized prod-
ucts. Moreover, production systems and work cells are equipped with sensor
systems and interconnected to realize efficient information transport. Due to
these facts, the information density and complexity is increasing, which means
higher mental workload and stress to human workers in the loop. There is a
demand for cognitive assistance provided to human workers in order to reduce
stress, the probability of mistakes, and to keep motivation and concentration at
a high level. Such assistance systems need to be aware of the production context
as well as of the state of the environment and the behavior of the human worker.
This paper focuses on description of an approach to classify events performed by
a human worker, including smart tools, in a manual assembly setting. Moreover,
three potential application fields of event recognition, as an enabling technology,
will be introduced and discussed. The paper concludes with a description of the
current state of development and future work items.

2 Problem Statement

Perceiving the environment of an assembly workplace and making a meaning
of the current assembly status and activities is a very challenging task. The
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first challenge is to perceive all relevant information from the environment, and
combine this data to meaningful events. This requires a clear definition of the
way events are characterized, which has to correlate with the representation of
the domain knowledge of Assembly Processes (henceforth: AP). Additionally to
the abstraction of events and AP knowledge, algorithms and rules are required to
store, retrieve and reason about the exiting knowledge. This publication discusses
methods and implementation to create a framework for classifying events in
an AP setting. The proposed framework shall serve as enabling technology to
realize domain relevant applications, including a) Quality Assurance, b) Worker
Assistance, and ¢) Process Teaching and Configuration.

A manual assembly setup/workplace, as schematically depicted in figure|l] is
proposed as platform for implementation and verification of the approaches and
methods. It is assumed that the assembly workplace is realized as a work table,
including parts or objects (see objects A, B, C), and smart tools (e.g. wireless
screwing devices) the human worker can use. Smart tools provide interfaces to
communicate tool status and configuration data e.g. received from Manufactur-
ing Execution Systems (MES). An information screen is available to provide
instructions and hints to the worker in order to reduce probability of assembly
mistakes. In order to perceive the environment, 2D and 3D vision sensors are
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Fig. 1. Event Recognition and its applications in assembly settings.

applied to observe the work table including the human worker, objects and the
smart tools. The sensor data needs to be evaluated accordingly using perception
modules, including Tool Proprioception (TP), Action Recognition (AR), and Ob-
ject Recognition (OR). These subordinate perception modules provide input to
the Event Recognition system. As depicted in figure [I] above, event recognition
also requires domain knowledge and rules to make a meaning of the perception
data. The goal of this publication is to present how event recognition can be
realized in assembly settings and how it can contribute in solving the functional
challenges of potential application fields as described below.
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2.1 Quality Assurance

Manual APs include steps that are very critical to ensure high quality of the
product. In some cases, these steps include actions that involve non-rigid parts
or there is no application of tools required but the worker’s hands only. Missing
such process steps yields the need of disassembling parts of the product again.
It is a challenge to realize a sensor based detection, without requiring manual
confirmation of each process step through the worker. Event recognition can help
here, to monitor critical process steps during manual assembly.

2.2 Worker Assistance

This application area includes modular assistance systems, that can be tailored
and configured based on the given AP requirements and the current process
context. A major challenge in this field is given through the required collabo-
ration between assistance system and human worker. The interaction needs to
happen intuitively and seamlessly to ensure worker acceptance on the one hand,
and to keep performance on a high level. Assistance systems need to interpret
and understand what is happening in the environment. In this context event
recognition can provide valuable information inputs to understand the situation
of environment and the human worker.

2.3 Process Teaching and Configuration

High product variation and flexibility require a significant reduction of setup and
ramp-up times for production systems. However, todays automation systems,
especially when including robot technology, require a substantial programming
effort to adapt to changes. The challenging problem of reducing the programming
effort for complex tasks, by using modes that are natural to humans, is an open
topic in R&D. This paper will discuss an approach, where event recognition
is applied to enable programming of robots based on demonstration of steps
through human workers.

3 State of the Art

3.1 Event Recognition

Event recognition in relation to an AP in an industrial setting could be defined as
identifying the activities or interactions of agents in the environment. The terms
gestures, actions, activities, and events have been used interchangeably [I]. An
action, denoting a sequence of movements, that involves an agent interacting
with an object is defined as an Fvent. Events are high-level activities which are
derived not directly from the sensor data, but from the interpreted information.
In literature, to recognize complex activities several hierarchical approaches are
proposed and can be broadly divided into three categories depending on the
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recognition process involved. They are: Statistical approaches use statisti-
cal state-based models to recognize activities (usually two layers) e.g. Hidden
Markov Models (HMM) and Bayesian Networks (DBN) [2] [3]. For each model,
the probability of the model generating a sequence of observations (i.e., actions)
is calculated. This step is followed by either a maximum likelihood estimation
(MLE) or the maximum a posteriori probability (MAP) classifier to classify the
complex activity. Syntactic approaches model human activities as a string of
symbols, where each symbol corresponds to a low-level action. These approaches
generally use a grammar syntax such as stochastic context free grammar (SCFG)
to model activities [4]. Description-based approaches maintain the temporal,
spatial and logical relationships between low-level actions to describe complex
activities. In other words, a complex activity is described as an occurrence of its
composed low level actions which satisfy a certain relation (logical, temporal,
spatial) [5]. Event recognition in industrial scenarios has not yet been widely
researched. There are few approaches that show promise in this direction. An
extensive review of event recognition approaches is given in [6]. Most approaches
with task driven goals only consider object localization for manipulation (often
with simple structure). Thereby, they do not consider the problems associated
with dynamic environments, such as tracking and manipulation of real world
objects (exceptions include [7] []]).

3.2 Object Recognition and Tracking

Localization of objects in the assembly workcell is required to understand the
status of APs and to classify events. 3D object recognition systems return the po-
sitions and orientations of objects of interest. Algorithms of common approaches
are based on depth data and CAD models of the objects of interest (see e.g. [9],
[10] or [I1]). Object tracking systems ([I2][10]) can help to increase performance
and stability of detections in highly dynamical environments. A further perfor-
mance boost can be achieved by adding process context information to object
localization and tracking systems [I3][14]. In [15] earlier work on 3D object
tracking is extended, by combining a object tracking system with a cognitive ar-
chitecture in a dynamic Human Robot Collaboration (HRC) assembly scenario.
Such an architecture also supports reasoning about the current state of an AP.

3.3 Smart Tools in Assembly Settings

Todays industrial manual assembly workcells are often equipped with Smart
Tools, which include communication interfaces to local control systems (e.g.
screwing controllers [I6][I7]) and superordinate control systems for configuration
and process and status data exchange. The authors in [I§] present an real-time
capable, event-driven architecture to efficiently integrate smart tools within a
modern factory. A special case of smart tools is given by Instrumented Tools
as introduced in [I9]. These tools are equipped with sensors to measure process
data, and a wireless tracking system in order to enable recording of the tools
motion trajectories. An example outline of such a tool is depicted in figure [2]
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Fig. 2. Hardware setup of the Instrumented Tool, including tracking and force/torque
sensors [19].

3.4 Semantic Knowledge Representation and Processing

Databases like MongoDB [20] or CouchDB [21I] make use of W3C standards,
e.g. JSON or JSON-LD, to organize contents using document based manage-
ment systems. Standard features include free-text based searching, distribution
of data, and built-in data analysis algorithms. AllegroGraph [22] combines doc-
ument based approaches with graph databases, is compliant with W3C/ISO
standards including JSON, RDF(S), OWL [23] for expression of knowledge, and
provides built-in OWL and RDFS reasoning engines. A similar technology combi-
nation is supported by Neo4j [24] and GraphScale [25]. GraphScale enhances the
graph-database Neo4j with OWL reasoning [26]. Within the domain of robotics,
Knowrob [8] builds on a OWL/RDF knowledge representation, combined with
enhanced reasoning and inference capabilities based on Prolog rules. OWL and
RDF graph based knowledge management systems [26] require thorough un-
derstanding or modelling techniques. GraknAlI [27] uses higher level schema to
express knowledge based on hyper-graphs. The developers explain [2§] that this
modeling schema is more intuitive and scalable for DB design. At the same

time, built in algorithms enable similar reasoning features than possible with
OWL/RDF [29].

4 Methods

This section deals with the development of a methodology to implement an event
recognition framework, applicable to the application fields stated in Section

4.1 Events and Semantic Representation of Domain Knowledge

As mentioned in Section [3.IJan Event describes an interaction of an agent, based
on a detected Action, with a physical object. In previous work [7], the definition
was extended to also cover interactions with other agents (e.g. human or robot).
This modification was necessary in order to describe the potential of events
affecting the environment more clearly. Moreover, this adaptation include the
possibility to associate a temporal-condition with the event-related action, which
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needs to be fulfilled to satisfy the event definition. For example an event-related
human action ”pick” needs to be executed for a duration of ten seconds. We
propose to describe temporal-conditions using Allen’s Interval Algebra [30], due
to their generalized structure and simplicity. By using a representation according
to [7], events can be considered as “semantic entities” that relate individual
states of an Assembly Process.

In its simplest form, APs can be described as a series of (process) States, a
set of Events, and a set of Relations. A State describes a certain, stable stage
of an AP including the status of smart tools, and objects (spatial relations).
A Relation describes how an event drives the progress of an AP further, by
semantically relating two AP states with a corresponding event (see figure . A
formal description of APs is provided in previous work [3I[[19]. Referring to the
event description in [7], events issued through smart tools cannot be abstracted.
However, we argue that similar to human actions (see definition in Section ,
smart tool actions can be defined. These actions include for example screwing
(screwing device), or movement along a trajectory (trackable lifting assistance
tool). Similarly, smart tools can interact with objects. Therefore, the definition
of events is still sound, also if applied to smart tools.

As events affect the AP an abstraction of these effects, that conforms with the
data structures of an AP, is necessary. We introduce the concept of Consequences
to describe changes in spatial-configurations of objects (e.g. “on-top-of”, 7inside-
of”, or displacement), and changes of the ”internal” state of tools or agents (see
csqSpatial and csqActStateChange in figure . It is assumed that an event
can generate an arbitrary number of consequences. Consequences ”physically”
advance the AP to a subsequent state. Finally, we introduce logical Rules to
define in which "logical sequence” the generation of consequences will happen.

We summarize: An event is characterized through a) an related human or
tool action including an optional temporal-condition to be satisfied, b) conse-
quences it generates, and c) logical rules describing the sequence of consequence
generation. Figure [3| depicts a simplified schema for event definition as explained
and referred to above, modelled using GraknAl [27].

4.2 Conception of the Event Recognition System

Referring to the overview in figure[l] and to the event definition concepts in Sec-
tion[f:I] event recognition relies on the perception data of the perception systems
Tool Proprioception (TP), Object Recognition (OR) and (Human) Action Recog-
nition (AR). Moreover, the definitions of events (offline defined) are acquired
from the available AP domain knowledge. Figure [d] depicts a schematic overview
of the Event Recognition (ER) System. The main functionality of the ER system
is to continuously observe the perception data streams, and to evaluate the Logi-
cal Rules describing an event. A common problem of such recognition systems is
to determine the correct point in time, when to start an event evaluation. In our
previous work [31] the assumption as follows was made to overcome this problem:
Both AR and TP perception sources serve as triggers for the evaluation proce-
dure. We emphasize that events are related to the execution of actions, which
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in turn justifies this assumption. Therefore the beginning/ending of a detected
human or smart tool action will activate evaluation procedures as summarized
below.

1) Loading of Event Definitions: The event definitions (according to Section
, are loaded from the AP knowledge.

2) Reference Data Acquisition: An initial detection of the start of an action,
advances the event recognition to request the current depth image frame from
the OR. Similarly, the TP and AR data will be stored for reference including
timestamps. This data serves as reference data.

3) Comparison Data Acquisition: Upon detection of the end of the current
action (i.e. different action detected), the same type of data will be acquired
serving as comparison data.

4) Evaluation of Logical Rules: All logical rules for the given event defini-
tions are evaluated in the defined sequence. The event definition having all
rules fulfilled will be returned as classified.

5) Generation of parameterized event: Based on the classified event, an
event instance configuration is created and returned, including parameteri-
zation. The event recognition process is continued at step 2 (repetition).
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Evaluation of Logical Rules: The evaluation of logical rules (see Section
in order to classify offline defined events, is performed on based on com-
parison operations. While matching event-related human or tool action type
requires a simple comparison of action type identifiers, the evaluation of spatial-
consequences and temporal-conditions is more complex. This is because recorded
reference data and comparison data needs to be considered. Given the case of
spatial-relations, the exact POSES (positions and orientations) of the relevant
objects of interests are required. These are obtained by triggering the OR to
recognize objects in both 3D depth frames of the reference and comparison data
set. The returned POSE results are then used to compute spatial-relations for
pairs of objects based on euclidean operations. A spatial-consequence is then
derived by e.g. comparing the spatial-relation of ”Object A” towards ”Object
B” for the reference and comparison data set. Temporal-conditions are evaluated
by comparing the timestamps of action beginnings and endings, again obtained
from the reference and comparison data sets.

5 Applying Event Recognition to Selected Application
Areas

In Section 2] potential application areas of industrial assembly were identified,
where event recognition is considered a valuable technology, to solve challenging
realization problems. Common to these application is the major goal of provid-
ing cognitive assistance and support to the human in the loop. Each application
poses different requirements to event recognition, and variations in the system
architecture. This section focuses on the specificities of applying event recogni-
tion to each application area.

5.1 Quality Assurance

The purpose of this application is to track whether certain steps during an AP
did happen, in order to ensure high quality of the product and to avoid necessary
disassembling actions at a later time. All steps necessary to be tracked can be
represented as events to be modelled in the domain knowledge base, following
the event definition methods. Based on the defined events, the main idea is to
present the relevant events to the human worker, using a graphical user interface
(GUI). Figure 5] depicts a mock-up of the visualization and shows the application
concept. In general the visualization presents a configurable list of steps (i.e.
events) that need to happen during the AP. One can distinguish among two
phases. During the first phase, ” Continuous Event Detection” the user can query
detailed information about the steps. All steps are highlighted in yellow colour
in the beginning, meaning that the related events are not yet detected. During
the process execution, the event recognition system tries to observe relevant
events. Upon detection, the respective step is coloured green. At the end of the
AP, during the ”"Process Review” phase, the human worker gets notified about
events that were not detected. After checking, the user needs to manually confirm
remaining events.
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Fig. 5. Visualization mock-up of the Quality Assurance system.

Specifics of the System Architecture: In terms of process knowledge, offline
event definitions are required. The event recognition system observes all possible
perception sources as given in figure [I} A GUI frontend is necessary to visualize
the status intuitively for the user.

Requirements: Strict avoidance of ”false-positive” detections, i.e. marking
as 7green” events, which did not happen, is considered the worst case. A low
number of ”true-negative” detections is preferred as asking the human to
confirm undetected events impacts efficiency of the entire process. Process steps
of interest often include non-rigid objects (e.g. cables, foils), thus resulting in
a major challenge for OR systems.

Perception Sources: The required perception sources for event recognition
include primarily AR and OR, but also TP systems. Having an AR system
with high detection quality available can compensate OR detections with low
confidence. All process steps including smart tools, profit from generally stable
tool status detections.

5.2 Worker Assistance

This application deals with modular assistance systems, configurable based on
the given AP requirements context. Such an assistance system requires a cogni-
tive architecture that is capable of perceiving, reasoning and to plan assistance
actions [31]. Figure |§| shows the outline of the proposed architecture.

Specifics of the System Architecture: The core of this cognitive system ar-
chitecture is formed through an Situation Recognition system, that reasons about
the current state of the AP and the environment. The main goal is to identify
situations, where the human worker needs support to complete the common goal,
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i.e. the AP. In order to achieve such a behavior additional domain knowledge,
especially the description of (Human) Assistance Needs and Assistance Func-
tions are required. The identification of assistance needs and functions is one of
the main research questions targeted in the project MMAssist 1T [32]. Assistance
functions refer to configurable capabilities of Assistance Units that are used to
fill cognitive or physical gaps of the human operator in order to complete the
task.

Requirements: The main requirements include extensive AP knowledge, to
enable reasoning a) about the current process state, b)capabilities of the hu-
man, c¢) capabilities of the assistance units and d) effects of assistance functions.
Reasoning about the current process state, requires stable perception systems
in order generate proper hypotheses. Process knowledge can be used to provide
context information to perception systems, e.g. to OR systems to locate objects
that are of current interest in a given process state. Approaches are introduced
by [13] and [I4]. Our previous work [I5] describes a method to enable context
enhanced tracking of object in a cognitive architecture for AP reasoning.

Perception Sources: All introduced perception sources are of interest in this
application area. The application of context information for enhanced parametriza-
tion is proven to increase confidence and stability of vision based perception
systems.

5.3 Process Teaching and Configuration

Teaching an AP to robot system is a tedious task. The aim of this application
is to combine aspects of Learning by Demonstration (LbD) and Learning by
Interaction (LbI), as demonstrated in our recent work [19], to significantly reduce
programming effort. Figure [7] shows the outline of the proposed architecture.

Specifics of the System Architecture: The teaching process founds on two
approaches as described in [19]: a) LbD using smart tools (TP), that are instru-
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mented with sensors to capture trajectories and process data (e.g force / torque),
and b) LbI by applying visual event recognition (OR, AR) to capture coarse pro-
cess knowledge. An important concept for the second approach is Skill Transfer
and Parameter Refinement. Skill transfer refers to the problem of "mapping” a
sequence of detected and parametrized events (see step 5 in to equivalent
robot skills. This requires extended process knowledge of robot skills that are
similarly described as events, i.e. based on Consequences (see section . The
parametrization of the robot skills is initially derived from the parametrized
events, by mapping equally typed parameters. In this context, parameter re-
finement refers to fine-tuning of a) initially derived robot skill parameters or
b) additional process parameters (e.g. gripping force) required. This adaptation
step is carried out based on GUI interaction with the human actor [19].

Requirements: The level of confidence and accuracy of visual event recognition
is less critical than in the other applications (see Sections and . Due to
the interactive behavior of the proposed process, the Lbl system can query the
human to resolve ambiguities of detected events. Robot skill definitions as well
as parameterization templates for these skills are additionally required to be
defined in the domain knowledge.

Perception Sources: All introduced perception sources are of interest in this
application area in order to realized both learning aspects: LbD and Lbl. Spe-
cialized, trackable smart tools enable further possibilities of perception, such as
physical parameters and motion trajectories. An implementation of such a tool
is described in our recent work [19].

6 Implementation and Results

This section provides brief details on the implementation of relevant concepts
and systems that were introduces in Section[4] and refers to the authors previous
work.
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6.1 Abstraction of Domain Knowledge

As mentioned earlier, abstraction of domain knowledge is a challenging and
tedious task. In previous work [31] the Knowrob knowledge processing framework
[8] was applied to abstract AP knowledge for a HRC assembly setting. Moreover,
the built in reasoning infrastructure was extended and utilized to realize an
architecture similar to figure [6] In recent work [19], GraknAlI [27] is applied
to abstract domain knowledge and to implement reasoning functionalities for
human to robot skill mapping.

6.2 Action Recognition (AR)

Action recognition plays an important role to classify human events in an indus-
trial assembly setting. The approach used in this work is based on Deep Learning
and applies 3-dimensional DenseNets in Pytorch [33]. Densely Connected Con-
volutional Networks (DenseNet [34]) are extended into 3D DenseNet by adding
a temporal dimension to all internal convolutional and pooling layers. For each
layer, the feature maps of all previous layers are used as input, and custom
feature maps are used as input to all subsequent layers. Feature extraction is
realized using OpenPose [35], that enables real-time person-tracking and POSE
estimation based on 2D image data. A total of five action classes (Pick, Place,
Insert, Screw and Idle) were defined and classified with the AR module. In the
training phase, a record is created by capturing multiple videos of the assembly
covering the action classes. The videos are then ”labeled” and split accordingly.
The 3D DenseNet Model Network implemented in Pytorch will then be trained
with the recorded data set. Once the model is trained, it can be used to predict
the actions taken during a live stream or recorded video. Figure [§| shows an ex-
ample result for an ”Insertion” action of one object into another (see red circle
in image). Test results show that the network is able to predict the action classes
from the trained data. The maximum achievable accuracy is about 97%.

voting result: insert

Fig. 8. Example output of the Action Recognition system for object insertion (see left).
The right-hand side of the figure shows the feature extraction based on OpenPose and
the classified result.
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6.3 Event Recognition System

The Event Recognition System is implemented as a Python based module in
ROS (Robot Operating System), reflecting the architecture introduced in Section
[4:2] ROS message filters are applied in order to synchronize the perception data
inputs originating from the AR, OR [15], and TP [I9] modules. During startup of
the application, a connection to the AP knowledge base is established in order to
retrieve the available event definitions. Therefore, the event recognition is online
configurable based on the current contents of the knowledge base. An open topic
is the application of AP context (current state) to improve the confidence and
stability of event detections.

7 Conclusion and Future Work

Reasoning about the current status of an industrial AP, is a true challenge and
an important issue when researching context aware assistance systems for the
production industry. This work discusses methods to realize event recognition
in industrial assembly settings, and identified application areas that potentially
benefit from this key technology. We can conclude that, despite the different ap-
plication targets, there are only little differences in the proposed architectures to
realize the considered applications. The existing results of the core technologies
presented, encourage further development and improvement. The presented sug-
gested approaches to apply event recognition in the considered applications are
currently at a concept level, and implementation is part of present work. There-
fore, the validation of these approaches and evaluation based on user studies, is
a logical next step.
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