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Abstract

We provide new upper and lower bounds on the minimum possible ratio of the
spectral and Frobenius norms of a (partially) symmetric tensor. In the particular case
of general tensors our result recovers a known upper bound. For symmetric tensors
our upper bound unveils that the ratio of norms has the same order of magnitude
as the trivial lower bound 1/

√
nd−1, when the order of a tensor d is fixed and the

dimension of the underlying vector space n tends to infinity. However, when n is fixed
and d tends to infinity, our lower bound is better than 1/

√
nd−1.

1 Introduction

Representation of data sets in compact and simple formats is an important problem of data
science with numerous applications. Vectors, matrices and, more generally, tensors are used
to naturally model data points. It is often necessary to retain only some key properties of a
data set, that corresponds to an approximation of a tensor by another one with a simpler
structure. There are several different models, based on tensor decompositions, that are
used for this purpose, see [13, 9] and references therein. An important special case is an
approximation of a given “data”-tensor with a rank-one tensor, see [8].

For K = R or K = C let Kn = K
n1 ⊗ · · · ⊗K

nd denote the K-vector space of n-tensors
with n = (n1, . . . , nd). A natural way to measure distance between tensors is given by
the norm associated to the Frobenius (also known as Hilbert-Schmidt) product, which is
defined by the formula

〈T, T ′〉 :=

nj
∑

ij=1

ti1...idt
′
i1...id

, T = (ti1...id), T ′ = (t′i1...id). (1.1)

A tensor T = (ti1...id) is said to be of rank one, if there exist unit vectors xj ∈ S(Knj) and
a scalar λ ∈ K such that ti1...id = λx1i1 . . . x

d
id
. In this case we write T = λx1⊗· · ·⊗xd. The

problem of best rank-one approximation of a tensor T consists in finding a closest rank-one
tensor to T , i.e.,

min
λ∈K, xj∈S(Knj )

‖T − λx1 ⊗ · · · ⊗ xd‖, (1.2)

∗Supported by a postdoctoral fellowship of the 2020 “Interaction” program of the Fondation Sciences
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where ‖ · ‖ :=
√

〈·, ·〉 is the Frobenius norm of a tensor. This problem is essentially equiv-
alent (see (1.4)) to computing the spectral norm of T ,

‖T‖∞ := max
xj∈S(Knj )

|〈T,x1 ⊗ · · · ⊗ xd〉|, (1.3)

and is known to be NP-hard [10, Thm. 1.13]. If λx1 ⊗ · · · ⊗ xd is a best rank-one approx-
imation of T , then (the square of) the relative best rank-one approximation error equals
(see, e.g., [19, Thm. 2.19])

‖T − λx1 ⊗ · · · ⊗ xd‖2
‖T‖2 = 1− ‖T‖

2
∞

‖T‖2 . (1.4)

The smallest possible ratio of the spectral and the Frobenius norms

A(Kn) := min
T∈Kn

‖T‖∞
‖T‖ (1.5)

is known as the best rank-one approximation ratio of the space K
n (see [18] and also

[15]). Computing A(Kn) is equivalent to finding the largest (worst) relative best rank-
one approximation error (1.4). Note also that 0 < A(Kn) ≤ 1 and A(Kn) is just the
largest constant c > 0 so that ‖T‖∞ ≥ c‖T‖ holds for all T ∈ K

n. The number (1.5)
is an attribute of a tensor space and thus depends only on the underground field K and
dimensions n1, . . . , nd. On the application side, the best rank-one approximation ratio
governs the convergence rate of greedy rank-one update algorithms, see [18, 23].

A tensor T = (ti1...id) of format (n, . . . , n) is called symmetric, if tiσ1 ...iσd = ti1...id holds
for any permutation on d elements σ. A best rank-one approximation to a symmetric
tensor T can be chosen among symmetric rank-one tensors λx⊗ · · · ⊗ x, see [2]. The best
rank-one approximation ratio of the space Symd(Kn) of symmetric tensors is defined as

A(Symd(Kn)) := min
T∈Symd(Kn)

‖T‖∞
‖T‖ . (1.6)

ComputingA(Symd(Kn)) is equivalent to finding the largest (worst) relative best rank-one
approximation error (1.4) among symmetric tensors in Symd(Kn). Also, by definition, one
has 1 ≥ A(Symd(Kn)) ≥ A(Kn) ≥ 0 for n = (n, . . . , n).

Finding explicit values for (1.5) and (1.6) is a beautiful mathematical problem with
interesting connections to composition algebras [16] and Chebyshev polynomials [1]. The
exact value of A(Kn) and of A(Symd(Kn)) remains unknown for most n = (n1, . . . , nd),
d and n. One has a naive lower bound

A(Kn) ≥ 1
√

minj=1,...,d
∏

i 6=j ni

, (1.7)

see, e.g., [16]. The equality holds only if so called orthogonal (K = R) or, respectively,
unitary (K = C) tensors exist in the tensor space Kn (see [16]). For example, if K = R and
for n = (n, . . . , n) this happens only if n = 1, 2, 4 or 8, which are dimensions of the four
composition R-algebras. It is known that (at least for K = R) the trivial bound (1.7) gives
the correct order of magnitude when d is fixed. Specifically, using probabilistic estimates
of the uniform norm of random tensors from [22], the authors of [16] prove that the right
inequality in
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1
√

minj=1,...,d
∏

i 6=j ni

≤ A(Rn) ≤ ‖T‖∞
‖T‖ ≤ C

√
d ln d

√

minj=1,...,d
∏

i 6=j ni

holds with positive probability in T , where C is some constant and the entries of T are
independent standard Gaussians. With similar techniques it was proven earlier [4] that

1

n
≤ A(Cn ⊗ C

n ⊗ C
n) ≤ 3

√
π

n
.

In this work we reprove these probabilistic upper bounds giving explicit values for the
constant C and extend them to real and complex tensors of arbitrary format as well as to
their (partially) symmetric counterparts. For the space of real symmetric tensors we give
an alternative upper bound, by looking at random harmonic forms. Furthermore, using
an integral representation (4.1) of the Frobenius norm of a symmetric tensor, we provide
lower bounds on A(Symd(Kn)), which are (when d is sufficiently large compared to n)
better than the naive bound A(Symd(Kn)) ≥ 1/

√
nd−1.

We summarize our main results in the following two theorems. The first one concerns
the general case and the second one the symmetric case.

Theorem 1.1. For any d ≥ 3 and n = (n1, . . . , nd) with n1, . . . , nd ≥ 2 we have

1
√

minj
∏

i 6=j nj

≤ A(Kn) ≤ 32
√
d ln d

√

minj
∏

i 6=j nj

. (1.8)

Theorem 1.2. For any d ≥ 3 and n ≥ 2 we have

max

{

1
√
2
d

(

d+ n− 1

n− 1

)−1/2

,
1√
nd−1

}

≤ A(Symd(Rn)) ≤ 24

√

d! ln dΓ
(

n
2

)

n
√

2dΓ
(

d+ n
2

)

,

max

{

(

d+ n− 1

n− 1

)−1/2

,
1√
nd−1

}

≤ A(Symd(Cn)) ≤ 36
√
n ln d

√

(

n+d−1
d

)

.

(1.9)

In particular, we have that

1√
nd−1

≤ A(Symd(Kn)) ≤ 36

√

d! ln d

nd−1
, (1.10)

and, for a fixed n and d→∞, we have

√

(n− 1)!

2ddn−1

(

1 +O
(

1

d

))

≤ A(Symd(Rn)) ≤ 48

√

(

n
2

)

! ln d

2dd
n
2
−1

(

1 +O
(

1

d

))

√

(n− 1)!

dn−1

(

1 +O
(

1

d

))

≤ A(Symd(Cn)) ≤ 36

√

n! ln d

dn−1

(

1 +O
(

1

d

))

, (1.11)

where
(

n
2

)

! := Γ
(

n
2 + 1

)

allows a better and easier comparison of the bounds.
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The bound (1.10) shows that A(Symd(Kn)) has the same order of magnitude as the
trivial lower bound 1/

√
nd−1 for a fixed d and n→∞. In particular, for d = 3 and K = R

we have A(Sym3(Rn)) = O (1/n). The previously known bound

A(Sym3(Rn)) ≤ 1.5

n
ln 1.5
ln 2

≤ O
(

n−0.584
)

on this quantity was obtained in [17, Thm. 5.3]. For a fixed n > 2 and a sufficiently large
d, the lower bounds on the minimal ratio of norms of symmetric tensors in (1.9) are better
than the trivial lower bound 1/

√
nd−1 by an exponential factor, see asymptotic formulas

(1.11) and Section 4.

Acknowledgments. We thank Erik Lundberg for pointing out a reference for (4.3).
The second author is grateful to Evgenia Lagoda for moral support and Gato Suchen for
suggestions regarding the proof of Theorem 3.4.

2 Preliminaries

In this section we state and recall some auxiliary results and facts, as well as define our
probabilistic models.

2.1 Symmetric tensors and homogeneous polynomials

The space Symd(Kn) of symmetric tensors is identified with the space Pd,n ≃ K
N , where

N :=
(

d+n−1
n−1

)

, of n-variate homogeneous polynomials (or forms) of degree d:

T ∈ Symd(Kn) ←→ f ∈ Pd,n, f(x) = 〈T,x⊗ · · · ⊗ x〉 =
n
∑

ij=1

ti1...idxi1 . . . xid . (2.1)

It is convenient to write the form f in the basis of monomials, f(x) =
∑

|α|=d fαx
α, where,

by symmetry, fα =
(d
α

)

ti1...id and αi is the number of j = 1, . . . , d with ij = i. Under the
identification (2.1), the Frobenius product (1.1) is the Bombieri-Weyl product of forms,

〈T, T ′〉 = 〈f, f ′〉 :=
∑

|α|=d

(

d

α

)−1

fαf
′
α, T ∼ f, T ∼ f ′. (2.2)

By a result of Banach [2], a best rank-one approximation to a symmetric tensor T can
be chosen among symmetric rank-one tensors λx ⊗ · · · ⊗ x. In particular, the spectral
norm (1.3) of T equals the uniform norm ‖f‖∞ of the restriction of f to the unit sphere
S(Kn) = {x ∈ K

n : ‖x‖22 = |x1|2 + · · ·+ |xn|2 = 1},

‖T‖∞ = max
xj∈S(Kn)

|〈T,x1 ⊗ · · · ⊗ xd〉| = max
x∈S(Kn)

|〈T,x⊗ · · · ⊗ x〉| =: ‖f‖∞. (2.3)

The best rank-one approximation ratio of the space Symd(Kn) is then defined by

A(Symd(Kn)) := min
T∈Symd(Kn)

‖T‖∞
‖T‖ = min

f∈Pd,n

‖f‖∞
‖f‖ ,

where ‖f‖ :=
√

〈f, f〉 is the Bombieri-Weyl norm of f ∈ Pd,n.
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A common generalization of spaces Kn and Symd(Kn) is the space
⊗m

j=1 Sym
dj (Knj )

of partially symmetric tensors or, equivalently, the space Pd,n ≃
⊗m

j=1 Pdj ,nj
of multi-

homogeneous polynomials. An element F of Pd,n can be written as

F (x1, . . . ,xm) =
∑

|α(j)|=dj

Fα (x1)α(1) · · · (xm)α(m),

where Fα ∈ K, α = (α(1), . . . , α(m)), |α(j)| = dj, are the coefficients of F in the basis of
multi-homogeneous monomials. Then the Bombieri-Weyl product and the uniform norm
can be defined via

〈F,F ′〉 :=
∑

|α(j)|=dj

(

d

α

)−1

FαF
′
α,

(

d

α

)

=

(

d1
α(1)

)

· · ·
(

dm
α(m)

)

(2.4)

‖F‖∞ := max
xj∈S(Knj )

|F (x1, . . . ,xm)|, (2.5)

and the best rank-one approximation of the space
⊗m

j=1 Sym
dj (Knj ) is defined by (see [7])

A





m
⊗

j=1

Symdj (Knj )



 := min
F∈Pd,n

‖F‖∞
‖F‖ ,

where ‖F‖ :=
√

〈F,F 〉 is given by (2.4). Moreover, it is important to keep in mind that
the action via changes of variables of the product of unitary groups U(n1)×· · ·×U(nd) on
Pd,n preserves both the inner product (2.4) and the norm (2.5). In the real case (K = R)
the invariance holds with respect to orthogonal changes of variables.

2.2 Harmonic polynomials

A form h ∈ Pd,n is called harmonic, if it is annihilated by the Laplace operator, that is,

∂2h

∂x21
+ · · · + ∂2h

∂x2n
= 0.

We denote by Hd,n ⊆ Pd,n the subspace consisting of real harmonic n-variate forms of
degree d. This space is an irreducible representation of the group O(n) of orthogonal
matrices, which acts on Hd,n via change of variables. By [14, Sect. 4.5] any O(n)-invariant
scalar product on Hd,n is a positive multiple of the L2(Sn−1)-product defined as

〈h, h′〉L2(Sn−1) :=

∫

Sn−1

h(x)h′(x) dSn−1, h, h′ ∈ Hd,n, (2.6)

where dSn−1 is the Riemannian volume measure on the unit sphere Sn−1 = S(Rn) obtained
from its standard embedding in R

n. In particular, this is true for the Bombieri product
(2.2) restricted to Hd,n. We now relate these two scalar products to each other.

Lemma 2.1. For any h, h′ ∈ Hd,n we have

〈h, h′〉 =
2d−1

√
π

n

Γ
(

d+ n
2

)

Γ (d+ 1)
〈h, h′〉L2(Sn−1).

5



Proof. It is convenient to write the L2(Sn−1)-product as

〈h, h′〉L2(Sn−1) =
1

√
2
2d+n−2

Γ
(

d+ n
2

)

∫

Rn

h(x)h′(x)e−
‖x‖2

2
2 dx, h, h′ ∈ Hd,n. (2.7)

Since orthogonally invariant scalar products on Hd,n are all proportional, we can recover
the constant of proportionality by looking at h = h′ ∈ Hd,2 ⊆ Hd,n defined by

h(x1, x2) :=
(x1 + ix2)

d + (x1 − ix2)
d

2
= rd cos(dθ), x1 = r cos θ, x2 = r sin θ.

By [1, Thm. 1.1] we have ‖h‖2 = 〈h, h〉 = 2d−1. Since h depends just on x1 and x2, the
representation (2.7) implies that the L2(Sn−1)-norm of h satisfies

‖h‖2L2(Sn−1) =

√
2π

n−2

√
2
2d+n−2

Γ
(

d+ n
2

)

∫

R2

h(x1, x2)
2e−

x2
1
+x2

2
2 dx1dx2

=

√
2π

n−2√
2
2d
Γ (d+ 1)

√
2
2d+n−2

Γ
(

d+ n
2

)

∫ 2π

0
cos(dθ)2 dθ =

√
π

n

2d−1

Γ (d+ 1)

Γ
(

d+ n
2

)‖h‖2,

which completes the proof.

The self-duality of (Hd,n, 〈·, ·〉L2(Sn−1)) implies that for any x ∈ S
n−1 there is a unique

harmonic form Zx ∈ Hd,n with

h(x) = 〈h,Zx〉L2(Sn−1) for all h ∈ Hd,n. (2.8)

The function Zx ∈ Hd,n is called the zonal harmonic with pole x. By [21, Cor. 2.9] the
L2(Sn−1)-norm of Zx satisfies

‖Zx‖2L2(Sn−1) = Zx(x) =
Dd,n

|Sn−1| , (2.9)

where Dd,n = dimHd,n and |Sn−1| = 2
√
π
n
/Γ
(

n
2

)

is the volume of the unit sphere.

2.3 Probabilistic models

We consider real and complex random polynomials and tensors. Recall first that a complex
random variable t is called standard complex Gaussian, if its real and imaginary parts are
independent centered Gaussians with variance 1/2. Let V be a (complex) inner product
space. Then the Gaussian distribution on V is modelled via the vector v =

∑N
i=1 tivi,

where t1, . . . , tN are independent standard (complex) Gaussians and v1, . . . ,vN form an
orthonormal (respectively, unitary) basis of V . A remarkable property of the Gaussian
distribution on V is its orthogonal (respectively, unitary) invariance. This means that the
random vector Uv has Gaussian distribution for any orthogonal (unitary) transformation
U on V .

As spaces Kn, Pd,n, Pd,n and Hd,n are endowed with inner products (1.1), (2.2), (2.4)
and (2.7) respectively, the Gaussian distribution is naturally defined for each of them. For
example, a real (respectively, complex) tensor T = (ti1...id) is Gaussian, if its entries ti1...id
are independent standard (complex) Gaussians. Under the standard action of the product
of unitary groups U(n) := U(n1) × · · · × U(nd) on C

n the inner product (1.1) and hence

6



the Gaussian distribution on C
n are invariant. In particular, the inner product space

R
n of real tensors and the Gaussian distribution on it are invariant under the product

O(n) := O(n1)× · · · ×O(nd) ⊂ U(n) of orthogonal groups.
The Gaussian distribution on Pd,n is also known as Kostlan distribution. Specifically,

an n-variate real (respectively, complex) homogeneous polynomial f(x) =
∑

|α|=d fαx
α of

degree d is called Kostlan, if its normalized coefficients fα/
√

(d
α

)

are independent stan-

dard (complex) Gaussians. Similarly, a multi-homogeneous polynomial F(x1, . . . ,xm) =
∑

|α(j)|=dj
Fα(x

1)α(1) · · · (xm)α(m) of multi-degree d = (d1, . . . , dm) is Kostlan (that is,

Gaussian), if its normalized coefficients Fα/
√

(

d

α

)

are independent standard (complex)

Gaussians. The notion of Kostlan (partially) symmetric tensor is then unambiguously de-
fined through isomorphisms Symd(Kn) ≃ Pd,n and

⊗m
j=1 Sym

dj (Knj) ≃ Pd,n. Since the
inner products on spaces Pd,n, Pd,n and Hd,n are invariant with respect to orthogonal
(unitary) changes of variables, so are Gaussian distributions on each of them.

3 Upper bounds

In this section we prove upper bounds stated in main Theorems 1.1 and 1.2. These are
obtained by combining Corollaries 3.6, 3.8, 3.9 and 3.10, which in turn follow from Theorem
3.4. We first derive some auxiliary results. In the sequel we assume that d ≥ 3 and
n, n1, . . . , nd ≥ 2. The following proposition is found in [5, Proposition 4.24], we include
its proof in the appendix for the sake of completeness.

Proposition 3.1. Let t ∈ R be a random variable, C ≥ 1 and K ≥ 0.

1. If for all even integers ℓ > 0,
(

Et |t|ℓ
)

1

ℓ ≤ K
√
ℓ, then for all t > 0, P(|t| ≥ t) ≤ 2e−

t2

8K2 .

2. If for all t > 0, P(|t| ≥ t) ≤ Ce−
t2

K2 , then for all ℓ ≥ 1,

(

E
t
|t|ℓ
)

1

ℓ

≤ K

(
√

π

2
+
√
2 lnC

)√
ℓ.

In the next result we estimate the tail probability of the ratio of norms of two vectors,
one of which is the image of the other under an orthogonal projection.

Proposition 3.2. Let P : RN → V be an orthogonal projection onto a k-dimensional

subspace V ⊆ R
N and let x ∈ R

N be a standard Gaussian vector. Then the random

variable
‖P x‖2
‖x‖2 satisfies

Px

(‖P x‖2
‖x‖2

≥ t

)

≤ 2 exp

(

− N

4ek+
1

6N

t2
)

for all t ≥ 0. (3.1)

Proof. Recall that if y and z are independent random variables with χ2-distribution with,
respectively, k and N−k degrees of freedom, then y

y+z
has a β-distribution with parameters

k/2 and (N − k)/2. In this way,
‖P x‖2

2

‖x‖2
2

has a β-distribution with parameters k/2 and

(N − k)/2, and so its density reads

1

β
(

k
2 ,

N−k
2

)s
k
2
−1(1− s)

N−k
2

−1, s ∈ [0, 1].

7



Doing a change of variables s = t2, we obtain that

2

β
(

k
2 ,

N−k
2

) tk−1(1− t2)
N−k

2
−1, t ∈ [0, 1],

is the density of ‖P x‖2
‖x‖2 . Then a straightforward computation implies that for all ℓ > 0

(

E
x

‖P x‖ℓ2
‖x‖ℓ2

)

1

ℓ

=

(

Γ
(

k+ℓ
2

)

Γ
(

k
2

)

Γ
(

N
2

)

Γ
(

N+ℓ
2

)

)
1

ℓ

. (3.2)

We fix ℓ to be a positive even integer. To bound (3.2) we treat each fraction separately.
For the first fraction,

Γ
(

k+ℓ
2

)

Γ
(

k
2

) =

ℓ
2
∏

i=1

(

k + ℓ

2
− i

)

(Γ(x) = (x− 1)Γ(x− 1))

≤
(

k − 1

2
+

ℓ

4

)
ℓ
2

(AM-GM inequality)

=

(

1 +
2(k − 1)

ℓ

)
ℓ
2
(

ℓ

4

)
ℓ
2

≤ ek−1

(

ℓ

4

)
ℓ
2

.

Using Stirling’s approximation [3, Eq. 2.14], we bound the second fraction,

Γ
(

N
2

)

Γ
(

N+ℓ
2

) ≤ N + ℓ

N

√
2π
(

N
2

)
N+1

2 e−
N
2
+ 1

6N

√
2π
(

N+ℓ
2

)
N+ℓ+1

2 e−
N+ℓ
2

= e
ℓ
2
+ 1

6N

(

2

N

)
ℓ
2
(

1 +
ℓ

N

)−N+ℓ−1

2

≤ e
ℓ
2
+ 1

6N

(

2

N

)
ℓ
2

.

(

1 +
ℓ

N
≥ 1

)

Putting the obtained bounds together, we have that for all even integers ℓ > 0

(

E
x

‖P x‖ℓ2
‖x‖ℓ2

)

1

ℓ

≤ e
k−1

ℓ

√

ℓ

4
e

1

2
+ 1

6Nℓ

√

2

N
≤ e

k
2
+ 1

12N

√
ℓ√
2N

.

Hence by Proposition 3.1 the desired claim follows.

Remark 3.3. Let P : CN → V be a unitary projection onto a k-dimensional (complex)
subspace V ⊆ C

N (that is, 〈P (z),z − P (z)〉2 = 0 for all z ∈ C
N ). Then it corresponds to

an orthogonal projection between real vector spaces,

P R : R2N → V R,

(x,y) 7→ (ℜ(P (x+ iy)),ℑ(P (x + iy))) ,

where the 2k-dimensional real subspace V R ⊆ R
2N is the realification of V ⊆ C

N . More-
over, if z = x+ iy ∈ C

N is a standard complex Gaussian vector, then
√
2 (x,y) ∈ R

2N is a
standard real Gaussian vector and, by Proposition 3.2, we obtain for t ≥ 0 that

Pz

(‖P z‖2
‖z‖2

≥ t

)

= Px,y

(‖P R(x,y)‖2
‖(x,y)‖2

≥ t

)

≤ 2 exp

(

− N

2e2k+
1

12N

t2
)

.
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We need this “complex” version of (3.1) to obtain bounds on the ratio of norms in case
of complex tensors and forms.

We consider the sum-geodesic distance on
∏d

k=1 S
nk−1, given by

distS(x,y) :=
d
∑

k=1

distS(xk,yk) =
d
∑

k=1

arccos〈xk,yk〉2

for x,y ∈
∏d

k=1 S
nk−1.

Theorem 3.4. Let n1, . . . , nd ≥ 2 and F :
∏d

k=1 S
nk−1 → [0,∞) be a random Lipschitz

function whose Lipschitz constant, Lip(F), satisfies for some L ≥ 1,

Lip(F) ≤ L max
x∈

∏d
k=1

S
nk−1

F(x). (3.3)

Then for all t > 0,

PF

(

max
x∈

∏d
k=1

S
nk−1

F(x) ≥ t

)

≤ C(L, d;n1, . . . , nd) max
x∈

∏d
k=1

S
nk−1

PF

(

F(x) ≥ t

2

)

(3.4)

where C(L, d;n1, . . . , nd) satisfies

lnC(L, d;n1, . . . , nd) ≤ (2 + ln(dL))

(

d
∑

k=1

nk

)

− 1

2

d
∑

k=1

ln(nk − 1)− d ln(dL).

Proof. If max
x∈

∏d
k=1 S

nk−1 F(x) ≥ t, then, by the Lipschitz property and our assumption

(3.3) on the Lipschitz constant, we have that
{

x ∈
d
∏

k=1

S
nk−1 | F(x) ≥ t

2

}

⊇ BS

(

x∗, (2L)
−1
)

,

where x∗ ∈
∏d

k=1 S
nk−1 is the maximizer of F and BS is the ball with respect to the sum-

geodesic distance on
∏d

k=1 S
nk−1 that is centered at x∗ and has radius (2L)−1. In this way,

max
x∈

∏d
k=1

S
nk−1 F(x) ≥ t implies that for a uniformly sampled x ∈∏d

k=1 S
nk−1 we obtain

P
x∈

∏d
k=1

S
nk−1

(

F(x) ≥ t

2

)

≥ vol BS

(

x∗, (2L)−1
)

∏d
k=1 vol S

nk−1
.

Therefore, we have

PF

(

max
x∈∏d

k=1
Snk−1

F(x) ≥ t

)

≤ PF

(

P
x∈

∏d
k=1

S
nk−1

(

F(x) ≥ t

2

)

≥ vol BS

(

x∗, (2L)−1
)

∏d
k=1 vol S

nk−1

)

(Implication bound)

≤
∏d

k=1 vol S
nk−1

vol BS (x∗, (2L)−1)
E
F

[

P
x∈

∏d
k=1

S
nk−1

(

F(x) ≥ t

2

)]

(Markov’s inequality)

=

∏d
k=1 vol S

nk−1

vol BS (x∗, (2L)−1)
E

x∈
∏d

k=1 S
nk−1

[

PF

(

F(x) ≥ t

2

)]

(Tonelli’s theorem)

≤
∏d

k=1 vol S
nk−1

vol BS (x∗, (2L)−1)
max

x∈
∏d

k=1
Snk−1

PF

(

F(x) ≥ t

2

)

.
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It remains to bound
∏d

k=1
vol Snk−1

vol BS(x∗,(2L)−1) . By applying orthogonal transformations to each

sphere, we can assume that x∗ = e1 := (e1, . . . ,e1) ∈
∏d

k=1 S
nk−1. Consider the map

� :

d
∏

k=1

R
nk−1 →

d
∏

k=1

S
nk−1







z1
...
zd






7→















1√
1+‖z1‖22

(

1
z1

)

...

1√
1+‖zd‖22

(

1
zd

)















.

Then, by the result in the appendix A.2, we have that

|detDz�| =
d
∏

k=1

(

1 + ‖zk‖22
)−nk

2 , z = (z1, . . . ,zd) ∈
d
∏

k=1

R
nk−1. (3.5)

Now, we do a sequence of changes of variables as follows:

volBS (e1, R)

=

∫

∑d
k=1

arctan ‖zk‖≤R

d
∏

k=1

(

1 + ‖zk‖22
)−nk

2 dz1 · · · dzd

=

d
∏

k=1

vol Snk−2

∫

ρ1,...,ρd≥0,
∑d

k=1 arctan ρk≤R

d
∏

k=1

ρnk−2
k

(

1 + ρ2k
)−nk

2 dρ1 · · · dρd

=

d
∏

k=1

vol Snk−2

∫

φ1,...,φd≥0,
∑d

k=1
φk≤R

d
∏

k=1

(sinφk)
nk−2 dφ1 · · · dφd

=

(

R

η

)

∑d
k=1

nk−d d
∏

k=1

vol Snk−2

∫

t1,...,td≥0,
∑d

k=1
arcsin(Rη−1tk)≤R

d
∏

k=1

tnk−2
k

√

1−R2η−2t2k

dt1 · · · dtd

where we use x = �(z) in the first line, zk = ρkθk with ρk ≥ 0 and θk ∈ S
nk−2 in the

second line, ρk = tanφk in the third line, and sinφk = Rη−1tk in the fourth line.
Observe that the domain of integration of the last integral is contained in [0, η]d. In

this way, we have for each k, arcsin(Rη−1tk) ≤ Rη−1tk/
√
1−R2, and so the domain of

integration contains
∑d

k=1 tk ≤ η
√
1−R2. Since 1

/

√

1−R2η−2t2k ≥ 1, we obtain the

following lower bound:

vol BS (e1, R) ≥
(

R
√

1−R2
)

∑d
k=1 nk−d

d
∏

k=1

vol Snk−2

∫

t1,...,td≥0,
∑d

k=1 tk≤1

d
∏

k=1

tnk−2
k dt1 · · · dtd

10



where we took η−1 =
√
1−R2. Therefore, taking R = 1

2L , we obtain

C(L, d;n1, . . . , nd) ≤

(

2L
√

1− 1

4L2

)

∑d
k=1 nk−d

∏d
k=1

vol Snk−1

vol Snk−2

∫

t1,...,td≥0,
∑d

k=1 tk≤1

∏d
k=1 t

nk−2
k dt1 · · · dtd

. (3.6)

We now bound the three parts of the logarithm of the right-hand side separately.
First, we have that ln 1

√

1− 1

4L2

≤ 1
6L2 since L ≥ 1. Thus

ln





2L
√

1− 1
4L2





∑d
k=1

nk−d

≤
(

d
∑

k=1

nk − d

)

(

ln 2 +
1

6L2
+ lnL

)

. (3.7)

Second, for n1, . . . , nd ≥ 2, Lemma 2.25 from [3] gives

vol Snk−1

vol Snk−2
≤
√
2πnk

nk − 1
≤ 2

√
π√

nk − 1

and hence

ln
d
∏

k=1

vol Snk−1

vol Snk−2
≤ d ln(2

√
π)− 1

2

d
∑

k=1

ln(nk − 1). (3.8)

Third, we have that

ln













∫

t1,...,td≥0,
∑d

k=1
tk≤1

d
∏

k=1

tnk−2
k dt1 · · · dtd













= − ln d! + ln













d!

∫

t1,...,td≥0,
∑d

k=1
tk≤1

d
∏

k=1

tnk−2
k dt1 · · · dtd













≥ − ln d! +
d
∑

k=1

d!(nk − 2)

∫

t1,...,td≥0,
∑d

k=1
tk≤1

ln tk dt1 · · · dtd (Jensen’s inequality)

= − ln d! +

d
∑

k=1

d(nk − 2)

∫ 1

0
(1− tk)

d−1 ln tk dtk (Integrate over
∑

i 6=k

ti ≤ 1− tk)

= − ln d!−
(

d

∫ 1

0

∞
∑

l=1

(1− t)d+l−1

l
dt

)(

d
∑

k=1

nk − 2d

) (

ln t = −
∞
∑

l=1

(1− t)l

l

)

= − ln d!−
(

d

∞
∑

l=1

∫ 1

0

(1− t)d+l−1

l
dt

)(

d
∑

k=1

nk − 2d

)

(Monotone convergence)
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= − ln d!−
( ∞
∑

l=1

d

l(d+ l)

)(

d
∑

k=1

nk − 2d

)

= − ln d!−
(

d
∑

k=1

1

k

)(

d
∑

k=1

nk − 2d

)

.

(

d

l(d+ l)
=

1

l
− 1

d+ l

)

.

Now, Stirling’s bound [3, Eq. 2.14] gives

ln d! ≤ 1

2
ln(2π) + d ln d+

1

2
ln d− d+

1

12d
.

Formula (3) in [12, 1.2.7], whose proof is contained in [12, 1.2.11.2], yields

d
∑

k=1

1

k
≤ ln d+ γ +

1

2d
,

where γ := limn→∞ (− lnn+
∑n

k=1 1/k) = 0.57721566 . . . is the Euler–Mascheroni con-
stant. Thus, we have that

− ln













∫

t1,...,td≥0,
∑d

k=1
tk≤1

d
∏

k=1

tnk−2
k dt1 · · · dtd













≤
(

d
∑

k=1

nk

)

(

ln d+ γ +
1

2d

)

− d ln d− d, (3.9)

since 1
2 ln(2π)− 1 < 0 and 1

2 ln d+
1

12d − 2γd < 0.
Finally, applying the logarithm to (3.6) and using the inequalities (3.7), (3.8) and (3.9),

we obtain the desired bound after noticing that γ + 1
2d + ln 2 + 1

6L2 ≤ 2.

Remark 3.5. If the random function F :
∏d

k=1 S
nk−1 → [0,∞) is invariant under orthogonal

changes of variables on S
n1−1, . . . ,Snd−1, the probability PF

(

F(x) ≥ t
2

)

does not depend

on the point x ∈∏d
k=1 S

nk−1 and hence we can omit maximum in (3.4).

We now apply Theorem 3.4 to give bounds on (1.5) and (1.6).

Corollary 3.6. Let T ∈ K
n be a Gaussian tensor. Then

ET
‖T ‖∞
‖T ‖ ≤ 32

√
ln d

√

√

√

√

∑d
j=1 nj

∏d
j=1 nj

(3.10)

and, in particular,

1
√

minj
∏

i 6=j nj

≤ A (Kn) ≤ 32
√
d ln d

√

minj
∏

i 6=j nj

.

Proof. Let us consider a random Lipschitz function

F : S(Kn1)× · · · × S(Knd) → [0,∞),

x = (x1, . . . ,xd) 7→ |〈T ,x1 ⊗ · · · ⊗ xd〉|
‖T ‖ .

(3.11)
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Its Lipschitz constant satisfies Lip(F) ≤ maxxj∈S(Knj ) F(x) =
‖T ‖∞
‖T ‖ , since

|F(x)− F(y)| ≤ |〈T ,x
1 ⊗ · · · ⊗ xd − y1 ⊗ · · · ⊗ yd〉|

‖T ‖

≤
d
∑

j=1

|〈T ,x1 ⊗ · · · ⊗ xj−1 ⊗ (xj − yj)⊗ yj+1 ⊗ · · · ⊗ yd〉|
‖T ‖

≤
(

max
zj∈S(Knj )

F(z)

) d
∑

j=1

‖xj − yj‖2 ≤
(

max
zj∈S(Knj )

F(z)

)

distS(x,y)

(3.12)
holds for any x,y ∈ S(Kn1)× · · · × S(Knd). By Theorem 3.4, we have for all t > 0,

PT

(‖T ‖∞
‖T ‖ ≥ t

)

≤ C(d,n) PT

(

F(e1, . . . ,e1) ≥
t

2

)

, (3.13)

where lnC(d,n) ≤ (2+ ln d)
(

∑d
j=1 knj

)

− 1
2

∑d
j=1 ln(knj − 1)− d ln d with k being either

1 (K = R) or 2 (K = C). Since F(e1, . . . ,e1) = ‖〈T ,e1 ⊗ · · · ⊗ e1〉e1 ⊗ · · · ⊗ e1‖/‖T ‖,
Proposition 3.2 and Remark 3.3 applied to the orthogonal (unitary, if K = C) projection
T 7→ 〈T,e1 ⊗ · · · ⊗ e1〉e1 ⊗ · · · ⊗ e1 give

PT

(

F(e1, . . . ,e1) ≥
t

2

)

≤ 2 exp

(

− kn1 · · ·nd

4e
k+ 1

6kn1···nd

t2

4

)

.

Combining this inequality with (3.13) and applying Proposition 3.1, we finally have

ET
‖T ‖∞
‖T ‖

≤

√

16e
k+ 1

6kn1···nd√
kn1 · · ·nd







√

π

2
+

√

√

√

√

√2 ln 2 + 2(2 + ln d)





d
∑

j=1

knj



−
d
∑

j=1

ln(knj − 1)− 2d ln d







≤ 32
√
ln d

√

∑d
j=1 nj

√

∏d
j=1 nj

≤ 32
√
d ln d

√

minj
∏

i 6=j nj

.

Remark 3.7. When all dimensions n1 = · · · = nd = n are equal, one has

1√
nd−1

≤ A (Kn) ≤ ET
‖T ‖∞
‖T ‖ ≤ 32

√
d ln d√
nd−1

.

Next we derive a bound for the expected ratio of norms in the case of symmetric
tensors. We formulate everything in the equivalent terms of homogeneous polynomials,
see Section 2.1.

Corollary 3.8. Let f ∈ Pd,n be a Kostlan form. Then
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Ef
‖f‖∞
‖f‖ ≤ 36

√
n ln d

√

(

n+d−1
d

)

(3.14)

and, in particular,

1√
nd−1

≤ A(Symd(Kn)) ≤ 36
√
d! ln d√
nd−1

.

Proof. Let us consider a random Lipschitz function

F : S(Kn) → [0,∞),

x 7→ |f(x)|
‖f‖ .

Note that it is the restriction of the function (3.11) to the diagonally embedded sphere
S(Kn) →֒ S(Kn)× · · · × S(Kn). By (3.12) and (2.3) the Lipschitz constant of F satisfies

Lip(F) ≤ d max
x∈S(Kn)

F(x) = d
‖f‖∞
‖f‖ . (3.15)

By Theorem 3.4 we have for all t > 0,

Pf

(‖f‖∞
‖f‖ ≥ t

)

≤ C(d, n)Pf

(

F(e1) ≥
t

2

)

= C(d, n)Pf

( |f(d,0,...,0)|
‖f‖ ≥ t

2

)

, (3.16)

where lnC(d, n) ≤ (2 + ln d)kn − 1
2 ln(kn − 1) − ln d with k being either 1 (K = R)

or 2 (K = C). Since f is a Kostlan form, that is, fα =
√

(d
α

)

f̃α, where variables f̃α are

independent standard (complex) Gaussians, its Bombieri-Weyl norm satisfies

‖f‖2 =
∑

|α|=d

(

d

α

)−1

|fα|2 =
∑

|α|=d

|̃fα|2.

We apply Proposition 3.2 and Remark 3.3 to the projection π1 onto the first coordinate
axis in K

N and, using ‖π1(f)‖2 = |̃f(d,0,...,0)| = |f(d,0,...,0)|, obtain that

Pf

( |f(d,0,...,0)|
‖f‖ ≥ t

2

)

≤ 2 exp

(

− kN

4ek+
1

6kN

t2

4

)

.

This, together with inequality (3.16) and Proposition 3.1, finally implies that

Ef

‖f‖∞
‖f‖ ≤

√

16ek+
1

6kN√
kN

(
√

π

2
+
√

2 ln 2 + 2(2 + ln d)kn − ln(kn − 1)− 2 ln d

)

≤ 36
√
n ln d

√

(n+d−1
d

)

≤ 36
√
d! ln d√
nd−1

.
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Similarly, one can derive the following bound on the expectation of the ratio of norms
for random partially symmetric tensors. We state it in equivalent terms of multi-homoge-
neous polynomials.

Corollary 3.9. Let F ∈ Pd,n be a Kostlan multi-homogeneous polynomial, where n =
(n1, . . . , nm) and d = (d1, . . . , dm). Then

A





m
⊗

j=1

Symdj(Knj )



 ≤ EF
‖F‖∞
‖F‖ ≤ 36

√

ln

(

m max
j=1,...,m

dj

)

√

√

√

√

∑m
j=1 nj

∏m
j=1

(nj+dj−1
nj−1

) .

When d1 = · · · = dm = 1 (that is, in the case of general tensors of format (n1, . . . , nm))
this bound agrees (up to a factor) with (3.10), while when m = 1 (that is, in the case of
symmetric tensors) we recover (3.14).

It is interesting to investigate the bound on A
(

Symd(Rn)
)

given by the expected ratio
of norms of a random harmonic polynomial.

Corollary 3.10. Let h ∈ Hd,n be a Gaussian harmonic form. Then

A(Symd(Rn)) ≤ Eh
‖h‖∞
‖h‖ ≤ 24

√

d! ln dΓ
(

n
2

)

n
√

2dΓ
(

d+ n
2

)

≤ 24

√
d! ln d√
nd−1

. (3.17)

Proof. Given a Gaussian harmonic form h ∈ Hd,n, we consider a random Lipschitz function

F : Sn−1 → [0,∞)],

x 7→ |h(x)|‖h‖ .

The bound (3.15) implies that the Lipschitz constant of F satisfies

Lip(F) ≤ d max
x∈Sn−1

F(x) = d
‖h‖∞
‖h‖ .

By Theorem 3.4 we have for all t > 0 that

Ph

(‖h‖∞
‖h‖ ≥ t

)

≤ C(d, n) max
x∈Sn−1

Ph

(

F(x) ≥ t

2

)

(3.18)

with lnC(d, n) ≤ (2 + ln d)n − 1
2 ln(n − 1) − ln d. Since the inner product (2.6) of two

harmonic forms is invariant under orthogonal changes of variables and since, by Lemma 2.1,
it is proportional to (2.2), the random variables F(x) and F(x′) have the same distribution
for any x,x′ ∈ S

n−1. In particular, in the right-hand side of (3.18) we can drop the
maximum and consider any point x ∈ S

n−1.
The evaluation of h ∈ Hd,n at a point x ∈ S

n−1 does not anymore correspond to an
orthogonal projection in (Hd,n, 〈·, ·〉L2(Sn−1)), as it was in the case of Kostlan polynomials.
However, the formula (2.8) implies that it is given by taking inner product with Zx. So,

P : Hd,n → RZx,

h 7→ h(x)

‖Zx‖L2(Sn−1)

Zx

‖Zx‖L2(Sn−1)
,
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is an orthogonal projection on the line though Zx and Proposition 3.2 gives

Ph

(

|h(x)|
‖Zx‖L2(Sn−1)‖h‖L2(Sn−1)

≥ t

)

≤ 2 exp

(

− Dd,n

4e
1+ 1

6Dd,n

t2

)

, t ≥ 0.

This and Lemma 2.1 imply that for all t ≥ 0,

Ph

(

F(x) ≥ t

2

)

= Ph





|h(x)|
‖Zx‖L2(Sn−1)‖h‖L2(Sn−1)

≥
t
√

Γ
(

d+ n
2

)√
2
d−1

2‖Zx‖L2(Sn−1)

√

Γ(d+ 1)πn/4





≤ 2 exp






− Dd,nΓ

(

d+ n
2

)

2 d−5

e
1+ 1

6Dd,n ‖Zx‖2L2(Sn−1)
Γ(d+ 1)

√
π
n
t2






.

Finally, combining this with (3.18) and applying Proposition 3.1, we derive

Eh
‖h‖∞
‖h‖ ≤ K

(
√

π

2
+
√

2 ln(2C(d, n))

)

≤ K

(
√

π

2
+
√

2(2 + ln d)n

)

,

(3.19)

where

K =
e

1

2
+ 1

12Dd,n ‖Zx‖L2(Sn−1)

√

Γ(d+ 1)πn/4

√

Dd,n

√

Γ
(

d+ n
2

)√
2
d−5

.

By (2.9) and the formula |Sn−1| = 2
√
π
n
/Γ
(

n
2

)

for the volume of the sphere, we simplify:

K =
e

1

2
+ 1

12Dd,n

√
d!
√

Γ
(

n
2

)

√
2
d−4
√

Γ
(

d+ n
2

)

.

We combine this expression for K with (3.19) and finally obtain

Eh

‖h‖∞
‖h‖ ≤ 4e

1

2
+ 1

12Dd,n

(
√

π

2
+
√

2(2 + ln d)n

)

√

d!Γ
(

n
2

)

√

2dΓ
(

d+ n
2

)

≤ 24

√

d! ln dΓ
(

n
2

)

n
√

2dΓ
(

d+ n
2

)

≤ 24

√
d! ln d√
nd−1

.

Remark 3.11. When n is large compared to d, bounds (3.17) and (3.14) coincide up to
a constant. Let us now study the case of a fixed n and large d. Applying the asymptotic
formula for the ratio of Gamma functions (see [6, (1)]) to (3.17) we have

A(Symd(Rn)) ≤ 24

√

nΓ
(n

2

)

√

ln d

2d

√

Γ(d+ 1)

Γ
(

d+ n
2

)

= 48

√

Γ
(n

2
+ 1
)

√

ln d

2dd
n
2
−1

(

1 +O
(

1

d

))

.

(3.20)
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Similarly, one bounds (3.14) as

A(Symd(Rn)) ≤ 36
√
n!
√
ln d

√

dΓ(d)

Γ (d+ n)

= 36
√
n!

√

ln d

dn−1

(

1 +O
(

1

d

))

.

(3.21)

This shows that the bound (3.17) coming from random harmonic forms is better by an
exponential factor than the bound (3.14) obtained from Kostlan forms. Finally, comparing
(3.20) with the lower bound (4.5) on A(Symd(Rn)) derived in the next section, we obtain
√

(n− 1)!√
2ddn−1

(

1 +O
(

1

d

))

≤ A(Symd(Rn)) ≤ 48

√

Γ
(n

2
+ 1
)

√

ln d

2dd
n
2
−1

(

1 +O
(

1

d

))

.

In particular, for a fixed n the two bounds differ by the factor Cnd
n
4

√
ln d, that grows not

faster than a polynomial in d.

4 Lower bounds

In the case of forms (equivalently, symmetric tensors) we provide seemingly new lower
bounds on the best rank-one approximation ratio (1.6), which are (when the degree d
is large enough compared to the dimension n) better than the trivial bound (1.7). In
particular, this implies validity of lower bounds in Theorem 1.2. For d > 2 it is shown
in [1, Cor. 1.8] that the inequality A(Symd(Rn)) > 1/

√
nd−1 = A(Rn), n = (n, . . . , n),

is strict when n = 4 or n = 8. Beyond this result we are not aware of any general lower
bounds on A(Symd(Kn)), that are different from the trivial bound (1.7).

The Bombieri-Weyl product (2.2) admits an integral representation

〈f, f ′〉 =

(

d+ n− 1

n− 1

)∫

S(Cn)
f(z)f ′(z) dS(Cn), f, f ′ ∈ Pd,n,

where dS(Cn) is the normalized volume form of the sphere S(Cn) so that Vol(S(Cn)) = 1.
In particular, bounding under the integral sign gives

‖f‖2 =

(

d+ n− 1

n− 1

)∫

S(Cn)
|f(z)|2 dS(Cn) ≤

(

d+ n− 1

n− 1

)

‖f‖2∞, f ∈ Pd,n. (4.1)

This yields the following lower bound on the best rank-one approximation ratio of the
space of complex symmetric tensors.

Proposition 4.1. For any d ≥ 1 and n ≥ 2

A(Symd(Cn)) ≥ max

{

(

d+ n− 1

n− 1

)−1/2

,
1√
nd−1

}

. (4.2)

Remark 4.2. For a fixed n the bound (4.2) is better than (1.7) when d is sufficiently large,

A(Symd(Cn)) ≥
(

d+ n− 1

n− 1

)−1/2

=
√

(n− 1)!

√

Γ(d+ 1)

Γ(d+ n)

=

√

(n− 1)!√
dn−1

(

1 +O

(

1

d

))

>>
1√
nd−1

, d→∞.
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Similar bounds can be derived for real forms. A result from [20] (see also [11, (17.5)])
asserts that the complex and the real uniform norms of f ∈ Pd,n are linked by

‖f‖∞,C = max
z∈S(Cn)

|f(z)| ≤
√
2
d

max
x∈S(Rn)

|f(x)| =
√
2
d‖f‖∞,R. (4.3)

Combining this with (4.1) gives

‖f‖2 ≤
(

d+ n− 1

n− 1

)

‖f‖2∞,C ≤ 2d
(

d+ n− 1

n− 1

)

‖f‖2∞,R, f ∈ Pd,n(R),

and hence we obtain the following bound on the best rank-one approximation ratio for
real symmetric tensors.

Proposition 4.3. For any d ≥ 1 and n ≥ 2,

A(Symd(Rn)) ≥ max

{

1
√
2
d

(

d+ n− 1

n− 1

)−1/2

,
1√
nd−1

}

. (4.4)

Remark 4.4. For a fixed n > 2 and a large d the bound (4.4) is still better than (1.7),

A(Symd(Rn)) ≥ 1
√
2
d

(

d+ n− 1

n− 1

)−1/2

=

√

(n− 1)!√
2d

√

Γ(d+ 1)

Γ(d+ n)

=

√

(n− 1)!√
2ddn−1

(

1 +O

(

1

d

))

>>
1√
nd−1

, d→∞.

(4.5)
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[15] T. Kühn and J. Peetre. Embedding constants of trilinear Schatten-von Neumann
classes. Proc. Est. Acad. Sci. Phys. Math., 55(3):174–181, 2006.

[16] Z. Li, Y. Nakatsukasa, T. Soma, and A. Uschmajew. On orthogonal tensors and best
rank-one approximation ratio. SIAM J. Matrix Anal. Appl., 39(1):400–425, 2018.

[17] Z. Li and Y. B. Zhao. On norm compression inequalities for partitioned block tensors.
Calcolo, 57(11), 2020.

[18] L. Qi. The best rank-one approximation ratio of a tensor space. SIAM J. Matrix
Anal. Appl., 32(2):430–442, 2011.

[19] L. Qi and Z. Luo. Tensor Analysis: Spectral Theory and Special Tensors. Society for
Industrial and Applied Mathematics, Philadelphia, PA, 2017.

[20] J. Siciak. Holomorphic continuation of harmonic functions. Ann. Polon. Math.,
29:67–73, 1974. Collection of articles dedicated to the memory of Tadeusz Waźewski.
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A Appendix

For the sake of completeness we include a proof of Proposition 3.1 and of the formula
(3.5). The latter is needed in the proof of Theorem 3.4.
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A.1 Proof of Proposition 3.1

The proof follows the lines of [24, Proposition 2.5.2]. We give a more detailed proof than
the one given in [5, Proposition 4.24].

We begin with the first statement. Fix λ > 0. Then Markov’s inequality implies that

P(|t| ≥ t) = P

(

eλ
2t2 ≥ eλ

2t2
)

≤ e−λ2t2
E eλ

2t2 .

Now, the Taylor expansion of the exponential function, standard facts from calculus and
our assumptions yield

E eλ
2t2 =

∞
∑

p=0

λ2p
E t 2p

p!
≤

∞
∑

p=0

(λ22pK2)p

p!
.

With λ = 1√
8K

we obtain that

P(|t| ≥ t) ≤ e−
t2

8K2

∞
∑

p=0

(p/4)p

p!
.

Now, by direct computation,
∑∞

p=0
(p/4)p

p! ≃ 1.5561 . . ., which proves the first assertion.
For the second statement, by [24, Lemma 1.2.1] we write

E |t|p =

∫ ∞

0
P(|t|p ≥ u) du =

∫ ∞

0
ptp−1

P(|t| ≥ t) dt.

The assumptions imply that for t ≥ K
√
2 lnC we have

P(|t| ≥ t) ≤ elnC− t2

K2 ≤ e−
t2

2K2 . (A.1)

Therefore,

E |t|p =

∫ K
√
2 lnC

0
ptp−1

P(|t| ≥ t) dt+

∫ ∞

K
√
2 lnC

ptp−1
P(|t| ≥ t) dt

≤ Kp(2 lnC)
p

2 +

∫ ∞

0
ptp−1e−

t2

2K2 dt

≤ Kp(2 lnC)
p

2 + pKp2
p

2
−1Γ

(p

2

)

,

where in the first integral we estimate P(|t| ≥ t) by 1 and to bound the second integral we
apply (A.1) and then extend the domain of the integration.

Using induction on p we bound p2
p

2
−1Γ(p/2) by (πp/2)

p

2 , which gives

E |t|p ≤ Kp

(

(2 lnC)
p

2 +
(πp

2

)
p
2

)

≤ Kp

(

(2 lnC)
p

2 +
(π

2

)
p
2

)

p
p

2 .

Finally, the claim follows from the inequality comparing the ℓp- and ℓ1-norms.
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A.2 Proof of (3.5)

Because of the “product”-like structure of � it is enough to consider the case d = 1,

� : Rn−1 → S
n−1

x 7→ 1
√

1 + ‖x‖22

(

1
x

)

,

and to prove

|detDx�| =
(

1 + ‖x‖22
)−n

2 , x ∈ R
n−1, (A.2)

where Dx� is written in some orthonormal bases of TxR
n−1 and T�(x)S

n−1.
We fix x 6= 0, as for x = 0 the claim follows by continuity. Let us consider an

orthonormal basis of TxR
n−1 given by

x

‖x‖2
,v1, . . . ,vn−2,

where v1, . . . ,vn−2 form a basis of the orthogonal complement of the line Rx ⊂ R
n−1.

Then vectors
1

√

1 + ‖x‖22

(

−‖x‖2
x/‖x‖2

)

,

(

0
v1

)

, . . . ,

(

0
vn−2

)

form an orthogonal basis of T�(x)S
n−1. A direct computation shows that

Dx�

(

x

‖x‖2

)

=
d

dt

∣

∣

∣

∣

t=0

�

(

x+ t
x

‖x‖2

)

=
d

dt

∣

∣

∣

∣

t=0

[

1
√

1 + ‖x‖22 + 2t‖x‖2 + t2

(

1
x+ t x

‖x‖2

)

]

=
1

1 + ‖x‖22
1

√

1 + ‖x‖22

(

−‖x‖2
x/‖x‖2

)

,

Dx� (vi) =
d

dt

∣

∣

∣

∣

t=0

�(x+ tvi) =
d

dt

∣

∣

∣

∣

t=0

[

1
√

1 + ‖x‖22 + t2

(

1
x+ tvi

)

]

=
1

√

1 + ‖x‖22

(

0
vi

)

, i = 1, . . . , n− 2.

Finally, the desired formula (A.2) follows from the fact that in the chosen orthonormal
bases of TxR

n−1 and T�(x)S
n−1 the differential Dx� is given by the matrix















1
1+‖x‖2

2

0
1√

1+‖x‖2
2

. . .

0 1√
1+‖x‖2

2















.
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