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Abstract We compared three techniques to specify 3D posi-
tions for collaborative augmented reality (AR) visualization.
AR Head-Mounted Displays allow multiple users to share
the same physical space, while keeping seamless social in-
teractions. Interactions being key parts of exploratory visual-
ization tasks, we adapted from the Virtual Reality literature
three distinct techniques to specify points in 3D space, such
as for placing annotations for which they cannot rely on ex-
isting data objects. We evaluated these techniques on their
accuracy and speed, the user’s subjective workload and pref-
erences, as well as their co-presence, mutual understanding,
and behavior in collaborative tasks. Our results suggest that
all the three techniques provide good mutual understanding
and co-presence among collaborators. They differ, however,
in the way users behave, their accuracy, and their speed.

Keywords AR · CSCW · 3D visualization · 3D point
specification

1 Introduction

Well-designed interaction is essential for exploratory 3D vi-
sualization tasks (Johnson, 2004; Keefe and Isenberg, 2013;
Rheingans, 2002; Tory and Möller, 2004) within immersive
analytics (Büschel et al., 2018; Marriott et al., 2018), includ-
ing the selection of Region-Of-Interests (ROIs) (Besançon
et al., 2019; Top et al., 2011; Yu et al., 2012, 2016), specific
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features (e. g., vector orientation) (Jackson et al., 2013; Sher-
bondy et al., 2005), and 3D positions (Besançon et al., 2017b;
Fu et al., 2010; Hinckley et al., 1994; Isenberg, 2016; Klein
et al., 2012; Yu et al., 2010). To select objects, systems gen-
erally propose pointing actions, e. g., via raycasting (Arge-
laguet and Andujar, 2013; Forsberg et al., 1996; Grossman
and Balakrishnan, 2006; Looser et al., 2007), or via direct
manipulation (Stoakley et al., 1995). In 3D data such as vol-
umes or point/line samples, however, raycasting techniques
are of limited use because there are no physical objects that
can serve as proxies to be intersected. Research on selection
in such dataset exist (Besançon et al., 2019; Hurter et al.,
2019; Yu et al., 2016) but focuses mostly on selecting ROIs
and does not use AR Head-Mounted Displays (AR-HMD).

Compared to ROIs, pointing at a 3D position allows users
to show this point to others, to probe its data (e. g., veloc-
ity, temperature), and to place objects at this location. These
objects can be annotations, which are important in visualiza-
tion systems (Czauderna et al., 2018; Harmon et al., 1996;
Springmeyer et al., 1992) and important in collaborative sys-
tems (Irlitti et al., 2016; Klapperstuck et al., 2016; Szalavári
et al., 1998). To study the efficiency of 3D point specification
techniques,1 we focus on whether users are (1) efficient with
them in solo tasks, and (2) if they understand what another
user is doing, as both are important in collaborative environ-
ments (Billinghurst et al., 2018). For example, students in
medicine should be able to specify the location of a tumor,
for which their teachers should be able to guide them.

AR-HMDs seem particularly suitable for such collabo-
rative exploratory tasks. First, they give each collaborator
a custom view adapted to their needs (e. g., (Nilsson et al.,
2009)). They also allow users to both see the workspace and
their collaborators without requiring active transitions be-

1 We use the term specification and not selection as we are interested
in arbitrary points inside the dataset that are not defined a priori as data
elements, in contrast to the selection of such well-defined points.
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(a) (b) (c)

Fig. 1: The three techniques we studied: (a) Manual, (b) AR-Go-Go, (c) World-In-Minature (WIM). In all cases we display a
red spherical 3D cursor (r = 2 cm) for participants to point to. As we study point specification in general, we use abstract
shapes as stand-ins for 3D data. Our participants can thus refer to these colored geometries and do not have to be familiar with
a particular type of data. The outline of the dataset turns white when the 3D cursor enters the dataset’s bounding box.

tween communication and analysis. Third, the perspective
stereoscopic view matches the human visual system which
gives a better feeling of depth perception and object size com-
pared to non-stereoscopic 2D screens (McIntire et al., 2014).
Even with these benefits, visualization in AR has not been
well studied, with only 36 papers published at IEEE ISMAR
(the main AR conference) from 1998 to 2018 discussing it,
i. e., ≈ 6.7% of the total number of papers published in that
venue during that period (Kim et al., 2018; Zhou et al., 2008).

Our contributions are threefold. First, we adapted and
implemented three Virtual Reality (VR) 3D selection tech-
niques to AR-HMD environments using Poupyrev et al.’s
taxonomy (1998) (Fig. 1). In the first users physically reach
into the data to specify 3D points. The second extends a ray
from the user’s chest to their dominant hand, with their sep-
arating distance controlling the position along the ray. The
third creates a proxy of the dataset, which acts for the origi-
nal. Second, we studied these techniques in a collaborative
setting using guidance tasks, in which participants specify 3D
points to measure their subjective co-presence and respective
understanding. Third, in another experiment, we evaluated
the techniques’ performance in non-collaborative AR work.
We report on participants’ behavior, performance, fatigue,
and the efficiency of the awareness cues they perceived.

2 Related Work

Our work relates to 3D point specification for 3D visualiza-
tion in AR collaborative systems.

2.1 Collaborative Systems

Workspace awareness (WA) is a major issue in collabora-
tive environments (Gutwin and Greenberg, 2002). Gutwin
and Greenberg (2002) defined WA as “the up-to-the-moment
understanding of another person’s interaction with the shared
workspace.” The user’s embodiment in a general way, work-
space artifacts, or conversational cues (e. g., speech, body lan-
guage) provide awareness cues. According to Milgram and
Kishino’s taxonomy (1994) and Benford et al.’s classification

(1998), AR is closer to the real than to the virtual world. In
AR, users thus have access to their traditional tools where
communication mostly relies on social protocols, with no par-
ticular need for embodiment and conversational cues—the
two most important cues according to Gutwin and Greenberg
(2002). Co-located AR setups tend to provide better aware-
ness among collaborators, yet there may not be enough of it.
Spaces relying on both virtual and real objects must be coher-
ent regarding these two object types. Since more literature
addresses interactive data visualization in VR than in AR, we
adapted existing VR interaction techniques to AR spaces if
they do not directly apply to the changed environment. For
example, we adjusted the Go-Go technique (Poupyrev et al.,
1996) by changing the arm extension (which would not be
aligned with reality) to a displayed 3D cursor.

Using AR-HMD, awareness significantly improves user
performance (Adcock et al., 2013; Gupta et al., 2016; Pi-
umsomboon et al., 2019a; Teo et al., 2018). Because of the
strong embodiment and conversational cues provided in syn-
chronous co-located setups, however, awareness has mostly
been studied in remote setups (Sereno et al., 2021). The only
work we found focusing on co-located 3D selection using
AR-HMDs as support is Oda and Feiner’s GARDEN system
(2012), which facilitates co-located 3D referencing in AR
based on the scene’s depth data. They studied both the roles
of indicator (the one pointing at objects) and recipient (the
one understanding the intended location).

2.2 3D Visualization

3D visualization is considered to require multi-disciplinary
work (Keefe, 2010). Its main purpose is to give users better
insight into their datasets, e. g., to compare their measured
data with theories or to better understand both in a coarse
and in a fine way their data. For better understanding, users
need to interact with these datasets, e. g., to change the visu-
alization parameters, select region-of-interests (ROIs) which
allow fine-grain analysis, or to anchor annotations (Keefe
and Isenberg, 2013) to record insights (Lenne et al., 2009)
such as annotating blood vessels aneurysms (Saalfeld et al.,
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2017). Such visualizations can happen in non-stereoscopic
virtual workspaces (e. g., on a 2D screen), in AR, or in VR.

Researchers investigated AR-HMD-based 3D visualiza-
tion using hybrid PC+AR-HMD systems (Bornik et al., 2006;
Wang et al., 2019), where most interactions are initiated
and/or controlled by traditional 2D interfaces. Wang et al.
(2019) showed that scientists prefer this kind of interface
which are close to what scientists currently use. Those hybrid
interfaces, however, do not encourage users to move around
their workspace, and do not merge the social and visualiza-
tion spaces. Yet this merger would be one of the main benefits
of using AR-HMDs for collaborative work. We argue that
replacing workstations by multi-touch tablets can solve these
issues, while still providing the familiar 2D interfaces.

Keefe and Isenberg (2013) showed why tangible and spa-
tial input, on which AR and VR systems usually rely, may
improve the visualization process, and discussed research
challenges for this input in 3D visualization. Navigation and
selection, e. g., are crucial in visualization software and scien-
tific workflows. Below we review such interaction techniques
related to our own work, in particular those used in VR.

2.2.1 VR-Based Selection Techniques

Because of the 3D and direct interaction nature of VR (Bruck-
ner et al., 2019), researchers intensively studied point and
region selection in this environment (Argelaguet and Andujar,
2013; Besançon et al., 2019). Most of these techniques rely
on geometry or ray casting metaphors to allow users to reach
far targets (Argelaguet and Andujar, 2013; Besançon et al.,
2019). Techniques relying on geometries such as cubes and
spheres cannot specify points due to their volumetric nature.
Pure ray casting metaphors are also not applicable in our
context as they rely on intersections with physical geometries
which do not exist in many 3D datasets such as volumetric
data (Besançon et al., 2019; Yu et al., 2012).

Work addressing occlusion in dense environments may
also apply to 3D point specification, in particular methods
that enhance ray casting with an additional degree of free-
dom (DoF) such as a movable cursor (Baloup et al., 2019;
Grossman and Balakrishnan, 2006; Ro et al., 2017; Rosa
and Nagel, 2010). This additional DoF allows users to se-
lect an object in space and, while being categorized as ray
casting, they are closer to the remote virtual hand metaphor
such as Poupyrev et al.’s Go-Go technique (1996). We can,
for instance, define a ray from the user’s chest to their hand
and beyond, enhanced with a 3D cursor that is controlled
by the distance between the user’s chest and hand, to target
3D points. Compared to other ray+cursor metaphors, this
adaptation of the Go-Go technique does not need external
interactive devices to determine the position of the cursor
along the ray. It then seems suitable for AR-HMD systems.

Ray+cursor techniques, however, are limited to big and

close areas as the orientational jitter amplified by the ray
cannot benefit from conflict-free algorithms (e. g., the Bubble
Cursor (Grossman and Balakrishnan, 2005)) or by adapting
the radius of the cursor (Rosa and Nagel, 2010) depending
on its location, as there is no well defined target in our case.

2.2.2 Multi-touch device-based Selection Techniques

AR-HMDs are limited to mid-air gestures (which causes fa-
tigue (Hincapié-Ramos et al., 2014)), speech, and eye-based
interactions. They can, however, be coupled with hand-held
devices as users with AR-HMDs still perceive the real-world,
in contrast to VR. Such devices provide various input modal-
ities (see also Surale et al.’s design space (2019)). For in-
stance, the 2D interface facilitates the opening of datasets
and 2D annotation sketching. They also facilitate touch input
for 3D ROIs selections such as SpaceCast (Yu et al., 2016),
which combines 2D input and the density of a volume to infer
the ROI intended for selection, or TangibleBrush (Besançon
et al., 2019) which relies on a position-aware tablet to extrude
a lasso drawn on the tablet into 3D space. Their touch display
also allow users to specify 3D points using, e. g., the Balloon
technique (Benko and Feiner, 2007; Daiber et al., 2012).

For collaboration, however, non-tangible tablets may not
allow other co-workers to be aware of actions because they
cannot see this personal screen. Moreover, interaction based
on motions may be physically too demanding because users
are forced to hold the device in specific positions. We thus
decided to focus on the AR capabilities to provide direct ma-
nipulations in the real-world using hands instead of tracked
devices or non-versatile techniques.

3 Motivation

We begin by explaining our design decisions, which we later
investigated in our experiments.

3.1 Three Interaction Techniques for Point Specification

We wanted to study 3D point specification techniques in AR-
HMDs collaborative contexts. Since most direct manipulation
techniques in VR rely on hand manipulations (with special
controllers for the Oculus Rift or the HTC Vive VR-HMDs)
and because the VR literature is more mature than the AR
literature regarding interaction techniques, we chose from
the VR literature three state-of-the-art 3D interaction tech-
niques using hands as primary input to cover all of Poupyrev
et al.’s taxonomy (Fig. 2). We aimed, with this approach, to
understand the effects of most techniques in collaborative
contexts by studying three techniques which represent the
whole taxonomy. Since pure ray casting techniques do not
support 3D point specification in our setup, we ignored that
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part of the taxonomy and selected from the hand metaphors
part (e. g., Poupyrev et al., 1996) and exocentric techniques
(e. g., Pierce et al., 1999; Stoakley et al., 1995). Poupyrev
et al.’s taxonomy (1998), however, does not consider the tech-
niques’ reach. Users can indeed virtually reach any object in
VR setups with their hands (e. g., Poupyrev et al., 1996), no
matter if they are within arm’s reach or not. Because in AR
we cannot occlude the user’s real arm, we extended Poupyrev
et al.’s taxonomy to consider the proximity of objects of inter-
est (remote or within arm’s reach) and decided to implement
two virtual hand techniques (one with remote and one with
local targets) as well as an exocentric interaction technique.

While we focus on co-located contexts, we hypothe-
size that direct manipulations (virtual hand metaphor—non-
remote) may not always be suitable. Indeed, by manipulat-
ing the public view, one user may physically occlude the
workspace to others, or several users may want to reach the
same point in space, introducing conflicts. Remote interac-
tions may resolve these issues. We summarize our choices in
Fig. 2 and show our techniques schematically in Fig. 3.

3.2 Scenarios

We want to determine the techniques that work best in col-
laborative scenarios. We identified particularly the three fol-
lowing ones: (1) a solo task where the user works alone, (2)
a collaborative task where collaborators work on the same
object, and (3) a collaborative task where collaborators are
working in parallel with two distinct regions of the environ-
ment. We foresee, moreover, that users should be able to
do more than only specifying points in a dataset, e. g., they
also may need to manipulate it in the 3D space, select ROIs,
and add annotations. Finally, in such collaborative contexts,
users should be able to move freely. We believe that adding a
general-purpose device like a multi-touch tablet may solve
these requirements, which we included in our setup to be as
closed as possible to a real use-case. Studying these three
scenarios in one study would, however, be cumbersome due
to the limited time participants can focus their attention (≈ 1
hour). We thus focused on only the two first scenarios and
give hypotheses regarding parallel tasks based on the results
gathered from these two scenarios. To study these scenarios,
we created a collaborative system which we present next.

4 Implementation

Our collaborative system uses multiple Microsoft HoloLens
(1st gen.). Their software relies on Unity 2019/C# .Net, and
multiple homemade C++ plugins, including one relying on
OpenCV. In addition, each user uses a tablet (Samsung’s
Galaxy Tab S4 with Android 9) to ultimately be able to pro-
vide rich input in a 3D data analysis system. The tablet’s

Egocentric World in Miniature (WIM)

Exocentric
Virtual Hand Metaphor

Virtual Ray Metaphor

Remote
Non-remote

AR Go-Go
Manual

Inapplicable

Fig. 2: Summary of our techniques’ choice to cover an ex-
tended version of Poupyrev et al.’s taxonomy (1998).

software relies on Android NDK/SDK. In the more complete
software we are developing, we use the tablets to handle the
views and the datasets, e. g., opening/closing, 3D transforma-
tions, filtering, entering texts. In our experiments, we used
them to control the tasks. To be able to support two or more
collaborators, we implemented a client-server system that
connects the HMDs and tablets via WiFi. The server runs on
a Linux distribution (ArchLinux, kernel v5.0.11, i5-7300HQ,
6 GB RAM) which handles the communication between all
the devices and logs all received and sent network messages.
We wrote the server software from scratch using C++ and
the associated UNIX API. We based the communication on
TCP/IP with a custom communication format that is energy-
efficient w.r.t. the computation each device has complete
to parse the messages. We provide the server software and
links to other parts of the system at https://github.com/
MickaelSERENO/SciVis_Server/tree/CHI2020.

Using the HoloLens’ API, the first connected HMD sends
the room’s data to the server, which relays it to the other
HMDs to create a shared coordinate system. Meanwhile,
each HMD displays an IP address that users must enter on
their respective tablet to pair the devices. During pairing,
each user selects their handedness. After pairing, the tablet
loads the system’s status (e. g., opened datasets, created anno-
tations). Each HMD sends, at each frame update (≈ 60 Hz),
its status (position, orientation, interaction technique data)
to the server. The server dispatches this data to all clients at
≈ 20 Hz, depending on the network connection quality and
the time each client has to parse the TCP/IP packets. We
choose this frequency to provide a fluid experience, while
avoiding too much computational overhead for all clients.

Next, we describe the techniques we chose and imple-
mented (see also Fig. 1 and 3). Based on our discussion of
related work, we implemented an exocentric and two virtual
hand metaphor techniques (one scale 1:1 and one remote
interaction technique). These techniques rely on the 3D posi-
tion of the user’s dominant hand. All techniques display a 3D
cursor (radius=2 cm) representing the currently highlighted
position. Since this feedback is impossible for every hand
shape with the hand tracker of the HoloLens’ API (version:
MRTK RC1), we implemented a custom computer vision
tracking algorithm on top of OpenCV. We analyze one of
the HoloLens’ depth camera streams that we access via the
Microsoft’s Media Foundation API in “research mode.” To
validate a position, the user performs a “Tap” gesture, which
the HoloLens’ API natively recognizes. This gesture is com-

https://github.com/MickaelSERENO/SciVis_Server/tree/CHI2020
https://github.com/MickaelSERENO/SciVis_Server/tree/CHI2020


Point Specification in Collaborative Visualization for 3D Scalar Fields Using Augmented Reality 5

(a) Manual. (b) AR-GoGo. (c) World in Miniature (WIM).

Fig. 3: Sketches of the representative techniques we selected. See Fig. 1 for screenshots of their respective implementations.

patible with our hand detection but generates a small shift
(called the Heisenberg effect (Bowman et al., 2001)) in the
detected hand position due to the change of the hand shape
and the shaking created by the muscles. After further analy-
sis, we found that the shift is higher in the native API than in
our custom algorithm, but without removing it. To reduce this
effect, we applied an exponential low-pass filter (α = 0.3)
to the position input. Participants in our study did not report
any issue (such as latency) regarding the filtering.

We did not use another tracking solution such as data
gloves or external tracking system because we expect that
such AR collaborative systems should be portable with low
maintenance to be adopted by scientists, as also argued by
Wang et al. (2019) and Issartel et al. (2016). Current stan-
dalone HMDs, including VR (e. g., Oculus Quest) and AR
(e. g., Microsoft’s HoloLens 2nd gen.) HMDs, show a ten-
dency of using visual tracking based on RGB-D cameras.
The technology is mature enough to be used, thus we do
not foresee that other types of sensors would be used for
public devices in the near future: markerless trackers are
faster to deploy by not needing active calibration and specific
cumbersome external devices.

4.1 Manual technique

In the Manual technique (Fig. 1(a), 3(a)), a user must phys-
ically reach the position of interest—a local virtual hand
metaphor. We display a small red sphere near the user’s
thumb that acts as a 3D cursor, visible by all co-workers.
We use an approximate thumb position because we think
it is more comfortable than using the tracked palm posi-
tion. To test our intuition, we ran a small pilot study with
8 volunteers from our lab (4 females, 4 males; 3 using the
HoloLens daily) and asked them to place ten 3D objects in
an empty space with both modes. We found that four people
strongly agreed and three agreed that they preferred using
the estimated thumb position, compared to the accurate palm
position. Only one person preferred the palm mode because
of its accuracy, the ball not representing an extension of his
hand in thumb mode. When looking at Bruder et al.’s study
(2013), users tend to be more accurate when a small offset
is applied, at the cost of speed. We prefer, however, to em-

phasize accuracy over speed due the tracking system relying
on image processing and, hence, being subject to noise and
because 3D data visualization usually requires high accuracy.

We heuristically compute a thumb position by taking the
palm position and translating it by 6 cm to the left (or to
the right for left-handed users), 3 cm to the top, and 11 cm
forward. The left and forward axes are first defined in the user-
centric coordinate system (i. e., head orientation) and then
projected onto the horizontal plane. We derived this transla-
tion in another pilot study and it corresponds approximately
to the thumb position when a user is in the HoloLens API’s
“ready” state. However, this design suffers from the noise in
the user’s head orientation since we use this orientation to
determine the forward and left axis. This noise is comparable
to the noise of the head-gaze interaction technique (as both
are based on the head orientation) and it has a low impact as
we only re-orient a small vector (i. e., magnitude < 13 cm).

We did not use a Leap Motion for two reasons. First, users
need to move, so adding a device that requires to be wired to
a computer is highly inconvenient. Other solutions such as
a separate Raspberry Pi would decrease the portability and
thus would create new limitations (Issartel et al., 2016). Sec-
ond, the Leap Motion also does not provide accurate finger
detection due to occlusion and low pixels count for the fin-
gertips. Consequently, hand-tracking without finger-tracking
provides us with more stability as there are more pixels in the
depth image. Moreover, the small mismatch between the true
and the heuristic finger position did not bother participants
during our pilots or during the experiments.

4.2 AR Go-Go interaction technique

The AR Go-Go technique (Fig. 1(b), 3(b)) allows users to
remotely specify points using a virtual hand metaphor. We
cast a ray from the user’s chest that follows their dominant
hand and place a 3D cursor along the ray, both being shown
to all users. We compute the 3D cursor distance as

d = 13.0×|(hand− (head+(0,−0.15,0))|−0.20) (in m) .

With this formula we determine the chest position as being
15 cm below the head position for comfortable ray steering.
We then determine the absolute distance between the chest
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and the hand position and set the ray origin (i. e., where the
cursor overlaps the user’s hand) to be 0.20×13.0

12.0 ≈ 0.21 m
forward, which roughly corresponds to the distance where
users can clearly see their hands and we can reliably track
them using the depth camera. We use an application- or
environment-dependent gain factor of 13.0 to determine the
final 3D cursor position. This gain factor trades-off the noise
amplification with the reachable distance which is about 8 m
for a chest–hand distance of 80 cm with our applied off-
set and gain factor. This 8 m reachable distance justifies its
remote nature. Compared to the original Go-Go technique
(Poupyrev et al., 1996), we did not want to use a progressive
gain-factor because we want users to be accurate regardless
of the distance between the user and the position of interest
(see Bowman et al.’s results Bowman et al. (1999)), because
a 8 m distance is typically sufficient for in-door AR appli-
cations, and because we want to compare it to local hand
metaphors. Moreover, due to its remote nature, it would not
have made sense to apply the “finger” offset as we did in
Manual. Thus, we did not apply an offset in AR Go-Go on
the hand 3D position. Also, compared to the original Go-Go
technique, our virtual hand metaphor does not suffer from the
users seeing their real hands, because we use a ray+cursor
representation instead of an arm extension representation.

As Looser et al. (2007) showed with a Wiimote for ray
casting, the noise is more perceivable in this technique than
in Manual, as we convert a positional jitter to an orientational
jitter. It is well known, however, that ray casting is not well
suited for selecting small objects/regions at a great distance
(Forsberg et al., 1996; Poupyrev et al., 1998). The perceived
noise is also affected by the head position noise used to
determine the chest position. To limit all these effects, we
applied an exponential filter (α = 0.3) on the target location
in addition to the already filtered hand position.

4.3 World In Miniature (WIM)

The WIM technique (Fig. 1(c), 3(c)) creates a copy of the
dataset placed in front of the user as an exocentric metaphor.
For this purpose, we place the copy 45 cm away and 15 cm
below of the HMD’s position and resize it to be at most 25 cm
in its longest axis. We used these values to maximize the copy
size under the constraint of selecting any point in the WIM,
without walking, while seeing the entire WIM through the
HMD. This copy cannot be modified (e. g., no translation,
rotation, scaling, or visual changes); it only serves as an
interaction proxy. We use the same orientation for the copy
as in the original, allowing co-workers to communicate using
normal language (e. g., left, forward). We then display the 3D
cursor both near the user’s thumb (as in Manual) and inside
the original dataset at the corresponding local position. Both
cursors have the same radius (2 cm). We show both the data
copy and the two cursors to all collaborators, providing them

cues about all the collaborator’s actions and the intended 3D
position in the local space of both the WIM and the original.

5 User Study

We designed a within-subject study to measure the perfor-
mance of the three chosen techniques, which we consider to
be different enough to discuss the usability of the metaphors.
Because replicating real scenarios is complicated due to
knowledge barriers, in a first experiment we created a pair
guidance task done using a simple scene to measure the col-
laborative aspects of the techniques. These tasks both rely
on the “actor” performing the task and the “guider” who
has more knwoledge. In our study, a guider is someone who
knows the target position and guides the actor to it. The ad-
vantages of this setup are that (1) our study does not rely on
visualization features (we thus reduce the bias) and (2) we
do not need participants to understand specific datasets to
be able to specify 3D locations, while still forcing them to
collaborate based on the visual feedback these techniques
provide. Such guidance tasks were used in the past to mea-
sure the efficiency of awareness cues (e. g., Lee et al., 2018).
While we did not expect usual collaborative scenarios relying
on guidance except for teaching, such tasks allow us to see
how users can communicate, use, and, hence, understand the
awareness cues. Moreover, our motivation is interactive 3D
visualization such as voxel datasets rendered volumetrically.
One main task in this domain is the definition of transfer func-
tions that modify the transparency of cells such that users see
the needed properties (e. g., bones and organs in medicine,
hurricane features in meteorology). Then, scenarios where oc-
clusions are an issues should be rare. Our sample dataset thus
seems suitable to represent such cases, without participants
actually needing to understand these sciences. Finally, we are
not aware of prior work which compared these techniques
in AR and VR contexts. We thus also discuss performance
results for all techniques based on a second experiment.

5.1 Hypotheses

Our goal was to measure the performance and the collabora-
tive metrics of each interaction technique mentioned previ-
ously. Based on a pilot study we carried out to test the system
ourselves, we aimed to test the following six hypotheses:
H1 AR Go-Go is the slowest and least accurate technique

because ray metaphors are bad at accurate positioning at
great distances, which then require time to adjust,

H2 Manual is preferred in general due to the accuracy and
speed of manual interaction,

H3 WIM is the fastest technique as users can interact, similar
to Manual, without the need to physically move toward
(or into) the dataset,
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Fig. 4: Interface to start annotation anchoring (via green
“+” button). Users can select which technique to use during
training using additional menus (top-right menu icon).

H4 Manual provides the best co-presence/mutual under-
standing as the users face each other,

H5 Manual is the most accurate technique since the origi-
nal dataset is larger than its WIM version and since H1
hypothesizes that AR Go-Go is the least accurate, and

H6 AR Go-Go supports collaboration best because the ray
displayed to all users may support better directional cues;
e. g., the meaning of expressions such as “forward.”

5.2 Common Design

For both experiments, we asked participants to anchor anno-
tations using the mentioned interaction techniques and the
provided touch tablet. We asked participants to anchor the an-
notations in a 50 cm × 50 cm × 50 cm dataset that comprised
simple colored geometries (cubes, spheres, and cylinders).
While the tablet was not mandatory for such experiment, we
do not foresee that scientists will explore 3D datasets using
only AR-HMDs; see Wang et al.’s study (2019) regarding
the use of a hybrid interface for particle physics scientists
and Bornik et al.’s work (2006) for 3D liver segmentation in
medicine. Our setup then closely matches a realistic setup
where the touch tablet is used as a 2D interface for usual in-
teraction, while ensuring mobility compared to workstations.

To start the HMD-based annotation anchoring, partici-
pants tapped the “+” button on the tablet, next to the dataset
label (Fig. 4). We thus clearly separated the annotation place-
ment from normal tracking. Once the annotation was an-
chored using the chosen technique, we rendered a small yel-
low 3D star at that location in AR space for all collaborators
and stopped the hand tracking. As a constraint in every con-
dition, we asked participants to start the anchoring process
at least 1.5 m away from the center of the dataset (they can
then move if needed), forcing them to move in the Manual

Manual WIM Go-Go
study 1 (2;1) (4;2) (3;2)
study 2 (5;5) (6;3) (5;4)

Table 1: Number of (accuracy;speed) data points discarded
per technique per study. Each condition comprises 192 trials.

condition. We represented this radius with 4 markers on the
floor, one for each direction. This constraint models normal
sessions in which users will not always stay near the dataset
as they occasionally need to get a global overview of the
environment. Without this constraint, the Manual condition
would not require participants to physically move around the
room, which may bias the results compared to real use-cases.

Each participant experienced all interaction techniques.
We counter-balanced the technique order with a 3 × 3 cyclic
Latin square. Each participant used, for every trial, a position
from his/her assigned pre-generated pool to reduce learning
effects. We reused both pools for all participant pairs. Each
pool contained eight 3D positions, determined by a uniform
random generator and rejecting points inside the colored
shapes. Values ranged from –0.5 to +0.5 along the x-, y- and
z-axes, defined in the dataset’s local coordinates. We recom-
puted the target position order at the start of each condition
using a uniform random generator, without replacement.

Participants could take a break at the end of each condi-
tion in both experiments. To end the break, we asked both par-
ticipants to tap on the corresponding button on their tablets.

5.3 Data analysis and pre-registration

Study data is often analyzed with Null Hypothesis Signifi-
cance Testing (NHST) and methods such as ANalysis Of VA-
riance (ANOVA). Yet we accept the criticism of NHST-based
data analysis (Amrhein et al., 2018, 2019; Dragicevic et al.,
2014; Gigerenzer, 2018; McShane and Gal, 2017; Valentine
et al., 2015) which often results in dichotomous conclusions
(Besançon and Dragicevic, 2019; Helske et al., 2021), which
in turn can hinder the robustness of findings and push for
questionable research practices—both of these increasing
the risk of a replication crisis (Amrhein et al., 2019; Cock-
burn et al., 2020). We follow current APA recommendations
(VandenBos, 2009) and report our results using estimation
techniques with effect sizes and confidence intervals (CIs)
instead of p-values, which users can still “infer[ence] by eye”
(Krzywinski and Altman, 2013). The effect sizes refer to our
measured means and not to standardized effect sizes (Coe,
2002), whose reporting can be problematic (Baguley, 2009).
We interpret our effect sizes and CIs as providing different
degrees of evidence about the population mean (Besançon
and Dragicevic, 2019; Cumming, 2014; Dragicevic, 2016)
and thus avoid words such as ‘significant,’ we rather adapt
our language to our results Besançon et al. (2021).
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We pre-registered our experiments at osf.io/43j9g,
following current best practices (Cockburn et al., 2018, 2020),
and we provide the current scripts and our gathered data at
osf.io/7a6yr. We modified the pre-registered scripts to
correct for logical errors. We also removed miss-clicks per-
formed by users, i. e., detection of false-positive gestures
which users reported during the sessions. We noted the users’
respective trials and removed these from our statistical analy-
sis, resulting in six discarded trials. After further analysis, we
replaced the arithmetic mean with the geometric mean for all
pair-wise comparison ratios, as it came to our attention that
the geometric mean is a more adequate measure of central
tendency for ratios (Fleming and Wallace, 1986). Although
we pre-registered our analysis without outlier removal, the
noisy data obtained from our sensors due to image-processing
tracking led us to question if our results would also hold if
we remove outliers for the speed and accuracy metrics. We
define outliers as values being distant of the mean by more
than three times the standard deviation. We summarize the
numbers of discarded values in Table 1. Except for speed
and ranking analysis, we represent all statistical results us-
ing a 95% Bootstrap CI (BCA method). Finally, we also
video-recorded every session for exploratory analysis.

Finally, we asked participants to rate their familiarity with
immersive HMDs on a 5-point Likert scale (separately for
AR and VR, from “never used” (1) to “daily use” (5)) and the
subjective accuracy of the hand tracking on a 7-point Likert
scale. We also asked them for comments and to rank each
technique (best: 1) w.r.t. co-presence, message understanding,
accuracy, speed, parallel tasks, and overall ranking.

5.4 Participants

A total of 12 pairs of participants (6 females, mean age=28.4,
median=25.0, SD=7.37, range=23–56) completed our ex-
periments as we pre-registered. 23 participants were right-
handed. 22 participants were students or researchers in com-
puter science. Users reported their VR usage (mean=2.2,
median=2, SD=0.9, range=1–4), AR usage (mean=2.5, me-
dian=2, SD=1.1, range= 1–5), and the hand tracking subjec-
tive accuracy (mean=4.1, median=5, SD=1.4, range=1–6).
We denote each pair as Pi, i ∈ [0,11]; for each of these we
denote participants as either ID 0 or ID 1; so overall we refer
to Pi j, j ∈ [0,1]. Overall, we repeat the 3 × 3 Latin square we
used to counter-balance our techniques 12/3 = 4 times. This
gives us enough data to perform statistical data analyses.

5.5 First Experiment – Collaborative Tasks

The purpose of the first experiment was to measure the effi-
ciency of awareness cues perceived by users in collaboration.
For that, we used a guidance task which we explain next.

5.5.1 Procedure

We first welcomed the participants and asked them to read
and sign the consent and media-release forms. The experi-
menter then explained them the overall context of our work.
Next, to ensure a comparable setup, he used experimenter-
only functions on the tablets to place and orient the dataset
correctly in the physical space for participants to move around
it with ease. Each participant then put on a Microsoft’s
HoloLens 1st gen. and took a Samsung Galaxy Tab S4. The
experimenter then explained the three interaction techniques
and the overall system. For the purpose of the study, we used
the previously mentioned 50 × 50 × 50 cm3 dataset.

Training. We began with a training session for partic-
ipants to test all the techniques and anchor as many anno-
tations as they wanted. The experimenter explained each
technique and asked participants to anchor multiple annota-
tions, until they felt comfortable. At the end of the training
session, we launched the first part of the study.

Tasks. In each condition, we asked each participant to
anchor eight annotations, resulting in 16 trials per condition
per pair. For each trial, one participant saw where the anno-
tation should be anchored as a transparent star as a proxy
position for structures that users would mentally target in a
real dataset, e. g., the eye of a hurricane. Because in reality
such explicit object may not exist and certainly is not known
a priori, we did not highlight it when the 3D cursor was
near the location. We then asked this participant to guide
his/her partner to the marked location, as accurately as pos-
sible. Once anchored, we displayed a star annotation at the
specified location for 2 seconds to both participants as visual
feedback, before launching the next trial and switching the
participants’ roles. At the end of this first experiment, we pro-
posed a break and asked participants to fill a questionnaire.

We purposefully did not instruct participants on how to
interact with each other to see how they would intuitively
collaborate in realistic scenarios for each technique. Here we
thus focused on people’s behavior, while we measured each
technique’s performance in our second experiment.

Questionnaire. We asked participants to rate, on a 7-
point Likert scale, their perceived co-presence and message
understanding, which we took from Harms and Biocca’s
(2004) Networked Minds Measure of Social Presence ques-
tionnaire. We were inspired by related studies, e. g., by Pium-
somboon et al. (2019b) and Lee et al. (2018) who also used a
subset of the proposed six metrics. We averaged the results
of all questions per factor item to get one metric per factor,
considering positive and negative questions.

5.5.2 Pre-registered Results

We now present the planned analysis results of this first ex-
periment. Our graphs include CIs with and without outliers.

https://osf.io/43j9g
https://osf.io/7a6yr
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We found that our pairwise comparison results show simi-
lar patterns for both cases. We will use by default the CIs
computed without outliers during the discussion.

Accuracy. Fig. 5a shows the distance error per technique
and pair-wise comparisons for all the three techniques. We
computed the values in the dataset’s local coordinate system,

which means that a physical 2 cm accuracy in the WIM tech-
nique is reported as a 4 cm accuracy because copies were
halved. We see strong evidence for Manual being better than
Go-Go but the overlap of CIs between Manual and WIM as
well as WIM and Go-Go do not reveal a difference between
these techniques. When inspecting the pair-wise ratios, how-
ever, the CIs reveal additional strong evidence. We see that
Manual is about 1.5 × as accurate as WIM and about 2.5 × as
accurate as Go-Go. WIM is a bit less than 2 × as accurate as
Go-Go. These results then support H1 and H5.

Task Completion Time. We analyzed log-transformed
measurements to correct for positive skewness and present
anti-logged results, a standard data analysis process (Sauro
and Lewis, 2010) commonly used in HCI (e. g., (Besançon
et al., 2017a; Jansen et al., 2013; Le Goc et al., 2016; Yu
et al., 2016)). We thus computed geometric means (Fig. 6).2

The participant starts the timer by pressing the “+” button
and ends it when he/she anchors the annotation. Re-pressing
the “+” button restarts the timer, which allows the experiment
to resolve issues just-in-time. Indeed, because a participant
needs both hands to restart the timer (one hand to hold the
tablet, and one hand to press the button), the whole phase of

2 While an arithmetic mean is based on the sum of a set of values, a
geometric mean uses the product of the values. It dampens the effect of
potential extreme completion times, otherwise these could have biased
an arithmetic mean. We plotted results and pair-wise ratios in Fig. 6a.
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Fig. 9: Ranking counting results: (a) co-presence, (b) message understanding, (c) parallelism, (d) speed, (e) accuracy, and (f)
general. 1 is best.

refinement, the longest phase, needs to be redone from the
beginning, which preserves the validity of our speed results.
Fig. 6 shows no evidence that one technique may be faster
than another one. This contradicts H1 and H3.

Co-Presence and Message Understanding. Fig. 7 shows
the subjective co-presence and message understanding met-
rics measured at the end of the first experiment. For all tech-
niques, values ranged from 4 to 7 (values below 5: AR Go-Go:
n = 3, WIM: n = 6 and Manual: n = 2) on a 7-point Likert
scale. We see weak evidence that users feel more present in
Manual than in WIM. We find no evidence that WIM and Man-
ual would differ from AR Go-Go at supporting co-presence.
We see weak evidence that users understand their partner
better with Manual than with AR Go-Go. We do not see dif-
ferences, however, between WIM and Manual, and between
WIM and AR Go-Go, which could be seen as contradicting
H4. Nonetheless, the ranking questionnaire shows different
results regarding these metrics, with Manual providing the
most co-presence and best supporting mutual understanding.

5.5.3 Exploratory Results

Through the media recordings, we extracted behavior patterns
in an exploratory way. We watched all video recordings, and
now report and discuss the extracted results.

First, framing the dataset inside a cube (Fig. 1) allowed
participants to use the edges and faces to support their in-
structions (e. g., “near the top”). These references were used
a lot during our experiment by all participants, in addition
to the available geometries. These observations confirm the
usefulness of 3D windows (Schmalstieg et al., 2002) because
concepts such as ceiling and wall exist for virtually every
visualization. We also observed P0–90,1 to often go back to
a particular place, after completing their trials as actors in
the remote conditions (AR Go-Go and WIM). In most trials,
actors started the interaction before being instructed by the
guider, which may have affected the computed speed.

Manual is the most direct method, i. e., there is no artifact
between the object of interest and the interaction. Here, par-
ticipants generally used the actor’s local coordinate system
(left–right, up–down, forward–backward). They sometimes

added their body as a direction, using cues such as “towards
me” or using pointing directions such as “this way” (point-
ing to the right). With this technique, participants tended
to use “here” cues by pointing to the correct location with
their fingers, fingers that they took back because of tracking
interferences. Those interferences are inevitable when using
markerless tracking system, on which standalone HMDs such
as Microsoft’s HoloLens and the Oculus Quest rely—they
cannot determine which hand belongs to whom. Due to these
tracking interferences, P61 created a “v” sign using two fin-
gers to show the target location. To be as accurate as possible,
P01 grabbed his partner’s hand for one trial, using it as a
remote controller to adjust the position correctly. In contrast,
P2 seemed reluctant about using deictic communication and
instead relied on voice instructions only. We also saw some
participants (P41, P81, P90) staying behind their partner. P41
said that he preferred staying behind his partner, as opposed
to being in front, to keep the “left” and “right” directions the
same for both users, even if it interfered with the tracking
system due to the proximity of both users’ hands. Except
for occasionally confusing “left” with “right,” we did not
observe any ambiguity for any participant.

In our study, we forced participants to start the interaction
at 1.5 m away from the dataset, which confused some partic-
ipants who did not see any visual feedback when pressing
the “+” button within that radius. We then reminded them
about this minimal distance and to repress the “+” button for
resetting the timer. Even with this reset, this design may have
affected some results (e. g., frustration metrics).

AR Go-Go allows users to communicate about the same
object without standing near each other. While it facilitates
hand tracking, it also provides better deictic and gestural com-
munication in the guidance task as P70 pointed out. Except
for P2, all participants pointed at positions with their fin-
gers and used non-verbal gestures as cues (e. g., gestures for
moving to the left and right directions). In addition, P4 used
mostly gestural communication and nearby geometries, and
P11 guided their partner with their palms, instead of using
fingers. By manipulating a remote object, however, occlusion
problems could appear, which P1 confirmed by asking his
partner to physically move to a location with better visibility.
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Except for P4 and P8, participants used the ray of the
AR Go-Go as a support for forward and backward directions,
instead of the actor’s local coordinate system. P4 and P8
just pointed to the location and gave directions using the
provided geometries. AR Go-Go allows users to adjust the
ray orientation (2 DoFs) and then the depth position along
this ray (1 DoF). Because both users use the same object
of interest (i. e., the guider can point at the original dataset,
while the actor performs the task), the actor can align the ray
with the target or the guider’s finger. We then saw P10 (actor)
asking multiple times to his partner if his ray is aligned with
the target, and P11 (guider) asked his partner to align the ray
with his finger, before adjusting the depth and notifying his
partner when the trajectory was correct. P60 suggested to his
partner to first manage the orientation before managing the
depth position. All these observations support H6.

However, hand movements are amplified, hence covering
a larger area compared to the Manual technique. Participants
thus tended to say a lot “yes” followed by “no” to specify
that the position was correct during the whole action. While
showing first an accuracy limitation, it allows users to get
a coarse impression of the target position, before refining
their input. This “amplification”, however, creates a notice-
able Heisenberg effect when clicking, which frustrated the
participants a lot. It is also known that mid-air hand gestures
lack stability, in addition to this perceived shift during the
movement (Argelaguet and Andujar, 2013).

In the WIM condition, participants needed several trials
to understand that they can guide their partner using the copy,
in addition of the original dataset. This introduces a delay
which might contradict H3, as reported in Sec. 5.5.2. P00,
P10,1, P41, and P60, when helping their partner, first looked
at and guided the partner through the original dataset, before
focusing on the copy. This may be due to the original dataset
always being visible, compared to the copy that has to be
summoned. Its sudden disappearance may also be uncomfort-
able, as pointed out by P5 who wanted to have more time to
check the results. P1 and P5 reported that, sometimes, they
did not have time to check the results.

When working only on the copy, participants tended to
work similarly to the Manual technique. P90 and P111 asked
if they can interact with the original in the solo tasks for better
accuracy, instead of with its copy. P80,1, at one point, just
forgot about the original dataset, not looking at it anymore.
They summoned the copy and worked only on it, without
paying attention to the rest of the environment. P11, P100,1,
P110 did the same in the solo tasks. This specific behavior
made WIM and Manual similar, which might explain why
results reported in Sec. 5.5.2 may contradict H4.

P00,1, P60,1, P91, and P101 just used only the original
dataset after few trials. They reported that the existence of
two coordinate systems (one per HMD) was too obvious
when manipulating the copy and that the 3D cursor was too

big to be accurate. The original dataset, in comparison, is
bigger and the hand tracking is not disturbed by the guider’s
pointing. When users looked at the original and not its copy,
one may assume that users lose the directions axis (e. g., the
left axis). However, guiders managed to guide their partners
using these directions in an efficient way and without am-
biguity, saying sometimes “closer to me.” Strangely, P11
performed half the trials using the original (sometimes start-
ing with the copy and then heading toward the original) and
the remaining trials only using the copy. Participants some-
times looked at both dataset copies simultaneously, which
can be confusing as P10 pointed out and may hinder deictic
communication. P00 and P101 said that they cannot see their
partner’s pointing when manipulated the copy. In compari-
son, P90 commented that he looked at both versions of the
dataset to both target the point in the WIM and see his part-
ner’s pointing in the original dataset using the replicated 3D
cursor. One idea would be to render the guider’s 3D cursor
to support pointing actions such as “just here.”

5.6 Second Experiment—Solo Tasks

We are not aware of any previous comparisons of Manual,
Go-Go, and WIM in the VR or the AR literature. To provide
a more complete evaluation and understanding of these inter-
action techniques, we thus conducted a second experiment
with the same participants to measure their performance in
individual tasks. We asked each participant to anchor eight
annotations per condition. However, only the person perform-
ing the action could now see the target, while the other only
observed. We made this choice to get possible feedback from
users about their understanding of their partner’s actions. The
roles switched after each trial. At the end of each condition,
we asked participants to take a break and to answer the cor-
responding raw NASA-TLX questionnaire (Hart, 2006) to
measure the users’ cognitive load; see Fig. 8. By measur-
ing how easy or not users can use the three techniques, this
questionnaire is a good complement to the “social presence”
questionnaire that measures the efficiency of the awareness
cues of the techniques. The raw NASA-TLX is thoroughly
tested and is widely used in HCI (Hart, 2006). This allows re-
searchers to compare multiple related user studies. However,
it does not assess the usability of a system (Longo, 2017).

While our main experiment studied collaboration, the
pure technique performance from this second experiment
makes our results comparable with exocentric metaphors with
direct manipulations or with other ray+cursor techniques.

5.6.1 Pre-registered Results

We now analyze our questionnaire responses and logged data
of this second experiment the same way as in Sec. 5.5. The
computed pairwise comparisons are again stable and our



12 Mickael Sereno et al.

main conclusions remain unchanged regardless of outlier
treatment, for both speed and accuracy.

Accuracy. Fig. 5b shows strong evidence that Manual is
about 4 × as accurate as Go-Go, WIM about 2 × as accurate
as Go-Go, and Manual about 2 × as accurate as WIM. AR Go-
Go is then the least accurate technique, supporting H1, and
Manual the most accurate one, supporting H5. The results
are also reflected in the ranking questionnaire results (Fig. 9).

Because of the mentioned gain factor issues, we saw
participants P10, P31, P41, P60,1, P70, P80,1, P90, P100,1,
and P110,1 going closer to the dataset to perform the tasks in
the AR Go-Go condition, hoping for the technique to be more
stable regarding the gesture, which may reduce the utility of
its remote nature. P21 proposed to use a better tracking that
does not rely on a depth camera (e. g., using a sensor placed
on the hand). P10 and P110 proposed to use another way to
“click,” one that does not rely on the dominant hand, e. g.,
using a clicker in the non-dominant hand, yet this was used
to hold the touch tablet. While this device was not mandatory
for our experiments, we foresee that similar devices could
be a prerequisite for collaborative 3D data exploration tasks
as explained in Sec. 5.2. P60, by seeing that the Microsoft’s
head-gaze cursor looked more robust, proposed to use it as the
ray, while keeping the hand to adjust the position. Moreover,
P01, P71, and P90,1 reported issues when determining the
3D cursor’s depth position. P01 said that it was easier in the
guidance tasks where his partner—who can better perceive
the 3D cursor’s position—guides him. For the solo tasks, P01
then relied on the target object’s occlusion as a depth cue.

Task Completion Time (TCT). Fig. 6b shows strong
evidence that AR Go-Go is the slowest technique in solo
tasks, supporting the first aspect of H1, but we found no
strong evidence that WIM is the fastest, contradicting H3.

Subjective Workload. Fig. 8 shows strong evidence that
AR Go-Go feels the least performant to participants, the most
difficult and stressful, and the most physically and mentally
demanding technique. Fig. 8 shows also weak evidence for
AR Go-Go creating a greater time pressure compared to the
other techniques. Finally, it shows weak evidence for WIM
feeling less performant than Manual. We found no evidence
regarding the stress, difficulty, time pressure, or physical and
mental demand metrics between WIM and Manual.

5.7 Discussion

We now discuss the results extracted from logs, media record-
ings, and questionnaires.

5.7.1 Co-presence

While otherwise we did not find evidence for differences, the
weak difference between Manual and WIM can be explained

by the fact that WIM creates another object of interest, reduc-
ing the possibilities of natural deictic communication. Over-
all, all techniques provide good presence among participants,
likely due to them being in the same physical environment.

5.7.2 Message Understanding

The low self-estimated performance with Go-Go (Fig. 8) may
influence the results of the “Message Understanding” met-
ric. We do not know why there is weak evidence regarding
the “co-presence” metric but not in the “message understand-
ing” metric between WIM and Manual. Indeed, since some
guiders did not always face their partner in WIM, a natural
deictic communication was not always possible, which likely
significantly reduced the mutual understanding provided by
the technique in the same way the “co-presence” did.

5.7.3 Accuracy

Manual. One participant grabbed his partner’s arm to guide
him to the correct spot in the guidance tasks. Both Man-
ual and WIM permit such behavior, which can increase the
accuracy and be beneficial for educational purposes or for
disambiguation. This can be beneficial when co-workers are
discussing about close, highly-relevant points (e. g., islands
in a geographical dataset). By being the most accurate tech-
nique (≈ 1cm±1cm), Manual may be used for tasks which
require precise tagging processes, e. g., tagging spatial fea-
tures in scientific data. For a better accuracy, however, we
think that users should be redirected their tablets, either to
scale up the dataset, or to use other 2D interaction techniques
(e. g., Benko and Feiner, 2007; Benko et al., 2006).

AR Go-Go. The Heisenberg effect (Bowman et al., 2001)
amplified by the ray metaphor may explain why AR Go-Go
is the least accurate technique. Even if the displacement is
still acceptable (≈ 3cm±1cm), it creates frustration as P51
pointed out. This may have strongly impacted the perception
of the tracking accuracy reported in Sec. 5.4. Indeed, the
technique was accurate enough to point at the target when
adjusting, but the gesture degraded the accuracy, similarly to
Looser et al.’s experiment (2007). This technique may then be
good only for pointing, e. g., to show remote locations. While
a better tracking system may reduce this issue, however, the
accuracy of AR Go-Go will always be lower than that of Man-
ual as the spatial jitter is converted into an orientational one.
Moreover, it is known that orientational jitter affects users’
behavior and speed, even with high-quality tracking system
such as the Lighthouse system of the HTC Vive (Batmaz
and Stuerzlinger, 2019). Finally, this technique has two more
limitations. First, controllers do not change shape when click-
ing compared to hands, impacting AR interaction techniques
which tend to rely on hand tracking. Second, by playing with
another degree of freedom compared to usual ray-casting
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technique, the selected position is more susceptible to errors.
Therefore, the same behavior should be expected for this
interaction technique if another tracking system would have
been used based on mid-air gestures to confirm positions.
As we argue that a tablet may be a prerequisite for usual
2D interactions and is highly useful for exploratory tasks,
however, we cannot rely on a person’ second hand to confirm
3D cursor moved by mid-air gestures.

Moreover, users reported that AR Go-Go does not pro-
vide good depth perception. Indeed, the ray direction is a
function of the head position, weakly supporting the motion
parallax depth cue. Some users reported that they first tried to
occlude the target before selecting it, giving them the needed
depth information (occlusion cue). This confirms Cutting and
Vishton’s claim (1995) that monoscopic depth cues are more
important than binocular ones. A ray origin not defined by
the user’s head, however, may improve the depth perception.

WIM. The accuracy of WIM is closer, in percentage, to
that of Manual in the guidance tasks, compared to the solo
tasks. In the former, guiders sometimes used the original
dataset, so we hypothesize that the 3D cursor’s size has a
strong effect on accuracy. We expected Manual to be 2 × as
accurate as WIM in both conditions as the dataset’s copy was
½ its size, yet did not find such results in the guidance tasks.
The accuracy being a function of the copy size, parameteri-
zation may then be needed for remote actions that need a
precision close to that of Manual.

5.7.4 Speed

The lack of strong evidence for AR Go-Go being slowest in
collaboration may indicate (1) that the tasks’s “guiding” step
takes more time than the “clicking,” (2) that the ray metaphor
better supports direction instructions (Sec. 5.5.3), and (3) that
depth perception is less essential for the actor than for the
guider, the actor trusting and following the guider’s instruc-
tions. Our observations, however, showed that participants
took a lot of time trying to perform the click gesture, which
the system had difficilties to recognize. Participants tended
to reduce the click amplitude due to accuracy issue, but it
became too low for the system to recognize the gesture. The
lack of evidence for AR Go-Go being the slowest in such
scenarios (e. g., education) partially contradicts the first part
of H1 but supports H6. The lack of strong evidence of differ-
ences between WIM and Manual is also reflected in people’s
rankings, where they marked both techniques as equally fast
(see Fig. 9), not supporting H3. We emphasize that our track-
ing remained stable, with a mean accuracy of ≈ 0.5 cm for a
TCT of ≈ 10 s for Manual, the direct interaction technique.

5.7.5 Parallel Work (Hypothesis)

We asked participants to state their intuition about the par-
allel work potential of each technique. Because we did not

design the tasks to study such a scenario, we only report our
hypothesis about this metric based on these responses and our
observations. We think that Manual may not be suitable for
parallelism because of workspace obstruction and tracking
conflicts when both users would manipulate the environment,
as P61 reported. In comparison, even if AR Go-Go does not
obstruct the view, it is not accurate enough for parallel tasks
which usually require precise input. Thus, most participants
stated that WIM may allow them to work in parallel as it does
not obstruct the view, while it has enough accuracy. Nonethe-
less, questions remain about whether the appearance and
disappearance of the WIM disturb participants, and whether
the 3D cursor should also appears inside the original dataset.

5.7.6 Performance and Fatigue

We hypothesize that by being the slowest and least accurate
technique, AR Go-Go is the most stressful, time-, mentally-
, and physically-demanding technique. Participants had to
pay attention to their gesture amplitude, which reduced the
gesture recognition efficiency, inducing participants to re-
peat multiple times the gesture to correctly place the 3D
cursor. Moreover, the hand movements may not feel natural
as pointed out by P80. In contrast, we hypothesize now that
WIM is the least physically demanding technique because
users do not need to walk to the dataset of interest, and that
the copy version is, by design (see Sec. 4.3), smaller and
generally placed at a comfortable 3D position, which reduce
arm fatigue. P60,1 and P90, however, wanted to modify the
copy’s position by dragging its edges, and P90 also wanted to
parameterize the WIM size for more flexibility. Some other
participants sometimes just stepped back because the copy
was created “too close” to them, which can be frustrating.
The Manual technique, however, was preferred and users felt
more performant (see Fig. 8) with it, which supports H2.

Some participants in Manual put down their tablets on
a desk for the solo tasks, as they rarely interfered with the
tracking system and were not required for the interactions
the tasks demanded. However, no participants reported any
fatigue regarding their use.

6 Limitations

We asked our participants to use a tablet. While it was not
fundamental for our tasks, we do not envision a complete
explorative tool to rely solely on mid-air gestures and speech
interfaces. As past work stated (Wang et al., 2020; Surale
et al., 2019; Bornik et al., 2006), a hybrid interface is more
likely to be accepted in a real use-case scenario by scientists
than a standalone AR-HMD. By enforcing the use of a tablet,
we thus saw the effects of such a tool used in a more compre-
hensive system that requires multiple and flexible forms of
explorative tools. Yet, carrying a tablet may have affected the
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performance of the studied techniques in isolation by adding
a constant delay to start an anchoring process and being a
cause of fatigue. However, no participant reported to be tired
by the device, and we can assume the delay to be constant for
all conditions. We thus do not expect our results, based on
pair-wise comparisons, to change without the use of tablets.

Moreover, the “Tap” gesture slightly modified the de-
tected palm position. We used a low-pass filter to reduce the
noise, yet it was still evident in AR Go-Go where the noise
is multiplied by the gain factor. However, it is well known
that ray casting techniques are not well suited for selecting
small objects far from the user (Bowman and Hodges, 1997;
Forsberg et al., 1996; Poupyrev et al., 1998). Moreover, occa-
sionally the arm was detected instead of the hand during the
gesture which induced huge distance errors. These errors are
normally removed either through the participants noting that
a miss-click occurred, or by outlier removal. They count for
less than 5% of the total number of measures. The HoloLens
gesture recognizer did also not detect all gestures or produced
false-positive, modifying slightly the speed metric (which
was particularly true for AR Go-Go where participants tried
to stay still as much as possible) and generating frustration.

In addition, doing the guidance experiment as first exper-
iment may have introduced noise in the corresponding data.
We saw, however, that, while the collaborative part began
with a supervised training, most improvements happened not
due to repeated execution but due to changes in approach
during the collaborative trials (e. g., what words are efficient).
This order also allowed us to study accurately the individual
condition where users are well trained to give insights to
researchers not interested in collaborative scenarios.

Another possible limitation is that we did not train our
participants for how to collaborate with others. We purpose-
fully did not do that because, in real life, users often collab-
orate with changing partners. Our results then reflect such
scenarios, and may not apply to people who frequently col-
laborate with the same partners, for longer periods of time.

Also, while we motivated our work with visualization
scenarios, we did not use such a setting in our experiment.
Our rather generic setting, however, allowed us to study the
general interaction and is directly applicable to visualization
work. Here, people need to specify arbitrary positions within
point clouds or volumetric datasets, for example scientists
who usually filter their datasets to find parterns, generally
resulting in sparse visualizations.

Our parameter choices may also have affected the re-
sults. A smaller/bigger WIM, e. g., may significantly affect
the collaboration, fatigue, and accuracy, while an AR Go-Go
with a lower gain-factor may change people’ preferences.
We chose our specific parameters to satisfy meaningful con-
straints, such as being able to see the WIM entirely and to
have a suitable range for AR Go-Go.

Our specific choice of questionnaires also affected the

results because terms such as difficulty, mental/physical de-
mand, or being rushed are subjective categories. Nonetheless,
the questionnaires we used are common in HCI experiments,
which allows one to compare our results with others.

Finally, some participants reported a small but visible
mismatch of the shared coordinate system created by the
HoloLens’ API. This may affect the measured awareness of
WIM because the dataset replica was small, which makes the
mismatch more perceivable.

7 Conclusion

In this work we adapted three 3D pointing techniques from
the VR literature and studied them in an isolation and col-
laborative contexts using AR-HMDs as means for specifying
points in scientific data. Compared to other work, we used
a markerless tracking system which seems to be the method
that standalone HMDs will continue to use in the foresee-
able future. While our accuracy results are not surprising, we
saw that participants do not behave in the same way with
the remote virtual hand (AR Go-Go), the exocentric (WIM),
and the local virtual hand (Manual) metaphors. Our results
and discussion are thus of interest for designers who need to
understand the consequences of human behaviors for each
of these metaphors, as they may not be ideal for every sce-
nario. AR Go-Go may be suitable for pointing-only tasks
(i. e., no specification performed), the exocentric technique to
parallelize work among collaborators (which still needs to be
verified in a separate experiment), and the Manual technique
for users working on the same objects. Indeed, users may not
be able to use Manual for parallel work due to the optical
hand tracking and potential body collisions. For non-parallel
work, the sudden appearance of proxy objects may disturb
collaborators who do not expect these. We then saw weak
evidence that Manual provided a better co-presence and sup-
ported users’ comprehension better than WIM, even if the
co-presence results are satisfying in all cases.
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Wang X, Besançon L, Rousseau D, Sereno M, Ammi M, Isen-
berg T (2020) Towards an understanding of augmented
reality extensions for existing 3D data analysis tools.
In: Proc. CHI, ACM, New York, DOI 10.1145/3313831.
3376657

Yu L, Svetachov P, Isenberg P, Everts MH, Isenberg T (2010)
FI3D: Direct-touch interaction for the exploration of 3D
scientific visualization spaces. IEEE Trans Vis Comput
Graphics 16(6):1613–1622, DOI 10.1109/TVCG.2010.
157

Yu L, Efstathiou K, Isenberg P, Isenberg T (2012) Efficient
structure-aware selection techniques for 3D point cloud

visualizations with 2DOF input. IEEE Trans Vis Comput
Graphics 18(12):2245–2254, DOI 10.1109/TVCG.2012.
217

Yu L, Efstathiou K, Isenberg P, Isenberg T (2016) CAST:
Effective and efficient user interaction for context-aware
selection in 3D particle clouds. IEEE Trans Vis Com-
put Graphics 22(1):886–895, DOI 10.1109/TVCG.2015.
2467202

Zhou F, Duh HBL, Billinghurst M (2008) Trends in aug-
mented reality tracking, interaction and display: A re-
view of ten years of ISMAR. In: Proc. ISMAR, IEEE CS,
Los Alamitos, pp 193–202, DOI 10.1109/ISMAR.2008.
4637362

https://doi.org/10.1109/TVCG.2005.59
https://doi.org/10.1109/TVCG.2005.59
https://doi.org/10.1109/TVCG.2005.59
https://doi.org/10.1109/TVCG.2005.59
https://doi.org/10.1109/TVCG.2005.59
https://doi.org/10.1109/VISUAL.1992.235203
https://doi.org/10.1109/VISUAL.1992.235203
https://doi.org/10.1109/VISUAL.1992.235203
https://doi.org/10.1109/VISUAL.1992.235203
https://doi.org/10.1109/VISUAL.1992.235203
https://doi.org/10.1109/VISUAL.1992.235203
https://doi.org/10.1109/VISUAL.1992.235203
https://doi.org/10.1109/VISUAL.1992.235203
https://doi.org/10.1109/VISUAL.1992.235203
https://doi.org/10.1109/VISUAL.1992.235203
https://doi.org/10.1145/223904.223938
https://doi.org/10.1145/223904.223938
https://doi.org/10.1145/223904.223938
https://doi.org/10.1145/223904.223938
https://doi.org/10.1145/223904.223938
https://doi.org/10.1145/223904.223938
https://doi.org/10.1145/223904.223938
https://doi.org/10.1145/223904.223938
https://doi.org/10.1145/223904.223938
https://doi.org/10.1145/3290605.3300243
https://doi.org/10.1145/3290605.3300243
https://doi.org/10.1145/3290605.3300243
https://doi.org/10.1145/3290605.3300243
https://doi.org/10.1145/3290605.3300243
https://doi.org/10.1145/3290605.3300243
https://doi.org/10.1145/3290605.3300243
https://doi.org/10.1145/3290605.3300243
https://doi.org/10.1145/3290605.3300243
https://doi.org/10.1007/BF01409796
https://doi.org/10.1007/BF01409796
https://doi.org/10.1007/BF01409796
https://doi.org/10.1007/BF01409796
https://doi.org/10.1007/BF01409796
https://doi.org/10.1007/BF01409796
https://doi.org/10.1007/BF01409796
https://doi.org/10.1007/BF01409796
https://doi.org/10.1007/BF01409796
https://doi.org/10.1145/3292147.3292200
https://doi.org/10.1145/3292147.3292200
https://doi.org/10.1145/3292147.3292200
https://doi.org/10.1145/3292147.3292200
https://doi.org/10.1145/3292147.3292200
https://doi.org/10.1145/3292147.3292200
https://doi.org/10.1145/3292147.3292200
https://doi.org/10.1145/3292147.3292200
https://doi.org/10.1145/3292147.3292200
https://doi.org/10.1145/3292147.3292200
https://doi.org/10.1007/978-3-642-18421-5_20
https://doi.org/10.1007/978-3-642-18421-5_20
https://doi.org/10.1007/978-3-642-18421-5_20
https://doi.org/10.1007/978-3-642-18421-5_20
https://doi.org/10.1007/978-3-642-18421-5_20
https://doi.org/10.1007/978-3-642-18421-5_20
https://doi.org/10.1007/978-3-642-18421-5_20
https://doi.org/10.1007/978-3-642-18421-5_20
https://doi.org/10.1007/978-3-642-18421-5_20
https://doi.org/10.1007/978-3-642-18421-5_20
https://doi.org/10.1007/978-3-642-18421-5_20
https://doi.org/10.1109/TVCG.2004.1260759
https://doi.org/10.1109/TVCG.2004.1260759
https://doi.org/10.1109/TVCG.2004.1260759
https://doi.org/10.1109/TVCG.2004.1260759
https://doi.org/10.1109/TVCG.2004.1260759
https://doi.org/10.1109/TVCG.2004.1260759
https://doi.org/10.1109/TVCG.2004.1260759
https://doi.org/10.1080/01973533.2015.1060240
https://doi.org/10.1080/01973533.2015.1060240
https://doi.org/10.1080/01973533.2015.1060240
https://doi.org/10.1080/01973533.2015.1060240
https://doi.org/10.1080/01973533.2015.1060240
https://doi.org/10.1080/01973533.2015.1060240
https://doi.org/10.1080/01973533.2015.1060240
https://doi.org/10.1080/01973533.2015.1060240
https://hal.archives-ouvertes.fr/hal-02053969/file/A%20Vision%20of%20Bringing%20Immersive%20Visualization%20to%20Scientific%20Workflows.pdf
https://hal.archives-ouvertes.fr/hal-02053969/file/A%20Vision%20of%20Bringing%20Immersive%20Visualization%20to%20Scientific%20Workflows.pdf
https://hal.archives-ouvertes.fr/hal-02053969/file/A%20Vision%20of%20Bringing%20Immersive%20Visualization%20to%20Scientific%20Workflows.pdf
https://hal.archives-ouvertes.fr/hal-02053969/file/A%20Vision%20of%20Bringing%20Immersive%20Visualization%20to%20Scientific%20Workflows.pdf
https://hal.archives-ouvertes.fr/hal-02053969/file/A%20Vision%20of%20Bringing%20Immersive%20Visualization%20to%20Scientific%20Workflows.pdf
https://hal.archives-ouvertes.fr/hal-02053969/file/A%20Vision%20of%20Bringing%20Immersive%20Visualization%20to%20Scientific%20Workflows.pdf
https://hal.archives-ouvertes.fr/hal-02053969/file/A%20Vision%20of%20Bringing%20Immersive%20Visualization%20to%20Scientific%20Workflows.pdf
https://hal.archives-ouvertes.fr/hal-02053969/file/A%20Vision%20of%20Bringing%20Immersive%20Visualization%20to%20Scientific%20Workflows.pdf
https://doi.org/10.1145/3313831.3376657
https://doi.org/10.1145/3313831.3376657
https://doi.org/10.1145/3313831.3376657
https://doi.org/10.1145/3313831.3376657
https://doi.org/10.1145/3313831.3376657
https://doi.org/10.1145/3313831.3376657
https://doi.org/10.1145/3313831.3376657
https://doi.org/10.1145/3313831.3376657
https://doi.org/10.1145/3313831.3376657
https://doi.org/10.1109/TVCG.2010.157
https://doi.org/10.1109/TVCG.2010.157
https://doi.org/10.1109/TVCG.2010.157
https://doi.org/10.1109/TVCG.2010.157
https://doi.org/10.1109/TVCG.2010.157
https://doi.org/10.1109/TVCG.2010.157
https://doi.org/10.1109/TVCG.2010.157
https://doi.org/10.1109/TVCG.2010.157
https://doi.org/10.1109/TVCG.2010.157
https://doi.org/10.1109/TVCG.2012.217
https://doi.org/10.1109/TVCG.2012.217
https://doi.org/10.1109/TVCG.2012.217
https://doi.org/10.1109/TVCG.2012.217
https://doi.org/10.1109/TVCG.2012.217
https://doi.org/10.1109/TVCG.2012.217
https://doi.org/10.1109/TVCG.2012.217
https://doi.org/10.1109/TVCG.2012.217
https://doi.org/10.1109/TVCG.2012.217
https://doi.org/10.1109/TVCG.2012.217
https://doi.org/10.1109/TVCG.2015.2467202
https://doi.org/10.1109/TVCG.2015.2467202
https://doi.org/10.1109/TVCG.2015.2467202
https://doi.org/10.1109/TVCG.2015.2467202
https://doi.org/10.1109/TVCG.2015.2467202
https://doi.org/10.1109/TVCG.2015.2467202
https://doi.org/10.1109/TVCG.2015.2467202
https://doi.org/10.1109/TVCG.2015.2467202
https://doi.org/10.1109/TVCG.2015.2467202
https://doi.org/10.1109/TVCG.2015.2467202
https://doi.org/10.1109/ISMAR.2008.4637362
https://doi.org/10.1109/ISMAR.2008.4637362
https://doi.org/10.1109/ISMAR.2008.4637362
https://doi.org/10.1109/ISMAR.2008.4637362
https://doi.org/10.1109/ISMAR.2008.4637362
https://doi.org/10.1109/ISMAR.2008.4637362
https://doi.org/10.1109/ISMAR.2008.4637362
https://doi.org/10.1109/ISMAR.2008.4637362
https://doi.org/10.1109/ISMAR.2008.4637362
https://doi.org/10.1109/ISMAR.2008.4637362
https://doi.org/10.1109/ISMAR.2008.4637362

	Introduction
	Related Work
	Motivation
	Implementation
	User Study
	Limitations
	Conclusion

