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Abstract—Network Slicing (NS) is a key technology that
enables network operators to accommodate different types of
services with varying needs on a single physical infrastructure.
Despite the advantages it brings, NS raises some technical chal-
lenges, mainly ensuring the Service Level Agreements (SLA) for
each slice. Hence, monitoring the state of these slices will be
a priority for ISPs. However, due to the high measurements
overhead, it is generally forbidden to directly measure the
performance of all of these slices. To overcome this limitation,
network tomography is a promising solution, consisting of a
set of methods of inferring unmeasured network metrics using
end-to-end measurements between monitors. In this work, we
focus on inferring the additive metrics of slices such as delays
or logarithms of loss rates. We model the inference task as
a regression problem that we solve using neural networks. In
our approach, we train the model on an artificial dataset. This
not only avoids the costly process of collecting a large set of
labeled data but has also a nice covering property useful for
the procedure’s accuracy. Moreover, to handle a change on
the topology or the slices we monitor, we propose a solution
based on transfer learning in order to find a trade-off between
the quality of the solution and the cost to get it. Simulation
results with both, emulated and simulated traffic show the
efficiency of our method compared to existing ones in terms of
both accuracy and computation time.

Index Terms—5G, Deep Learning, Transfer Learning, Net-
work slicing, Overlay Network monitoring,Network Tomogra-
phy,

I. Introduction
Network Slicing (NS) [1] is a key technology that allows

network operators to place dynamically different types of
services with different types of requirements on top of
a single physical infrastructure. Accordingly, NS opens
up new business opportunities for network operators by
allowing them to automatically lease customized network
slices to third parties.

To achieve such an objective, NS leverages the last ad-
vents of Network Function Virtualization (NFV) [15] and
Software-Defined Networking (SDN) [12]. NFV enables
flexible deployment of services, while SDN offers a finer
control of resources, including service isolation.

Despite the advantages it brings, NS raises some techni-
cal challenges. In fact, once the slices are leased, operators
have to ensure that the Service Level Agreements (SLA)
for each slice is guaranteed. Hence, monitoring the state
of these slices will be a priority for both, operators and
slices’ tenants. Nonetheless, due to the high measure-
ments overhead associated with the monitoring traffic, and

sometimes the lack of cooperation of internal elements
of the network, it is generally forbidden to directly
measure the performance of all these slices. To overcome
these limitations, Network Tomography is considered as a
promising solution [13].

Network Tomography (NT) is defined as a set of meth-
ods that aim to infer unmeasured network metrics using
an end-to-end measurement between monitors. Hence,
it reduces the complexity of the monitoring and the
network diagnostic process. Another motivation for using
NT approaches for the slices monitoring is their perfect fit
with the SDN and NFV paradigms. Indeed, NT methods
require a holistic view of the state of the network, which
is guaranteed through SDN technologies.

Most existing works in Network Tomography had put
the accent on inferring all links metrics [17] or a subset
of links in a network [6] from end-to-end measurements.
In this work and as [28], we focus on inferring metrics
for a set of paths of interest (i.e., slices). In fact, to infer
the slices metrics, we don’t necessarily need to monitor
all the links involved in the slices, moreover, we may need
to monitor links that don’t belong to these slices. Hence,
inferring, directly, the slices’ metrics, is more efficient and
uses less monitoring resources than the approaches that
focus on links metrics inferring.

In this work, we focus on identifying additive metrics.
Therefore, inferring the slices’ metrics is equivalent to
solving a system of linear equations, where the unknown
variables are the slice metrics and the known constants
are the end-to-end path measures. However, in practice,
this system of linear equations is non-invertible [10], [4].
In other words, in most cases slices metrics cannot be
uniquely identified.

To deal with these drawbacks, we formulate the task
of solving the linear system of equations into a regression
problem, which we solve using neural networks. By doing
so, our approach can also be used in the case where the
system of equations can be uniquely solved. Indeed, we
can determine the values in an efficient way. We avoid the
matrix inversion process that takes too much time in large
networks.

Unfortunately, formulating the problem as a regression
problem and the use of neural networks to infer slices
metrics, raise two main challenges. First, the training
process requires a large and diverse amount of real labeled



data to avoid over-fitting. Hence, a real large labeled
dataset of metrics must be collected in a small window
of time, this will introduce an important overhead. The
second issue is that with a learning based approach, if a
change occurs in the network topology or the slices we
monitor, the training of the neural network architecture
must start from scratch to take into consideration the
new changes. Repetitive training will then also introduce
an important overhead. As response to the first concern,
we train our neural network using simulated data. While
for the second one, we unveil the potential of transfer
learning techniques. [30]

Overall the main contributions of our paper can be
summarized as follows:

• We propose a one-step solution to infer the slices’
metrics using end-to-end measurements. We formu-
late it as a regression problem, which we solve using
a neural architecture.

• Since neural network based methods require a huge
and diverse amount of data, and to avoid generation
an overhead in the collection process, we propose a
self-training approach to solve the regression problem
mentioned above.

• We avoid frequent retraining from scratch when a
change occurs in the network topology, or in the mon-
itored slices by using transfer learning techniques. We
retrain only a part of the neural network architecture
instead of updating all the weights. Hence we reduce
the complexity of the approach.

• We conduct extensive simulations and we compare
our approach against benchmark solutions. The re-
sults show the superiority of our approach in terms
of error approximation of slices’ metrics as well as the
computational complexity.

The remainder of this paper is organized as follows.
Sec. II presents the main related work on network tomog-
raphy. In Sec. III, we provide an overview of the context
of our work and the notations we have used. Then, in
Sec. IV, we delve into the details of our proposed method.
Later, in Sec. V, we describe both the simulation setup
and the results analysis. Finally, in Sec VI, we conclude
and give an overview of our future work.

II. Related Work
Network tomography (NT) was introduced by Vardi [26]

in 1996. Since then, NT has been extensively studied [2],
[18], [19], [7].

In NT, we distinguish between two main categories of
approaches: algebraic and statistical procedures. In the
algebraic approaches, the aim is to find exact solutions,
link metrics are modeled as unknown constants metrics
and they are inferred using linear algebra techniques.
Regarding the statistical approaches, the objective is
to approximate the link metrics. In this category, link
metrics are modeled as a random variable with unknown
probability distribution, then the link metrics are inferred

using statistical techniques. Our work can be classified
in the statistical category even if it is based on machine
learning techniques instead of statistical approaches (e.g.,
Expectation Maximization (EM)).

Network slices monitoring can be defined as a particular
case of overlay network monitoring [3]. Several works
focused on the use of network tomography techniques to
monitor overlay networks. For example, in [3], authors
proposed an algebraic solution to select the necessary
paths in an overlay network to fully describe an additive
metric on the rest of the available paths. Moreover,
M. Demirci et al. focused on the placement of overlay
networks for diagnosability of the underlay network [5].
Compared to these works, our work has a different scope,
we aim to identify the state of the slices and not use the
slices to diagnose the underlay network.

When the target is the additive metrics, the approaches
suggested in the literature to infer link metrics can be used
to infer the metrics of the slices. In fact, to infer the slice
metrics from end-to-end measurements, we can infer the
metric related to each link in the slice or all links in the
underlay networks and then sum them up.

In [9], A. Gopalan and al proposed an algorithm to
determine the minimal number of monitors as well as
their placement in a given network to collect end-to-
end measurements, that will be used to infer the links’
metrics. These approaches are feasible, but, they fail to
find the optimal number of monitors to be used to infer the
slices’ metrics. Hence, in [28], the authors demonstrated
that to infer the metrics of a slice, it is not necessary
to know the metric of each link on the path. Based on
that, they proposed an algorithm to find the minimum
number of monitors and their placements to directly
identify the slices measurements. What distinguishes our
work from this work is that here we do not focus on
monitor placement, but on inferring slices’ metrics.

Regarding the statistical methods, the focus was on
inferring links’ metrics. In [16], the authors presented a
solution based on multicast probing and the expectation-
maximization algorithm (EM) to estimate loss rate on
links. Moreover, in [14], authors proposed Flexicast, a
method based on a mix of unicast and multicast probing
to infer links’ delays in a tree topology. They formulate the
problem as a likelihood maximization problem, which was
solved using the EM algorithm. This kind of approach is
characterized by its slow convergence time. In [21] there is
a statistical algorithm called ESA merging the EM tech-
nique with an evolutionary approach, that outperforms
previous mentioned proposals.

More recently, machine learning based solutions have
been introduced for network monitoring. Sirnivasan and
al used supervised learning, in particular a mix of clas-
sification and regression to locate the failed links [25].
Compared to our work, we also use supervised learning
but we train a model using an automatically generated
dataset. In [22], M.Rahali and al, used machine learning



algorithms and more particularly neural networks. They
trained them using a simulated training dataset. However,
their focus was on the inference of underlying metrics
using information collected in the overlay networks. If a
change occurs in the underlay topology or the overlay
networks, their approach has to repeat the training from
the beginning, which will introduce an important overhead
in the monitoring process.

III. Context and problem formulation
A. Context

As mentioned earlier, in this work we aim to monitor a
set of network slices placed on a physical network using
NT and machine learning techniques.

In general, the construction of an NT solution is done
in three main steps: the selection of nodes for traffic data
collection (i.e., monitors), the deployment of a probing
strategy, and the inference of metrics.

In this work, we focus on the inference part. It is a key
part because it is the one that quantifies the quality of
the first and the second steps. Hence, we consider that
the placement of monitors and the list of probed paths as
known. Then, we collect the monitoring data and feed it
to our model to estimate the slices’ metrics.

B. Model and problem formulation
The notations used in this subsection are summarized

in Table I.
Notation Description
G = (V,L) The physical topology

V,L Set of physical nodes and links
P Set of measurement paths
S Set of slices to monitor
Ys Unknown slices metrics vector ls
Yp measurements paths metrics vector
X Unknown links’ metrics vector

TABLE I
Main notations

We assume that the topology of the physical network is
known and we model it as an undirected graph G = (V,L)
where V and L represent the sets of physical nodes and
of the physical links, respectively. Let P denote the set
of the probed paths and S the set of slices we want to
monitor and which are deployed on top of the physical
network G. The cardinals of the sets V, L, P and S are
respectively, m = |V|, n = |L|, p = |P| and s = |S|. Let
X denote the vector of the unknown links metrics, hence
with size n. Similarly we denote by Ys the vector of the
unknown slices metrics, size s. Finally, we define Yp as the
vector of the measured or observed probed paths metrics,
whose size is p.

To model the relation between the physical links and the
slices being monitored, as well as the relationship between
the physical links and the measured paths, we define two
matrices As and Ap. These are Boolean matrices and their

shapes are respectively equal to (s, n) and (p, n). For As

the entry As(i, j) is equal to 1 if the jth physical link
belongs to the ith slice, and to 0 otherwise. Likewise, the
Ap(k, l) equals 1 if the lth link is on the kth path, 0
otherwise. Finally, we assume that the links’ metrics have
a known upper bound B.

Using the notation stated before we derive two main
equations :

AsX = Ys, (1)

ApX = Yp. (2)

The objective here is to infer the Ys vector knowing As,
Ap and Yp. To solve this problem, one may start by
determining X solving Equation (2) and then, a simple
multiplication with As will give Ys. However, in practice,
the linear system depicted in Equation (2) is undetermined
(that is, p < m). Moreover, even in determined cases we
have another issue here. Solving Equation (2) involves
inverting matrix Ap. This takes O(n3) time, which can be
too much for large graphs.

IV. Proposed Method

In this section, we detail our approach and explain
how we model the inferred slices’ metrics as a regression
problem.

A. Inferring slices’ metrics using neural networks
To solve the problems discussed in previous section, we

model the metrics’ inference as a multi-output regression
problem, where the features are represented by Yp and the
targets by Ys. Thus, solving the equation is equivalent to
learning the f function defined by

Ys = f(Yp). (3)

To learn f , we use neural networks (NNs). NNs can
approximate any function as long as the hidden layers
contain sufficient numbers of hidden neurons.

By doing so, our solution can approximate the slices
metrics in the case of an undermined system. Moreover,
the direct learning of the relation between Ys and Yp makes
the task independent of the size of the physical network,
hence it can scale easily.

The neural architecture we used is a Multi Layer
Perceptron (MLP) [23]. It consists of one input layer with
p neurons, one output layer with s neurons and h hidden
layers. The number of neurons in each hidden layer is
a hyperparameter that we fine-tune to reach an optimal
performance.

To train this neural architecture, a set of pairs (Ys, Yp)
must be collected. Since we know the topology of the
physical network, we can simulate the distribution of
traffic in the network in many configurations and observe
the pairs (Ys, Yp).



B. Self training

Neural networks are efficient and autonomous once
trained, however, as the case for any data-driven ap-
proach, it requires a huge and diverse pool of sample and
therefore a large amount of labeled data. Moreover, to
avoid the over-fitting problem [29], this process must be
done under diverse network conditions Unfortunately, the
latter process, will generate an overhead and may disturb
the network functioning. To solve such a challenge, we
propose to train our neural network using a simulated
data. We propose to generate a large amount of random
pairs (Y

′

p , Y
′

s ).
The dataset is generated as follows: we generate a

large amount of random samples of links metrics denoted
as X

′ . We associate with each link metric a random value
between 0 and an upper bound B to generate one sample
of X ′ . Then, given As and Ap and based on Equations (1)
and (2), we generate one pair (Y

′

p , Y
′

s ).
After collecting the simulated dataset, we feed it to the

neural network and train the latter using the backpropaga-
tion algorithm in order to minimize the mean square error
(MSE) between the predicted and the target values [24].

Once the training of the neural network finished, we use
it to estimate the slice metrics from path measurements.

C. Transfer learning

In real scenarios, the number of slices to monitor may
vary with time. In addition, the path measurements can
also change, either due to a failure on the physical network,
or to an update of the monitors in charge of launching the
probes. When these changes occur, and in order to take
them into consideration, we have to update the neural
network architecture and start the training process from
scratch. However, changing the neural network architec-
ture and restart training from scratch each time a new
slice is added to the set of slices to monitor may be
inefficient and may introduce an important overhead in
the monitoring process. To deal with this challenge, we
unveil the potential of transfer learning.

Transfer learning is a machine learning technique that
allows to transfer what a model learned in one task to
another one. Thus, when a change occurs, instead of
building a new neural network (NN) and start the training
process from the beginning, we take the last version of our
model and we modify only the input or the output layer.
If the update concerns the slices we monitor, it is the
output layer that will be changed. While it will be the
input layer which will be changed if the update occurs in
the measurements’ paths. Moreover, once we make this
slight update, we train efficiently the new version of the
model. We only update the weights of the new layer and
freeze the other ones. This way, the model transfers what
it learned before and then starts to learn how to adapt to
the new changes.

V. Performance Evaluation
In this section, we evaluate the performance of our

monitoring approach. To evaluate its effectiveness, we
compare it to two main solutions. In what follows, we
present a description of the simulation setup, then we
define the approaches against which we compare our
solution. Finally, we present and discuss the results.
A. Simulation Setup

In order to test the performance of our method, we
tested it using two different topologies. The first one was
taken from [20] and the second one from [11]. They are
depicted, respectively, in Fig. 1 and Fig. 2. The First
topology contains 9 nodes and 22 links, while the second
one contains 54 nodes and 68 links.

For each network, two nodes are selected to start
probes and exchange the monitoring traffic. Besides, we
considered a predefined list of measurement paths, as well
as the slices to monitor. The first topology is provided
with a dataset of multiple samples of delay measurements
preformed on its different links. To get this dataset,
the traffic was simulated with the Omnet++4 network
emulator [27]. Regarding the second topology, we generate
a random dataset of link delays.

Based on these datasets, we computed the end-to-end
delay on each path and on each monitored slice according
to the equations (1) and (2). For the first topology we
monitor 3 slices while for the second topology we monitor
20 slices. The main parameters of our simulation setup
are summarized in Table II.

In order to assess the quality of the estimates,we define,
in the following, the error formula:

Error = 100× |Y estimated
s − Y real

s |. (4)

In this equation, Y estimated
s represents the estimated delay

on the slices, while Y real
s is the exact value we computed.

Topology m n p s Test set
Topology 1 9 22 [16, 20] 3 Emulation
Topology 2 54 68 [20, 60] 20 Simulation

TABLE II
Topologies specifications

B. Baseline methods
In order to benchmark the performance of our proposed

method, we compare it against two well-known state of
the art solutions. They both aim to estimate the links’
metrics and then use it to estimate the slices metrics.

They can be described as follows:
• Singular Value Decomposition-based method: This

method relies on the singular value decomposition
method (SVD) [8] to compute the pseudo-inverse of
the matrix Ap, denoted A+

p . Then, the slices metrics
are obtained by the following equation:

Y estimated
s = As A

+
p Yp (5)



• Link level metric prediction: In this method, we apply
the learning method we propose but to estimate the
link metrics. Therefore, in this case, we define a neural
network whose input is the path metrics and the
output is the estimate of the link metrics. Once the
training is complete, we replace the estimation of the
link metrics in Equation (1) to get Y estimated

s .

Fig. 1. Topology 1.

Fig. 2. Topology 2.

C. Simulation results
To compare the performance of our method with the

above described approaches, we consider a neural network
with only one hidden layer. In each case, we generate
a simulated training set with 5 × 105 samples. The
hidden layer contains 50 hidden units. These parameters
were fixed after several tests when we saw that after
increasing the number of hidden units we only increase
the computation time while the performance is quasi the
same. Moreover the training lasts for 5 epochs.

1) Estimation error vs number of paths used: With
each topology, and based on the monitor placement, we
fix a list of measurements’ paths. For the first topology
we fixed 20 paths, while we considered 60 paths for the
second one.

To test the relation between the number of measure-
ments paths used and the accuracy of the estimation, we
made multiple tests. In each test, we select k paths from
the predefined list and we compare the performance of
our approach to the SVD and link-based estimations as a
function of the number of paths used.

For example, for the first topology, first we use only
15 paths among the 20, then 16, and so on, in order to
analyze the effect of the number of paths on the estimation
error.

Figures 3 and 4 illustrate the dispersion of the percent-
age error of the three methods with both topologies.

Increasing the number of measurements paths reduces
the percentage error of the solutions. Our method has al-
ways a better estimation accuracy. With the first topology
and while using 20 paths, the median of the absolute error
is 3.45% with our method, while it was 3.71% for the link
based method, and 10.76% for the SVD based method.
With the second topology, when we use for example 20
paths, the median error is 4.34% for our approach, while it
is 7.13% for the link based method and 12.07% for SVD.

Overall, we find that learning-based solutions have
taken the lead from the SVD method. In addition, direct
estimation of slice metrics is more precise and efficient. In
fact, by dividing the task into link estimation and then
using that estimation to obtain slice metrics, the error of
the first step is propagated, and therefore the performance
is lower than the direct method. With our approach, the
neural network focuses directly on learning the solution
that minimizes the error.

Finally, when using the first topology, we observe that
the difference between our method and the one that learns
to estimate link metrics is narrow. However, in terms of
temporal complexity our solution is more efficient, since we
only predict for 3 slices, while the other approach focuses
on 22 links.

2) Transfer learning evaluation : In this section we
study the performance of the transfer learning method-
ology we used. For space constraint, and without loss of
generality, in these tests, we highlight results related to the
second topology. We start with a case where we monitor
only 10 slices. Once the training is done, we suppose that
new slices are added to be monitored. we added 5, 10 and
15 new slices to the existing 10 slices.

For each case, we used the model trained to monitor
the first 10 slices. Then we freeze all its layers except
the last one, we change it with a new layer with 15
slices for example for the first case. Then, we compare
the performance of this models with the ones that are
retrained from scratch and do not use any weights from
the original model, which was in charge of monitoring the
first 10 slices.

In Figures 5 and 6 illustrate the comparison in term
of the median error of estimation and the time to finish
one epoch of training after a change occurs. We observe
that pre-trained models are less accurate than the whole
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Fig. 3. Topology 1 error vs # of measurements paths

trained ones. However this difference is tight, besides,
when it comes to the training time to get these model,
we observe that pre-trained models are three times faster
than the other models.

To summarize, the use of transfer learning allows us to
find a trade-off between the quality and the complexity
of the monitoring solution. It transfers the knowledge
acquired during past experiences to get a fast adaptation
to the new changes.

VI. Conclusions and Future Work
In this work, we unveiled the potential of machine

learning methods and network tomography techniques for
network slices monitoring. We focused on additive metrics
inference but the approach can be used for the non-
additive metrics as well. Unlike existing work, we focused
on estimating the slices metrics and not the metrics of the
physical links. Hence, we modeled the inference problem
as a regression problem and we solved it by training neural
networks. To deal with the challenges associated with the
training of neural networks, we used a simulated data in
the training step. Finally, we proposed a transfer learning
technique in order to handle changes in the physical
topology as well as the slices subject of monitoring.
We evaluated the performance of our approach using an
emulated and simulated network traffic. The results show
that our approach outperforms the methods with which we
compared in terms of both, accuracy and computational
complexity.
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For future work, we plan to extend this work, by
incorporating the first and second stages of network
tomography monitoring. Namely, an intelligent selection
of measurements’ paths as well as an intelligent monitor
placement for slices’ monitoring. Furthermore, we plan
to use neural architectures suitable for graph structured
data.
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