
Mobile traffic forecasting using a combined
FFT/LSTM strategy in SDN networks

Mohammed Lotfi Hachemi1, Abdelghani Ghomari1, Yassine Hadjadj-Aoul2 and Gerardo Rubino3

Abstract—Over the last few years, networks’ infrastructures
are experiencing a profound change initiated by Software
Defined Networking (SDN) and Network Function Virtualiza-
tion (NFV). In such networks, avoiding the risk of service
degradation increasingly involves predicting the evolution of
metrics impacting the Quality of Service (QoS), in order to
implement appropriate preventive actions. Recurrent neural
networks, in particular Long Short Term Memory (LSTM)
networks, already demonstrated their efficiency in predicting
time series, in particular in networking, thanks to their ability
to memorize long sequences of data. In this paper, we propose
an improvement that increases their accuracy by combining
them with filters, especially the Fast Fourier Transform (FFT),
in order to better extract the characteristics of the time series
to be predicted. The proposed approach allows improving
prediction performance significantly, while presenting an ex-
tremely low computational complexity at run-time compared to
classical techniques such as Auto-Regressive Integrated Moving
Average (ARIMA), which requires costly online operations.

Index Terms—SDN, LSTM, time-series, forecasting, Fast
Fourier Transform.

I. Introduction
The continued emergence of new and constrained ser-

vices is one of the major challenges facing Infrastructures’
Providers (InPs) [4]. In order to cope with these new
trends, InPs are currently shifting their hardware-based
equipment to much more agile software-based solutions.
This has been made possible through the separation of the
control plane from the data plane, with the Software De-
fined Networking (SDN) paradigm, and the decoupling of
network functions from their hardware, with the Network
Function Virtualization (NFV) concept [18].

Although these technologies enable InPs to meet their
objectives, they nevertheless introduce new challenges [9].
One of the major ones is the scaling up (respectively down)
of functions to accommodate an increase (respectively
decrease) in the workload. Indeed, scaling-up network
functions involves the deployment of one or more new
instances, which generally requires several seconds or even
minutes. As a consequence and in order to avoid any
congestion, several studies in the literature focus on load
prediction to anticipate its possible increase [1].

Forecasting time-series evolution is a fairly classical field
of research [8] with a vast associated literature. Initial
approaches were generally based on exponential smoothing
or Auto-Regressive Integrated Moving Average (ARIMA)
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models [20]. Although effective, these techniques have
recently been superseded by deep learning-based strate-
gies [15]. Among them, Recurrent Neural Networks (RNN)
are certainly the most effective in recognizing traffic
patterns, thanks to their recurrent structure. In particular,
Long Short Term Memory (LSTM) networks outperform
the majority of existing techniques and do not present
the problem of the vanishing gradient from which RNNs
typically suffer [14].

In this paper, we propose to go beyond existing work
by putting forward a new approach to the problem of
time series forecasting. The idea is to combine an LSTM
network with a feature extraction module in order to
facilitate the task of identifying patterns in the considered
time series. In particular, we analyze the capacity of the
Discrete Fourier Transform (DFT) [3] to extract the most
relevant features from the time series, while canceling
noise-like signals, which may affect learning. This combi-
nation not only decreases significantly the prediction error,
but can also reduce the number of required neurons, thus
accelerating the learning process. In addition, it maintains
pretty good performance over longer prediction horizons,
as can be seen in the sequel.

The rest of this paper is organized as follows. In
Section II, we introduce a classification of the related
work regarding time series forecasting. In Section III, we
describe our proposed solution. Its performance evaluation
and its comparison with existing approaches are the object
of Section IV. The paper concludes in Section V.

II. Related Work
Several techniques have been proposed in the literature

for function prediction, and more particularly for time
series forecasting. They can be broadly classified into three
main categories: statistical, machine learning-based and
strategies mixing both types of methods. Although the
list of techniques presented below is not exhaustive, this
classification allows us to properly position the existing
work and our approach.

A. Statistical-based approaches
Statistical approaches are traditionally used to make

forecasts. One of the most widely recognized procedures
for time series prediction is the Auto-Regressive Integrated
Moving Average (ARIMA) one [20], which has been used
in many studies. This technique has proven to be very
effective when the data are stationary and show no upward



or downward tendencies. However, the effectiveness of
ARIMA remains relevant for linear systems only, making
it inappropriate in many cases.

In [7], the Empirical Mode Decomposition (EMD)-based
Multi-Model Prediction (EMD-MMP) algorithm has been
proposed in order to predict network traffic in Software-
Defined Networks. EMD-MMP combines the action of
three methods: EMD [11], [19], Auto-Regressive Moving
Average (ARMA), and Support Vector Machine (SVM) -
Regression (SVR) methods. Unlike ARIMA, this technique
can be used to deal with non-linear signals and appears
to be suitable for a variety of use cases.

Although statistical techniques are still relevant, they
have recently been surpassed by machine learning-based
ones [15].

B. Machine learning-based approaches
Many recent studies are based on machine learning

algorithms, which have the advantage of not requiring
an explicit mathematical model. Moreover, once trained,
the predictions are almost instantaneous, in contrast with
statistical approaches. The LSTM neural network [10] is a
top procedure in this category. It is based on a recurrent
neural architecture that can process time series and is
capable of learning and remembering input data over long
sequences. This leads to its wide usage in time series
prediction. In [15], the authors compare the accuracy
of ARIMA and LSTM for predicting time series data,
resulting in a very significant superiority of LSTM over
ARIMA.

The success of the LSTM algorithm in predicting
or recognizing sequences has led to the emergence of
several extensions. Among them, the Bidirectional LSTM
algorithm is one of the most efficient variants [16]. The
idea behind this technique is to consider not only the
past values of the sequence but also the future ones,
thus improving its prediction performance compared to
a classical LSTM.

C. Combined approaches
Some approaches combine different techniques whether

statistical or machine learning-based or even others. The
M4 competition has shown that combined prediction
methods have a higher accuracy than non-combined
ones [12].

In [2], the authors proposed using a Diffusion Convo-
lutional Recurrent Neural Network (DCRNN) to forecast
network traffic. They used two layers of Diffusion Convo-
lutional Gated Recurrent Unit (DCGRU). The compar-
ison of this approach with an LSTM-based network, a
CNN-based network, a CNN-LSTM-based network and a
Fully Connected Neural Network show the superiority of
DCRNN in forecasting congestion events.

The approach we propose in this paper falls into this
category of methods, since we combine the FFT and an
LSTM neural network.

III. A combined FFT/LSTM strategy for time-series
prediction

In this section, we will introduce our approach, which
consists in combining FFT data pre-processing with an
LSTM neural network. In what follows, we detail the
proposed architectures and the input/output conditioning
to make prediction efficient, even for large measurement
horizons.

A. Input/Output
Our work involves developing a component that receives

old data as input to predict new data as output.
The data is a sequence of chronologically ordered values,

each value di representing the bandwidth read at time
step i. From this data sequence, plus a sliding window
di+1, di+2, . . . , di+n of size n and the corresponding
predicted value d̂i+n+m (integer m ≥ 1 is called the
prediction horizon), we generate a set of pairs (vector of
values in sequence of size n, predicted value) where the
vectors will be used as input to our component and the
predicted value will be its output (see Fig. 1). We write

d̂i+n+m = Φ(di+1, di+2, . . . , di+n) (1)

with Φ representing the prediction function.
We opted for a sufficiently large measurement horizon

to avoid making multiple predictions before reaching the
desired value, thus avoiding the propagation of errors.
Indeed, given that we are at time step i + n, predicting
the value at time i+n+m implies the prediction of all the
values before this last one. This implies a prediction from
inputs with successive estimation errors. To overcome this
problem, we proposed to estimate the value at time step
i + n +m directly, without resorting to the intermediate
values.

d1, d2, . . . , di, di+1, di+2, . . . , di+n, di+n+1, . . . , di+n+m, . . .

Sliding window Predicted value

Fig. 1: Sliding window and predicted value.

B. Architectures
In our approach, we have combined LSTM and FFT

(Fast Fourier Transform) in different ways. In what
follows, we will present the DFT and the FFT and the
different ways they have been used in our architectures.

1) DFT and FFT: The Discrete Fourier Transform
(DFT) is a function allowing to perform a Fourier
analysis on digitized signals. The DFT of a signal
[x0, x1, ..., xN−1] of length N , is another signal
[y0, y1, ..., yN−1] defined by

yk =
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where k ∈ {0, 1, ..., N − 1} and i is the imaginary unit.
The DFT of a vector is calculated by means of the Fast

Fourier Transform (FFT) [6], which is a fast algorithm
with complexity O(n log n) for a vector of size n. The
DFT is used in several domains, such as digital treatment
of signals, image compression, voice recognition, etc. As
for the classic Fourier transform, it converts signals from
the time domain into the frequency domain. Note that the
transformation to the frequency domain with DFT causes
the loss of temporal information, but prediction needs this
temporal dimension. We can solve this problem by using
a sliding window. Indeed, the DFT provides a frequency
dimension and the sliding window allows keeping the time
dimension.

2) Architectures: We have produced four different ar-
chitectures in our studies: LSTM (method 1), RealFFT-
LSTM (method 2), CombinedFFT-LSTM (method 3) and
HSFFT-LSTM (method 4), with two versions each, a
simple LSTM layer and a double-layer LSTM, see Fig.
2. In the first one, the sliding windows are passed directly
to an LSTM neural network to predict the future value.
The sliding window, in the second architecture, undergoes
a DFT preprocessing, which returns a vector of complex
numbers, and then their real parts are injected into the
LSTM input. In the third architecture, real and imaginary
parts of the DFT vector are concatenated before being
injected to the LSTM input. In the fourth proposed
architecture, we have combined the HSFFT [13]1, which
is explained below, and an LSTM.

The HSFFT module consists in duplicating the signal in
order to make it symmetrical. Thus, we have to consider
that the sliding window represents only half of the input
signal and we duplicate it in order to obtain a symmetrical
signal as shown in Fig. 3. This balanced signal is processed
by the FFT algorithm, which provides a true symmetrical
frequency output vector having a zero imaginary part.
Then, only a part of this frequency vector is transmitted
to the LSTM (duplicated information is removed).

The choice of HSFFT over FFT was made after con-
ducting some comparative tests between the two methods.
The results showed that HSFFT reduces the error rate,
especially when combining two LSTMs.

IV. Performance evaluation
A. Simulations’ settings

In the following, we compare the different versions
of the LSTM method that we have previously intro-
duced. We considered the following methods: the LSTM,
the RealFFT-LSTM, the CombinedFFT-LSTM and the
HSFFT-LSTM. They are composed of one or two LSTM
layers with the same number of neurons. A fifth module
has been devoted to the ARIMA method. All modules
were developed in Python using the Keras library [5] with
a Tensorflow backend [17].

1HSFFT stands for “Hermitian Symmetrical signal FFT”.
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Fig. 2: Proposed architectures.

Input vector (Sliding window)

FFT

fi+1, ..., fi+n−1, fi+n, fi+n−1, ..., f i+2, fi+1

f i+n, f i+n−1, ..., fi+1

Real frequencies vector of size n

H
SF

FT
M

od
ul

e

di+1, di+2, ..., di+n

di+1, ..., di+n−1 di+n, ..., di+2, di+1

Real symetric signal of size 2n-1

n-1 size vector Inverted signal

Frequencies that have a zero imaginary part
(vector of size 2n-1)

Fig. 3: Detail of the HSFFT module.

We performed the tests on real network traffic data
coming from a mobile network operator. The benchmark
contains 8928 values of bandwidth measurement at 10-



minute intervals, see Fig. 4. Data was first normalized to
be compliant with the LSTM input. We have considered
a sliding window with a size varying from 20 to 70 values
(Fig. 1).

Data was divided into two parts: 70% was used for
the learning phase and 30% for the test phase. For the
training, we set the batch size to 1 and to learn, we
use an Adam optimizer with a learning rate of 0.01. To
evaluate the effectiveness of each module, we considered
the calculation of the MAPE (Mean Absolute Percentage
Error) between the real values and the predicted ones.

0 500 1,000 1,500

0.5

1

Time (hours)

Ba
nd

w
id

th
(G

bp
s)

Fig. 4: Network data traffic.

The comparative study was conducted in two phases:
1) Phase 1: It consisted of comparing the HSFFT-

LSTM method with similar ones, using a deep
learning approach (LSTM, CombinedFFT-LSTM
and RealFFT-LSTM).

2) Phase 2: Here, we compared our approach to the
ARIMA method.

The obtained results of each module are treated, an-
alyzed, and represented by box plots. We performed 72
series of tests in which every test was executed 20 times
(for the calculation of confidence intervals). The tests
have been carried out by changing the most influencing
parameters one at a time in order to determine the error
rate for different prediction horizons, and using different
values for the size of the sliding window.

We have taken into consideration the effectiveness of
each module based on the following criteria:

• accuracy over the prediction horizon (by varying the
number of neurons within the LSTM and the size of
the sliding window);

• accuracy as a function of the size of the sliding
window;

• accuracy as a function of the number of LSTM
neurons;

• prediction latency.

B. Results
1) Accuracy over the prediction horizon: We per-

formed a first test comparing the LSTM, RealFFT-LSTM,
CombinedFFT-LSTM and HSFFT-LSTM methods ac-
cording to the prediction horizon, for an LSTM of 32
neurons, a sliding window of size 30 and a prediction
horizon of 1 hour, 2 hours and 3 hours. We used the
MAPE error, plotted in Fig. 5.
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Fig. 5: Comparison between LSTM-based methods ac-
cording to different prediction horizons (sliding
window size = 30, neurons number = 32).

The obtained results show that increasing the prediction
horizon has an almost linear impact on the prediction
error. The increase of this error with the prediction
horizon depends, however, on the strategy applied. In-
deed, the larger the prediction horizon, the larger the
difference between the considered strategies. Besides, one
can notice that the methods using filters (i.e., RealFFT-
LSTM, CombinedFFT-LSTM and HSFFT-LSTM) clearly
outperform the LSTM alone, when increasing the dis-
tance with the forecasted value. For a prediction with
a distance of 1h (6th value in the future), the different
approaches show, nevertheless, results with the same order
of magnitude. The two methods CombinedFFT-LSTM
and HSFFT-LSTM exhibit the best performance with a
slight advantage to the second one.

2) Accuracy as a function of the size of the sliding
window: The first tests led us to conduct another series
of experiments to analyze the behavior of the LSTM and
HSFFT-LSTM methods when we changed the size of the
sliding window. We conducted 6 series of 20 tests each,
for different values of the sliding window, whose results
are shown in Fig. 6. We also performed these experiments
with two combined LSTM layers (see Fig. 7).

When using only one LSTM layer, we notice that for a
rather small window size, HSFFT-LSTM shows a better
accuracy compared to the LSTM alone. However, when the
sliding window exceeds a certain size both methods give
roughly the same performance with a slight advantage to
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Fig. 6: Comparison according to different sliding window
size (horizon = 3 hours) when using 1 LSTM layer.
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Fig. 7: Comparison according to different sliding window
size (horizon = 3 hours) when using 2 LSTM layers.

the LSTM. For the two combined LSTM version, HSFFT-
LSTM show better performance and improved results
compared to a single LSTM.

3) Accuracy as a function of the LSTM neurons’ num-
ber: We analyze, here, a series of tests designed to examine
the impact of the number of neurons within the LSTM
network on the error rate, over multiple measurement
horizons. The comparison is made only between the two
methods LSTM and HSFFT-LSTM. We chose an LSTM
with 32, 64, 96 and finally 128 neurons, horizons of
one hour, two hours and three hours, and each time we
made 20 tests (see Fig. 8).

The results of this series led us to the conclusion that
HSFFT-LSTM is better than an LSTM alone, regardless of
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Fig. 8: Comparison between LSTM and HSFFT-LSTM
methods according to the number of neurons and
different prediction horizons (sliding window =
30).

the number of neurons. Moreover, with only a few neurons,
HSFFT-LSTM still makes excellent predictions, unlike
the LSTM, which deteriorates significantly for horizons
far in the future. The HSFFT-LSTM procedure remains
powerful for a fairly large prediction horizon, and even
with a reduced number of neurons, which allows saving
system resources.

4) HSFFT-LSTM compared to ARIMA with different
sliding windows: We compare, here, our approach with
a classical statistical method, which led us to perform
another series of prediction tests using the ARIMA and
the HSFFT-LSTM modules. Our sliding window size was
20, 30 and 40, using prediction horizons of one hour, two
hours and three hours.

The results of these tests conducted us to deduce
that our approach is especially good for large prediction
horizons and large sliding windows (see Fig. 9).

5) Prediction latency: To compare the execution time
of the ARIMA, LSTM and HSFFT-LSTM techniques, we
conducted some experiments with a sliding window of size
10, and we executed ARIMA using data of size 288 to
ensure its convergence. We divided the ARIMA execution
time by 30 to make a fair comparison with 10-sized sliding
window HSFFT-LSTM.

We found that LSTM and HSFFT-LSTM are signif-
icantly better in terms of execution time compared to
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.

the ARIMA method. However, LSTM alone and HSFFT-
LSTM are similar in terms of execution time, which means
that the additional processing of the filter adds almost
nothing in terms of resource consumption on this dataset
(Fig. 10).
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Fig. 10: Comparison between execution time of ARIMA,
LSTM and HSFFT-LSTM methods.

In conclusion, we have seen that the inclusion of the
FFT allows a significant improvement in the prediction
of values over various measurement horizons. Even if it
is difficult to rigorously justify the underlying reasons,
we believe that the shift from the time domain to the
frequency domain, with amplitudes reflecting the impor-
tance of the frequencies, allows the LSTM to better grasp
the parameters impacting the prediction the most and to
separate them more easily from potential noises that are
not very visible on the time scale.

V. Conclusion
In this work we propose the use of data preprocessing

before injecting them into an LSTM neural network for
time series prediction. Our approach is based on the use
of an FFT filter applied to a sliding window of data.

We combined LSTM with FFT in several ways and
performed a series of comparative tests, exploring the
procedures’ performances by changing several parameters.
Our study led us to conclude that FFT-LSTM is more
effective in terms of prediction horizon and execution time
than the classical ARIMA. Compared to similar methods
such as LSTM alone, our analysis showed that for a
large dataset and with a reduced number of neurons, our
approach gives good results even for a large prediction
horizon. In other words, the combination that we propose
of methods not only reduces significantly the prediction
error, but can also reduce the number of required neurons,
thus accelerating the learning process. In addition, our
approach maintains good performance over long prediction
horizons.

In the future, we intend to use this technique in the
management of an SDN/NFV network, notably through
the dynamic scaling of services. We also plan to improve its
rapid adaptation to potential variations in traffic patterns.
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