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Abstract—To address the diversity of use cases envisioned by the 5G technology, it is critical that the design of the future network allows maximum flexibility and cost effectiveness. This requires that network functions should be designed in a modular fashion to enable fast deployment and scalability. This expected efficiency can be achieved with the cloud native paradigm where network functions can be deployed as containers.

Virtualization tools such as Kubernetes [1] offer multiple functionalities for the automatic management of the deployed containers hosting the network functions. These tools such as resource scheduling and replicas must be applied efficiently to improve the network functions availability and resilience. This paper focuses on resource allocation in a Kubernetes infrastructure hosting different network services. The objective of the proposed solution is to avoid resource shortage in the cluster nodes while protecting the most critical functions. A statistical approach is followed for the modeling of the problem as well as for its resolution, given the random nature of the treated information.

I. INTRODUCTION

Future 5G and 6G networks and beyond will be based on specific 5G evolutions to address new applications such as virtual reality, augmented reality, holography, intelligent connectivity, deep sensing, etc [2]. These evolutions include the support of multiple new access networks, for instance in airplane communications, satellite communications and underwater acoustic communications. These applications are very demanding in terms of end-to-end performance to meet the requirements of industries. Thus, the beyond 5G architecture should evolve to enable fast and efficient management of the network infrastructure [3].

One of the key enablers for this evolution is the support of the heterogeneous cloud environment and the ability to orchestrate resources among multiple technical domains like RAN, edge cloud, central/core cloud, private and public cloud. All the capability coming from the hardware acceleration should be exposed to the services to enable more flexible function placement in order to address high performance. Another key enabler will be the generalization of the service-based architecture (SBA) [4], which has been introduced in 5G networks mainly for the core network. This evolution will move to the edge and the RAN to enable the convergence of RAN and core networks. This allows a more flexible deployment of the network function and enhances their life cycle management.

The adoption of a cloud native [5] approach for the implementation and deployment of virtual network functions helps to achieve the required flexibility and autonomy. The use of containers enables to reduce the overhead and enhances the availability of the network services [6]. Future networks must be able to support multiple applications with different quality of service requirements. Eventually, the VNFs that compose these services will share the same infrastructure and will enter in competition for resources if the demand is too high. This situation may be more frequent in environments with limited resources such as the Edge or the RAN [7]. However, finding the right configuration in terms of resource allocation for the deployed functions while taking into account the temporal variability of the demands remains a major challenge to reduce resource shortage risk and protect the most important VNFs.

Resource management in cloud environments has been well studied in the literature [8]. However, most of the work already proposed study the virtual machines (VMs) as the basic and smallest entity to deploy and manage [9]. To the best of our knowledge, only a few papers study the particularity of containers and native cloud environments, especially the associated emerging technologies like Docker [10] and Kubernetes [1]. It is important to note that there are many similarities between the classic cloud environment and the cloud native one, especially in the resource management and allocation problems. However, the new technologies offer more features to improve the robustness of the deployed services. The Kubernetes technology represents an essential tool for the management and orchestration of cloud infrastructures. This technology has shown great industrial maturity and is becoming the key player in native cloud environments. It offers several features for automatic management, scalability and availability of services.

The scope of this paper is to explore some of the Kubernetes features for resource scheduling to enhance the availability and the resilience of NFV networks. We focus on specific ones dealing with resource scheduling to enhance the failure risk for the deployed network services. Then, we propose a statistical method to compute the corresponding parameters for each CNF taking into consideration the future demands and the importance of the hosted network function.

The remainder of the paper is organized as follows. Section II overviews the state-of-the-art and the main technologies for cloud resource allocation and management.
describes the context of our contribution and the problem model formulation. Section IV presents our solution that we call the KRS module. Section V provides a description of the performance evaluation method and the obtained results. Finally, Section VI concludes the paper and outlines some perspectives for future developments.

II. BACKGROUND AND RELATED WORK

In [11], the authors study the Kubernetes performances and propose a Petri Net model for pods and containers management. This model can help in the design of the applications and how the pods and containers should be deployed and structured. Authors in [12] propose a network-aware approach for Fog Computing service scheduling. The main objective of the proposed algorithm is reducing the network latency by optimizing the containers’ placement. Meanwhile, the proposed solution do not consider the memory and CPU usage and their corresponding features offered by Kubernetes. In [13], the authors study the Kubernetes scheduling module and propose an improved one by combining two optimization methods: the Ant colony algorithm and the swarm optimization algorithm. The main difference of the proposed solution compared to the exiting scheduler is that they consider the infrastructure resource cost and not only the load-balancing aspects. In [14], the authors propose the KEIDS Kubernetes controller for Edge environments and IoT applications. The particularity of their solution is that it takes into account the energy consumption optimization while considering other aspects such as the interference between the containers. The problem is formulated and solved as a multi-objective ILP. Paper [15] also focuses on resource planning in cloud native environments with the objective of minimizing energy consumption. The task is formulated as a multi objective optimization problem with two main goals: energy consumption and computing time. Paper [16] studies the CPU usage interference between co-located containers. The results show that the performance degradation can reach 50% with intensive demands. The authors highlight the need for an efficient method of resource scheduling inside the cluster, to avoid the interference without specifying a specific solution. The scope of our paper is precisely to investigate the features offered by Kubernetes for this purpose.

III. GENERAL CONTEXT AND PROBLEM FORMULATION

A. Kubernetes architecture

Cloud native and container technologies have significantly evolved, offering great opportunities for network operators to enhance their infrastructure management. The adoption of the cloud native approach in the implementation of VNFs enables building highly resilient and autonomous networks. Indeed, moving to cloud native network functions (CNFs) for NFV networks might make it easier to overcome multiple limitations of VNFs by transforming most network functions into scalable containers.

In this context, the Kubernetes ecosystem becomes an essential tool for the deployment and management of NFV infrastructures. The interest of this technology is mainly explained by its ability to manage dynamic, complex, and distributed infrastructures with great flexibility and agility.

![Fig. 1: Kubernetes cluster components](image)

Fig. 1 illustrates the main components of the Kubernetes architecture which is based on multiple abstraction levels. The first one is the cluster which gathers multiple physical or virtual machines representing the available resources in terms of memory and CPU. Each cluster has a master node responsible for the management and scheduling of these resources. The cluster is composed of multiple nodes, that can be either physical or virtual. These nodes host the pods, the most basic entity that can be created and controlled by Kubernetes. Each pod runs a single service instance (a VNF instance in our case), and it can be composed of one or several containers.

B. Resource allocation and scheduling in Kubernetes

Kubernetes offers multiple tools for resource management shared by the deployed VNF instances. The network infrastructure can host heterogeneous services, allowing to take full advantage of the available resources and reduce consumption costs. On the other hand, sharing the infrastructure between heterogeneous services can reveal resource allocation problems, especially in case of a resource shortage. The allocation of cloud resources must be highly efficient. They must be neither under-utilized, as this means a loss of revenue, nor over-utilized, as this can lead to service failures or SLA degradation causing penalties.

Kubernetes offers some features for pods/containers resources scheduling which are mainly **requests** and **limits**. For each container, we can configure the requested memory or CPU which correspond to the guaranteed resources that will be reserved for it. Thus, the sum of the requested resources for the containers inside a node must be less than the total node capacity. Limits specify the maximum limit of resources that can be used by a container.

These parameters are very important for the CNF lifecycle management as they are taken into consideration in the priority and location of pods deployment by the scheduler and also in the allocation of resources inside a node, especially when it is overloaded. Let’s take an example of a node that hosts pods and their memory consumption reaches its limit. The Kubernetes orchestrator has to select a pod to stop it. The
pods that do not have a fixed request value will be the first to be stopped. Then, the orchestrator selects those that consume the most compared to the value of the requests.

![Fig. 2: Different CNF deployment configurations.](image)

For instance, in Fig. 2 we represent three pods deployed on a single node. The first one is deployed with “best-effort” QoS, the requests and limits are not specified. The second is deployed with a “non-guaranteed” QoS, where the requests value is less than the limits. The third one has a “guaranteed” QoS since the requests value is equal to the limits. In this situation, if there is a lack of resources, the pods will be stopped in the given order, the first one, then the second one, and finally the third one, in order to liberate the required resources.

The objective of this work is to give a method to schedule the resources for the pods hosting the VNF instances, to limit the failures and the caused damage in the case of lack of resources. Our strategy aims to avoid the resource shortage in the first place. However, if it is unavoidable, the goal is to protect the most critical functions.

### C. Problem formulation and notation

#### TABLE I: List of main used variables

<table>
<thead>
<tr>
<th>variable</th>
<th>description</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\mathcal{N}$</td>
<td>set of nodes composing the cluster; $\mathcal{N}_i$: the $i^{th}$ node</td>
</tr>
<tr>
<td>$\mathcal{V}_i$</td>
<td>list of pods inside $\mathcal{N}_i$</td>
</tr>
<tr>
<td>$\mathcal{V}_{i,j}$</td>
<td>pod $j$ on node $\mathcal{N}_i$</td>
</tr>
<tr>
<td>$\mathcal{M}_i$</td>
<td>memory capacity of $\mathcal{N}_i$</td>
</tr>
<tr>
<td>$\mathcal{M}<em>{r</em>{i,j}}$</td>
<td>request memory for pod $\mathcal{V}_{i,j}$</td>
</tr>
<tr>
<td>$\mathcal{M}<em>{d</em>{i,j}}$</td>
<td>future demand memory for pod $\mathcal{V}_{i,j}$</td>
</tr>
<tr>
<td>$\mathcal{C}_i$</td>
<td>CPU capacity of $\mathcal{N}_i$</td>
</tr>
<tr>
<td>$\mathcal{C}<em>{r</em>{i,j}}$</td>
<td>request CPU for pod $\mathcal{V}_{i,j}$</td>
</tr>
<tr>
<td>$\mathcal{C}<em>{l</em>{i,j}}$</td>
<td>limit CPU for pod $\mathcal{V}_{i,j}$</td>
</tr>
<tr>
<td>$\mathcal{C}<em>{d</em>{i,j}}$</td>
<td>future demand CPU for pod $\mathcal{V}_{i,j}$</td>
</tr>
<tr>
<td>$b_{i,j}$</td>
<td>variable representing the stopped pods, $1$ if it is stopped and $0$ otherwise</td>
</tr>
<tr>
<td>$P_{i,j}$</td>
<td>penalty for stopping pod $\mathcal{V}_{i,j}$</td>
</tr>
</tbody>
</table>

Tab. I summarizes the notation adopted in this paper. We consider a Kubernetes cluster hosting multiple VNF instances. $\mathcal{N}$ denotes the set of nodes composing it and $\mathcal{N}_i$ refers to the $i^{th}$ node. Each node has a fixed memory and CPU capacities denoted by $\mathcal{M}_i$ and $\mathcal{C}_i$ respectively. The set of pods deployed on node $\mathcal{N}_i$ is denoted by $\mathcal{V}_i$. For each pod $j$ on a node $\mathcal{N}_i$, the values of request and limits are denoted by $\mathcal{M}_{r_{i,j}}$ and $\mathcal{M}_{d_{i,j}}$ respectively for the memory, $\mathcal{C}_{r_{i,j}}$ and $\mathcal{C}_{d_{i,j}}$ for the CPU. The resources that will be consumed by each pod vary over time and depend on the VNF that hosts them. Therefore, the future resource demand for each pod is considered as a random variable denoted by $\mathcal{M}_{d_{i,j}}$ and $\mathcal{C}_{d_{i,j}}$ for the memory and CPU respectively. The VNF instances have to support the traffic load, otherwise they will be stopped and this can introduce penalties according to their importance. We denote by $P_{i,j}$ the penalty introduced when stopping CNF $\mathcal{V}_{i,j}$. The objective of this work is to propose an algorithm that identifies the appropriate parameters of the requests and limits for each CNF, in order to reduce the expected penalty in a given period, where the profile of the future resource demand is known. This information is presented in the form of the probabilistic distribution of random variables $\mathcal{M}_d$ and $\mathcal{C}_d$ which can be obtained from the monitoring system.

When the demanded resources exceed the capacity of the node, the orchestrator selects the pod to stop according to the principle explained in Section III-B. Variable $b_{i,j}$ represents the state of the CNF. The selected ones should respect the condition described by (1):

$$\mathcal{M}_{d_{i,j}} - \mathcal{M}_{r_{i,j}} \leq \mathcal{M}_{d_{i,j}}' - \mathcal{M}_{r_{i,j}}', \quad (1)$$

for $i = 1, 2, \ldots, N$ and for all $j, j'$ such that $b_{i,j} = 1$ and $b_{i,j'} = 0$. The objective is to find the appropriate parameters $\mathcal{M}_r$, $\mathcal{M}_d$, $\mathcal{C}_r$ and $\mathcal{C}_d$ that minimize the expected penalties:

$$\text{minimize } \mathbb{E}\left( \sum_{j=1}^{V_i} \sum_{i=1}^{N} b_{i,j} P_{i,j} \right)$$

subject to:

$$\sum_{j=1}^{V_i} \max(\mathcal{M}_{r_{i,j}}, \mathcal{M}_{d_{i,j}}) b_{i,j} \leq \mathcal{M}_i, \quad i = 1, \ldots, N,$$

$$\sum_{j=1}^{V_i} \max(\mathcal{C}_{r_{i,j}}, \mathcal{C}_{d_{i,j}}) b_{i,j} \leq \mathcal{C}_i, \quad i = 1, \ldots, N.$$

### IV. KRS Module Presentation

This section presents the KRS algorithm for VNF resource scheduling. The randomness of the input data for the expected needed resource justifies the adoption of statistical approaches to model and solve this problem. The unknown variables are the requests and limits parameters for CPU and memory denoted by $\mathcal{C}_r$, $\mathcal{C}_d$, $\mathcal{M}_r$ and $\mathcal{M}_d$. The limits values, $\mathcal{C}_r$ and $\mathcal{M}_r$, can be easily determined for each CNF from its resource demand probabilistic distribution by choosing the maximum value. Meanwhile, finding the most suitable requests values is more challenging as they are the most important ones for resource allocation.

Our resolution method is a stochastic population-based algorithm. It is based on the random generation of multiple configurations of parameters ($\mathcal{C}_d$, $\mathcal{M}_d$) and the selection of elements that do not exceed a penalty threshold. Then, these selected elements are crossed to generate a new improved population which allows reducing the expected penalties over
the iterations. To simplify the notation, we denote by \( \mathcal{X} \) the vector of the requests values for both memory and CPU instead of the pair \((\mathcal{C}', \mathcal{M}')\). In the optimization process, \( \mathcal{X} \) is considered as a discrete random variable. We consider an upper bound \( B \) of the unknown parameters which correspond to the maximum capacities of the nodes and we assume that the set of possible values of the parameters is \( \{0, \Delta, 2\Delta, \ldots, J\Delta = B\} \) for a chosen unit \( \Delta \). The smaller the value of \( \Delta \) the finer the granularity, and therefore the better the results. However, this will increase the computation time.

The probabilistic distribution of \( \mathcal{X} \) is denoted by \( \alpha \), seen as an \( 2V \times J \) matrix. This distribution will be used to explore the solution space of the searched parameters. Indeed, \( \alpha \) is initialized by a uniform distribution to explore equitably all the solution space. The general idea of the algorithm is to find the best distribution \( \alpha \) that minimizes the expected penalty. For that, we will fix a maximum value of penalty denoted by \( P_{\text{max}} \) that we will try to minimize along the iterative process. The first step of the algorithm is to initialize \( P_{\text{max}} \) by a large value and \( \alpha \) by an uniform distribution. Then, we will try to find a new distribution whose generated population denoted \( \mathcal{X}^\alpha \) has an expected penalty lower than \( P_{\text{max}} \). For this, we will generate a large number of vectors \( \mathcal{X}^\alpha \) according to distribution \( \alpha \). Then, knowing the distribution of the future demand of resources \( \mathcal{C} \) and \( \mathcal{M} \), we compute the penalty expectation for each configuration \( x \) in \( \mathcal{X}^\alpha \). Afterwards, the elements that have a value lower than \( P_{\text{max}} \) are selected to compute a new improved distribution.

To ensure the diversity of the new population, the percentage of selected elements must be greater than a minimum threshold noted \( D \). Otherwise, the algorithm can converge quickly to a local optimum. The probability of observing value \( j \) on link \( \ell \), \( \alpha(\ell, j) \), is computed by dividing the number of samples where link \( \ell \) takes value \( j\Delta \) by the total number of selected samples \( |\mathcal{X}^{\text{selected}}| \) as described in (2).

\[
\alpha(\ell, j) = \frac{|x \in \mathcal{X}^{\text{selected}} \mid x[\ell] = j\Delta|}{|\mathcal{X}^{\text{selected}}|}.
\] (2)

This process is repeated until the convergence of \( \alpha \) or until reaching a maximum value of iterations.

The second step is to adjust \( P_{\text{max}} \) depending on the outcome of the first step. If \( \alpha \) converges, \( P_{\text{max}} \) is reduced and the process restarts to try a more accurate target. If not, the procedure is repeated with a larger \( P_{\text{max}} \). To reduce \( P_{\text{max}} \), it is multiplied by an adaptation factor \( \beta \), with values between 0 and 1. This factor is set at the initialization step before the execution of the procedure. The previous value of \( P_{\text{max}} \) is stored in a new variable \( P'_{\text{max}} \) at each adaptation. If \( \alpha \) does not converge at the first step, \( P_{\text{max}} \) is reinitialized with \( P'_{\text{max}} \). Afterwards, \( \beta \) is increased using (3):

\[
\beta = \frac{1 + \beta}{2}.
\] (3)

The two steps are reiterated until \( P_{\text{max}} \) converges (i.e. until \( \beta \) becomes very close to 1). This process is globally described in Algorithm 1.

Note that our optimization approach is inspired by another algorithm called the Evolutionary Sampling Algorithm (ESA) [17] proposed for the inference of monitoring metrics. However, the principle remains adaptable to other optimization problems such as the one treated in this paper.

**Algorithm 1** Kubernetes Resource Scheduler (KRS)

**INPUT:** \( \mathcal{C}^d, \mathcal{M}^d, \mathcal{M}, \mathcal{C} \)

**OUTPUT:** \( \alpha \)

1. Initialize \( \alpha (\alpha^0), P'_{\text{max}} \) and \( \beta \)
2. \( \text{iter} = 0 \) \( \triangleright \) iteration index
3. — **Step 1:**
4. \( \text{while } \text{iter} \leq \text{iter}_{\text{max}} \) do
5. \( \text{iter} = \text{iter} + 1 \)
6. Generate \( n \) random samples of solutions according to distribution \( \alpha \).
7. Select the ones that respect \( \mathbb{E}_{\text{penalty}}(X) < P_{\text{max}} \); put them in set \( \mathcal{X}^{\text{selected}} \).
8. If \( |\mathcal{X}^{\text{selected}}|/|\mathcal{X}^{\text{rand}}| < D \), repeat Step 1.
9. Compute the new \( \alpha(\alpha_{\text{iter}}) \) from the selected samples:
10. \( \alpha_{\text{iter}}(\ell, j) = \frac{|x \in \mathcal{X}^{\text{selected}} \mid x[\ell] = j\Delta|}{|\mathcal{X}^{\text{selected}}|} \)
11. if \( \alpha_{\text{iter}} \approx \alpha_{\text{iter}-1} \) then
12. Break \( \triangleright \alpha \) has converged
13. — **Step 2:**
14. if \( \alpha \) has converged then
15. \( P_{\text{max}} = P'_{\text{max}} \)
16. \( \alpha = \alpha \)
17. \( P_{\text{max}} = P_{\text{max}} \beta \)
18. \( \text{iter} = 0 \)
19. Repeat from Step 1
20. else
21. \( \beta = (1 + \beta)/2 \)
22. \( P_{\text{max}} = P'_{\text{max}} \)
23. if \( \beta \approx 1 \) then
24. Return \( \alpha \) \( \triangleright P_{\text{max}} \) has converged
25. else
26. \( P_{\text{max}} = P'_{\text{max}} \beta \)
27. \( \text{iter} = 0 \)
28. Repeat from Step 1

**V. EVALUATION**

In this section we evaluate the performances of our KRS module compared to the Kubernetes best effort mode where the resource scheduling parameters are not configured on the CNF. For this evaluation, we use simulation as follows. At the beginning, for a given cluster with a known number of nodes, we generate randomly the memory and CPU capacity values for these nodes. Then, on each node, we vary the number of CNF deployed between 10 and 20. For each CNF, the future demand of resource is considered as a random variable \( (\mathcal{C}^d, \mathcal{M}^d) \) following a Poisson distribution. The parameters of this distribution are randomly generated. The penalty for stopping the CNF is randomly generated and
takes normalized values between 0 and 1. Then, the KRS algorithm is performed to find the correct CNF configuration. The outcome of this algorithm will be the \( \alpha \) distribution which often converges to an exact value. Finally, the penalty expectation for the obtained configuration is calculated and compared to the one given by the Kubernetes best effort mode.

Another important parameter in this optimization process is the number of generated samples \( X^{\text{rand}} \) to explore the solution space. This variable belongs to the algorithm parameters that should be fine-tuned to get good results and avoid the convergence to local optima. Fig. 5 and Fig. 6 depict the evolution of the accuracy and the computing time according to the generated samples \( X^{\text{rand}} \). The results show that increasing the number of generated samples enhances the accuracy until reaching the best performance when the solution space is well explored. From this point on, increasing this value will only increase the computing time. Thus, a tradeoff must always be found to achieve the best performance with the least processing effort.

VI. CONCLUSIONS

In this paper, we study the resource scheduling problem, mainly concerning memory and CPU, in a cloud native
environment. We particularly focus on the Kubernetes technology and its main features for resource scheduling. The proposed algorithm, called KRS, enables efficient provisioning for memory and CPU to avoid resource shortage, especially for the most critical CNFs. The KRS module considers the consumption profile of each CNF and allocates the appropriate resource with a trade-off between efficiency and risk. The optimization process is based on a statistical method that applies the principles of genetic algorithms. The results comparing our approach with the Kubernetes best effort mode show an interesting gain.

The utility of our algorithm appears in the post deployment phase of the CNFs to improve their coexistence in the same node and reduce the interference effects. However, Kuberenthes offers various other parameters for the customization of the deployment phase. To optimize the overall resilience of network services, it is necessary to think about it in all stages of the service lifecycle from the design, the deployment, the operation phase, and finally, the shutdown. All these steps require specific supplementary in-depth studies.

ACKNOWLEDGEMENTS

This work has been partially supported by the European Union’s H2020 MonB5G (grant no. 871780) project.

REFERENCES


