
HAL Id: hal-03503709
https://inria.hal.science/hal-03503709

Submitted on 28 Dec 2021

HAL is a multi-disciplinary open access
archive for the deposit and dissemination of sci-
entific research documents, whether they are pub-
lished or not. The documents may come from
teaching and research institutions in France or
abroad, or from public or private research centers.

L’archive ouverte pluridisciplinaire HAL, est
destinée au dépôt et à la diffusion de documents
scientifiques de niveau recherche, publiés ou non,
émanant des établissements d’enseignement et de
recherche français ou étrangers, des laboratoires
publics ou privés.

A High-Order Sliding-Mode Adaptive Observer for
Uncertain Nonlinear Systems

Héctor Ríos, Roberto Franco, Alejandra Ferreira de Loza, Denis Efimov

To cite this version:
Héctor Ríos, Roberto Franco, Alejandra Ferreira de Loza, Denis Efimov. A High-Order Sliding-Mode
Adaptive Observer for Uncertain Nonlinear Systems. IEEE Transactions on Automatic Control, In
press. �hal-03503709�

https://inria.hal.science/hal-03503709
https://hal.archives-ouvertes.fr


1

A High-Order Sliding-Mode Adaptive Observer for
Uncertain Nonlinear Systems

Héctor Ríos†?, Roberto Franco†, Alejandra Ferreira de Loza‡? and Denis Efimov§∗

Abstract—A high-order sliding-mode adaptive observer is
proposed to solve the problem of adaptive estimation, i.e., the
simultaneous estimation of the state and parameters, for a
class of uncertain nonlinear systems in the presence of external
disturbances, that does not need to satisfy a relative degree
condition equal to one. This approach is based on a high-
order sliding-mode observer and a nonlinear parameter identifi-
cation algorithm. The practical, global and uniform asymptotic
stability of the adaptive estimation error, despite the external
disturbances, is guaranteed through the small-gain theorem. The
convergence proofs are developed based on Lyapunov and input-
to-state stability theories. Some simulation results illustrate the
performance of the proposed high-order sliding-mode adaptive
observer.

Index Terms—Adaptive Observers, Nonlinear Systems, Sliding-
Modes.

I. INTRODUCTION

Control of real systems confronts two shortcomings: first,
not all the states are available for measurement; second, the
model has discrepancies with respect to the real system (see [1]
and [2]). Disturbances and uncertainties exist in almost all real-
world scenarios in the form of external perturbations, unknown
system dynamics and/or unknown parameters. In the last years,
the application and the development of adaptive observers
have motivated a lot of work, this topic has become a wide
and active research field. The adaptive observers estimate,
simultaneously, the whole state and the parameters of the
system using some online adaptation law (for instance, see
[3]).

Concerning adaptive observers, early results that solve this
problem are presented in [4] and [5]. Both works guarantee
exponential convergence of the estimation error, meanwhile,
the convergence of the parameters is exponential. The lat-
ter fact is mainly determined by a persistence-of-excitation-
type constraint. The problem of adaptive observer synthesis
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for Lipschitz nonlinear systems with known parameters is
developed in [6]. The sufficient conditions are presented to
ensure the state estimation error convergence to zero. Also, an
adaptive observer scheme is presented to achieve the adaptive
estimation under additional constraints. In [7], based on the
concepts of weakly attracting sets and nonuniform conver-
gence, an adaptive observer is proposed for the asymptotic
reconstruction of the state and parameter values in a par-
ticular class of forward-complete Single-Input-Single-Output
nonlinear systems. In [8], an adaptive observer is proposed
to exponentially estimate the state and the unknown param-
eters under a persistent excitation condition for uniformly
observable Multiple-Input-Multiple-Output (MIMO) nonlinear
systems. In [9], an L1 adaptive descriptor observer is de-
signed for multi-variable systems with nonlinear uncertainties
and measurement noises. The algorithm is constructed to
asymptotically estimate states, nonlinear uncertainties, and
measurement noise at the same time. In [10], a robust adaptive
observer design methodology for a class of uncertain nonlinear
systems in the presence of time-varying unknown parameters
is given ensuring asymptotic convergence of state estimation
and boundedness of parameter errors. The above-mentioned
works do not consider external disturbances, and the conver-
gence rates are asymptotic or exponential.

In this context, in [11], two nonlinear adaptive observers are
designed to provide a fault diagnosis of a Solid Oxide Fuel
Cell system, ensuring an asymptotic convergence of the fault.
In [12], two types of adaptive observer methods are devel-
oped to solve the problem of Markovian jump systems with
simultaneous time-varying actuator efficiency factors, additive
actuator, and sensor faults. The estimation and identification
errors for both observers converge asymptotically. In [13],
the problem of an adaptive high-gain observer for a class
of MIMO non uniformly observable systems with unknown
constant parameters is addressed. Exponential convergence
is established for the state and parameter estimation errors.
In [14], an adaptive sliding-mode disturbance observer is
designed to estimate the disturbance in finite time ensuring
the convergence to zero of the state estimation error. In [15],
an adaptive sliding-mode observer is proposed for position
and velocity sensorless controls of a cylindrical brushless DC
motor. This algorithm guarantees asymptotic convergence of
the estimation errors.

On the other hand, in the sliding-mode area, in [16], an
arbitrary order differentiator that converges to the true deriva-
tives of the signal after a finite time independent of the initial
differentiator error is presented. This approach switches from a
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uniform differentiator to the classical high-order sliding-mode
(HOSM) differentiator providing convergence to zero in finite-
time of the differentiation error. In [17], a functional observer
for linear systems with unknown inputs is considered. It is
shown that when such an observer is not proper, it is still
possible to use an HOSM differentiator to construct a proper
quasi-functional unknown input observer.

Regarding finite-time convergence, an adaptive state ob-
server for a class of nonlinear systems with unknown param-
eters is presented in [18]. Under an excitation assumption,
the convergence in finite time of the parameter is guaranteed;
meanwhile, the state converges asymptotically. In [19], a
nonlinear adaptive sliding-mode observer is proposed based
on a nonlinear parameter estimation algorithm. The proposed
algorithm is included in the structure of a sliding-mode state
observer, providing an ultimate bound for the full estimation
error and attenuating the effects of the external disturbances
concluding finite-time convergence of the identification error
and exponential convergence of the estimation error. In [20],
an adaptive observer based on [19] is developed, this observer
increases the class of systems ensuring finite-time convergence
of the parameter identification error and exponential conver-
gence to a neighborhood of the state estimation error.

Most of the above-mentioned works have one of the follow-
ing shortcomings: either do not consider external disturbances,
or the output must satisfy a relative degree condition equal
to one with respect to the external disturbances. Moreover,
in most cases, the convergence rates are asymptotic or expo-
nential. Motivated for the aforementioned issues, this paper
proposes an HOSM adaptive observer for a class of uncertain
nonlinear systems affected by external disturbances. In con-
trast with the previous works, the disturbances can be of a rel-
ative degree higher than one. The present approach combines
an HOSM observer with a nonlinear parameter identification
algorithm. The HOSM observer guarantees finite-time input-
to-state stability (FT-ISS) of the state estimation error with
respect to the parameter identification error. Whereas, the
nonlinear parameter identification algorithm provides FT-ISS
of the parameter identification error with respect to the state
estimation error. Then, the practical, global, and uniform
asymptotic stability of the adaptive estimation error, despite
the external disturbances, is guaranteed through the small-
gain theorem. The convergence proofs are developed based
on Lyapunov and ISS theories.

This manuscript is organized as follows. The problem
statement is formulated in section II. The preliminaries are
discussed in Section III. The adaptive observer and the main
results are presented in Section IV. Simulation results are
shown in Section V, followed by the conclusions in Section
VI.

A. Notation

The Euclidean norm of a vector q ∈ Rn is denoted by ‖q‖.
For a matrix Q ∈ Rm×n , denotes its smallest singular
value σmin(Q) =

√
λmin(QTQ) and its induced norm as

‖Q‖ :=
√
λmax(QTQ) = σmax(Q) , where λmax is the

maximum eigenvalue and λmin is the minimum one, σmax

is the largest singular value. For a Lebesgue measurable
function u : R≥0 → Rm, define the norm ‖u‖(t0,t1) :=
ess supt∈(t0,t1) ‖u(t)‖, then ‖u‖∞ := ‖u‖(0,+∞) and the set
of functions u with the property ‖u‖∞ < +∞ is denoted
as L∞. For a matrix function Q : R≥0 → Rm×n , denote
‖Q‖∞ := ‖Q‖(0,+∞). The term ∇V (x)f(x) denotes the
directional derivative of a continuously differentiable function
V with respect to the vector field f evaluated at any point x.
Define the function dacγ = |a|γsign(a), for any γ ∈ [0, 1) and
any a ∈ R.

A continuous function α : R≥0 → R≥0 belongs to class K if
it is strictly increasing and α(0) = 0; it belongs to class K∞ if
it is also unbounded. A continuous function β : R≥0×R≥0 →
R≥0 belongs to class KL if, for each fixed s, β(r, s) ∈ K with
respect to r, and for each fixed r, β(r, s) is decreasing to zero
with respect to s. Moreover, the function β is class KLT if
β(r, 0) ∈ K∞, β is a strictly decreasing function on its second
argument s ∈ R+ for any fixed first argument r ∈ R+ and
β(r, T ) = 0 for each fixed r ∈ R+ for some 0 ≤ T < +∞.

II. PROBLEM STATEMENT

Consider the following class of uncertain nonlinear systems

ẋ = Ax+ φ(y, u) +G(t, y, u)θ +Dw(t), (1a)
y = Cx, (1b)

where x ∈ Rn is the state vector, y ∈ R is the measurable
output, u ∈ Rm is the control input vector, θ ∈ R is
an unknown constant parameter, and w ∈ R represents the
external disturbances. The matrices A, C, and D are known,
they have corresponding dimensions, and it is assumed that
the triple (A,C,D) is strongly observable, which implies that
the relative degree of the output y, with respect to the external
disturbance w, is equal to n. The functions φ : R×Rm → Rn
and G : R≥0 × R × Rm → Rn are also known, and they
ensure uniqueness and existence of solutions for system (1)
for all admissible disturbances.

The objective is to provide estimations of the state and the
unknown parameter, i.e., x and θ, respectively; only using the
information of the output y and attenuating the effects of the
external disturbances w.

The following assumption is imposed on system (1).

Assumption 1. ||x||∞ < +∞, ||u||∞ < +∞, ||w||∞ < +∞,
and ||G(t, y(t), u(t))||∞ < +∞ for all t ≥ 0.

III. PRELIMINARIES

Consider the following nonlinear system

ẋ = f(t, x(t)), t ≥ t0, t0 ∈ R, (2)

where x ∈ Rn is the state vector; f : R+ × Rn → Rn is
a continuous function with respect to x and measurable with
respect to t, and f(t, 0) = 0. A solution of system (2), for an
initial condition x0 ∈ Rn at time instant t0 ∈ R, is denoted
as x(t, t0, x0), and it is defined on some finite time interval
[t0, t0 + T ], where 0 ≤ T ≤ ∞.

Let Ψ be an open neighborhood of the origin in Rn; then,
the following stability properties are introduced for system (2)
(for more details see [19], [21], [22] and [23]).
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Definition 1. [23]. At the steady state x = 0, the system (2)
is said to be:

1) Uniformly Stable in Ψ if, for any t0 ∈ R and ε > 0, there
is δ(ε) > 0 such that for any x0 ∈ Ψ , if ‖x0‖ < δ(ε),
then ‖x(t, t0, x0)‖ ≤ ε, for all t ≥ t0;

2) Uniformly Asymptotically Stable if it is Uniformly Sta-
ble in Ψ and for any t0 ∈ R, κ > 0 and ε > 0, there
exists T (κ, ε) ≥ 0 such that for any x0 ∈ Ψ , if ‖x0‖ ≤ κ,
then ‖x(t, t0, x0)‖ ≤ ε, for all t ≥ t0 + T (κ, ε);

3) Uniformly Finite-Time Stable if it is Uniformly Stable
and for any x0 ∈ Ψ , there exists 0 ≤ T x0 < +∞ such
that x(t, t0, x0) = 0, for all t ≥ t0 + T x0 . The function
T (x0) = inf{T x0 ≥ 0 : x(t, t0, x0) = 0, ∀t ≥ t0+T x0}
is called the settling time of the system (2).

If Ψ = Rn, at steady-state x = 0, system (2) is said to be Glob-
ally Uniformly Stable (GUS), Globally Uniformly Asymp-
totically Stable (GUAS) and Globally Uniformly Finite-Time
Stable (GUFTS), respectively.

Consider the following nonlinear system

ẋ = f(x,w), (3)

where x ∈ Rn is the state vector, w ∈ Rl is the external
disturbance; f : Rn×Rl → Rn is a locally Lipschitz function.
It is assumed that the solution of system (3) for an initial
condition x0 ∈ Rn and w ∈ L∞ is denoted as x(t, x0, w) for
any t ≥ 0 for which the solution exists.

Definition 2. [21]. The system (3) is said to be Input-to-State
practically Stable (ISpS) if for any w ∈ L∞, and any x0 ∈ Rn
there exist some functions β ∈ KL, γ ∈ K and a constant
κ ∈ R≥0 such that its solution satisfies

||x(t, x0, w)|| ≤ β(||x0||, t) + γ(||w||∞) + κ, ∀t ≥ 0.

If κ = 0, the system (3) is said to be Input-to-State Stable
(ISS). Moreover, if β ∈ KLT and κ = 0, system (3) is said to
be Finite-Time Input-to-State Stable (FT-ISS).

If ||w||∞ = 0; then, system (3) is said to be practically
GUAS, for κ > 0; and GUAS, for κ = 0.

Lemma 1. [19]. Let V : Rn → R≥0 be a smooth function.
If there exist some positive constants ϕ1, ϕ2, ϕ3, ϕ4 > 0 and
ς ∈ (0, 1] such that

ϕ1||x||2 ≤ V (x) ≤ ϕ2||x||2,
∇V (x)f(x, ω) ≤ −ϕ3V

ς(x),∀||x|| ≥ µ := ϕ4||w||∞,

then system (3) is FT-ISS with respect to the input w. More-
over, the following bounds are satisfied:

||x(t, xo, ω)|| ≤

{ϕ(t)
ϕ1

, ∀ς ∈ (0, 1), ∀t ≤ T (x0),
e−

ϕ3
2
t
√

ϕ2
ϕ1
||x0||, ς = 1, ∀t ≤ T (x0),

||x(t, xo, ω)|| ≤
√
ϕ2

ϕ1
µ, ∀t > T (x0),

where ϕ(t) = (ϕ1−ς
2 ||x0||2(1−ς) − ϕ3(1− ς)t)

1
2(1−ς) and

T (x0) ≤

max

(
0,
ϕ1−ς
2 ||x0||2(1−ς)−ϕ1−ς

1 µ2(1−ς)

ϕ3(1−ς)

)
, ∀ς ∈ (0, 1),

max
(
0,

2[ln(||x0||)−ln(µ)]
ϕ3

)
, ς = 1.

Let us consider the following interconnected nonlinear
system

ẋ1 = f1(x1, x2, w), (4a)
ẋ2 = f2(x1, x2, w), (4b)

where xi ∈ Rni , w ∈ Rl, and fi : Rn1 × Rn2 × Rl → Rni
ensures existence of the system solutions at least locally, for
i = 1, 2. Consider that both subsystems are ISS with respect
to (x2, w) and (x1, w), respectively, i.e., there exist functions
βi ∈ KL, γj ∈ K, and positive constants κi with i = 1, 2 and
j = 1, 4, such that the conditions

||x1(t, x10, w)|| ≤ β1(||x10||, t) + γ1 (‖x2‖∞)

+ γ2(‖w‖∞) + κ1, (5a)
||x2(t, x20, w)|| ≤ β2(||x20||, t) + γ3 (‖x1‖∞)

+ γ4(‖w‖∞) + κ2, (5b)

hold for all t ≥ 0. Thus, the following nonlinear small-
gain result is introduced, in terms of ISS properties, for the
interconnected system (4).

Theorem 1. [24], [25]. Suppose that the interconnected system
(4a)-(4b) is ISS with respect to (x2, w) and (x1, w), respec-
tively, satisfying the condition in (5). If there exists a non
negative number s1 satisfying

γ1 ◦ γ3(s) < s, ∀s > s1, (6)

then, the system (4) is ISpS with respect to the external input
w. If s1 = 0, the system (4) is ISS with respect to the external
input w.

Note that, if the external disturbance w is vanishing, or
somehow, it is completely compensated, Theorem 1 implies
that the interconnected system (4a)-(4b) is practically GUAS,
for s1 > 0; and GUAS, for s1 = 0.

IV. HOSM ADAPTIVE OBSERVER

Let us introduce the following adaptive observer

Ω̇ = (A− LC)Ω +G(t, y, u), (7a)
˙̂
θ = ΓΩTCT dy − Cx̂cα, (7b)

x̂ = z + T−1v, (7c)

ż = Az + φ(y, u) +G(t, y, u)θ̂ + L(y − Cz) + Ω
˙̂
θ, (7d)

v̇ = A0v + a(y − Cz) + χ(v1, y − Cz). (7e)

where x̂ ∈ Rn and θ̂ ∈ R are the estimations for x and
θ, respectively; z ∈ Rn is a Luenberger state estimation,
and Ω ∈ Rn is an auxiliary variable. If the signal G is
persistently exciting (PE), then, due to the filtering property
of the variable Ω, the variable CΩ is also PE. The function
dy − Cx̂cα in (7b) is understood in the component-wise
sense. Note that (7b) represents the dynamics of a parameter
identification algorithm characterized by α. If α = 0, a
discontinuous algorithm is obtained; when α = 1, one has
the classic linear algorithm, while for α ∈ (0, 1), a continuous
nonlinear algorithm is given. The observer vector gain L ∈ Rn
has to be selected such that (A − LC) is Hurwitz and
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Γ = ΓT > 0. The transformation matrix T ∈ Rn×n is
given as T−1 = [(A−LC)n−1ϑ, (A−LC)n−2ϑ, ..., ϑ]; where
ϑ = O−1h, with h = [0, 0, ..., 1]T ∈ Rn, and O is the
observability matrix of the pair (A − LC,C). The vector
v ∈ Rn provides an estimation of the error between the system
state x and the Luenberger state estimation z. The nonlinear
injection χ : R× R→ Rn takes the following structure:

χ(v1, y − Cz) :=


k1 d(y − Cz)− v1c

n−1
n

k2 d(y − Cz)− v1c
n−2
n

...
kn d(y − Cz)− v1c0

 ,
with some positive gains ki, i = 1, n. Finally, the matrix A0

and the vector a are given as follows

A0 =


0 1 0 · · · 0
0 0 1 · · · 0

...
. . .

...
0 0 0 0 1
0 0 0 0 0

 , a =


a1

a2

...
an

 ,
where ai, i = 1, n are the vector of coefficients of the charac-
teristic polynomial of the matrix (A− LC). The solutions of
the adaptive observer (7) are understood in the Filippov sense
[26]. Let us introduce the following assumption:

Assumption 2. Let 0 < %min ≤ σmin(CΩ(t)) for all t ≥ 0
and ‖CΩ‖∞ ≤ %max < +∞.

The existence of %max is guaranteed by Assumption 1 and
the fact that matrix (A − LC) is Hurwitz; the existence of
%min follows if, for example, the number of sensors is equal
to the number of unknown parameters, or CΩ(t) is uniformly
injective for all t ≥ 0 (for more details, see [27]). Moreover,
note that Ω(0) can be arbitrarily chosen.
Remark 1. Opposite to [19] and [20], the adaptive observer
in (7) strikes systems with relative degree larger than one. For
instance, mechanical systems, where the relative degree of the
output (position), with respect to the external disturbance w(t)
(in acceleration), is equal to two.

In the sequel, the stability of the HOSM adaptive observer
(7) is analyzed. To this aim, the dynamics (7) can be rewritten
as two interconnected subsystems given by the nonlinear
parameter identification algorithm and the HOSM observer.
Then, the FT-ISS properties of each subsystem are introduced.
Finally, the small-gain theorem is used to ensure the stability
of the adaptive estimation error.

A. The Nonlinear Parameter Identification Algorithm

Define θ̃ := θ̂ − θ. Then, the error dynamics for θ̃ is given
by:

˙̃
θ = ΓΩTCT dy − Cx̂cα. (8)

The FT-ISS convergence properties of the error dynamics
(8) with respect to the input η = Tδ−v with δ = x−z+Ωθ̃ ,
for α ∈ (0, 1) and α = 0, are given by the following lemmas.

Lemma 2. [20]. Let Assumption 2 be satisfied. Then, the error
dynamics (8), with α ∈ (0, 1) and Γ = ΓT > 0, is FT-ISS with
respect to η. Moreover, the trajectories satisfy:

‖θ̃(t, θ̃0)‖ ≤
√
c1

(
c
α−1
2

2 ‖θ̃0‖1−α

+
κ1(1− ψ)(1− α)%α+1

min c
α+1
2

2

2
t

) 1
1−α

, ∀t ≤ Tθ̃1 ,

‖θ̃(t, θ̃0)‖ ≤
√
c1
c2
µθ̃1 ||η||∞, ∀t > Tθ̃1 ,

where θ̃0 = θ̃(0), c1 := 2λmax(Γ), c2 := 2λmin(Γ), κ1 ∈
(0, 1) and

µθ̃1 =
(2κ2)

1
α+1 ||CT−1||

(ψκ1)
1

α+1 %min

,

Tθ̃1 ≤ max

0,
2(c

α−1
2

2 ‖θ̃0‖1−α − c
α−1
2

1 µ1−α
θ̃1

κ1(1− ψ)(1− α)%α+1
min c

α+1
2

2

 ,
for any θ̃0 ∈ R, ψ ∈ (0, 1) and κ2 = max(κ1 + 1, κ1/(1 −
κ

1
α
1 )α).

Proof. Let us consider the following Lyapunov function:

Vθ̃ =
1

2
θ̃TΓ−1θ̃, (9)

that satisfies the following inequalities:

c−1
1 ‖θ̃‖2 ≤ Vθ̃(θ̃) ≤ c

−1
2 ‖θ̃‖2, (10)

c
−α+1

2
1 ‖θ̃‖α+1 ≤ V

α+1
2

θ̃
(θ̃) ≤ c−

α+1
2

2 ‖θ̃‖α+1. (11)

Following the procedure given in [20], it can be shown that
the time derivative of Vθ̃ along the trajectories of the error
dynamics (8), with α ∈ (0, 1), satisfies

V̇θ̃ ≤ −κ1(1− ψ)%α+1
min c

α+1
2

2 V
α+1
2

θ̃
, (12a)

∀||θ̃|| ≥ (2κ2)
1

α+1 ||CT−1||
(ψκ1)

1
α+1 %min

||η||∞, (12b)

for any constant ψ ∈ (0, 1). Therefore, the error dynamics
(7b) is FT-ISS with respect to η.

Lemma 3. [20]. Let Assumption 2 be satisfied. Then, the
error dynamics (8), with α = 0, is FT-ISS with respect to
η. Moreover, the trajectories satisfy:

‖θ̃(t, θ̃0)‖ ≤
√
c1

(
c
− 1

2
2 ‖θ̃0‖

+
κ1(1− ψ)%minc

1
2
2

2
t

)
, ∀t ≤ Tθ̃2 ,

‖θ̃(t, θ̃0)‖ ≤
√
c1
c2
µθ̃2 ||η||∞, ∀t > Tθ̃2 ,

where

µθ̃2 =
2κ2||CT−1||
ψκ1%min

,

Tθ̃2 ≤ max

0,
2
(
c
− 1

2
2 ‖θ̃0‖ − c

− 1
2

1 µθ̃2

)
κ1(1− ψ)%minc

1
2
2

 ,



5

for any θ̃0 ∈ R, ψ ∈ (0, 1) and κ2 ≥ κ1 + 1.

Proof. Let us consider the Lyapunov function given in (9) that
satisfies the inequalities (10) and (11). Following the procedure
given in [20], the time derivative of Vθ̃ along the trajectories
of the error dynamics (8), with α = 0, satisfies

V̇θ̃ ≤ −κ1(1− ψ)%minc
1
2
2 V

1
2

θ̃
, (13a)

∀||θ̃|| ≥ 2κ2||CT−1||
ψκ1%min

||η||∞, (13b)

for any constant ψ ∈ (0, 1). Therefore, the error dynamics
(7b) is FT-ISS with respect to η.

Then, the results of Lemmas 2 and 3 establish that the
trajectories of the error dynamics (8), i.e., θ̃, enter into the
bound

√
c1/c2µθ̃1 or

√
c1/c2µθ̃2 , in a finite time for any

α ∈ [0, 1). It is clear that the size of such a bound depends
on α.

B. The HOSM State Observer

Consider the error dynamics for δ = x− z + Ωθ̃, i.e.,

δ̇ = (A− LC)δ +Dw(t), (14a)

yδ = y − Cz = Cδ − CΩθ̃, (14b)

where yδ is a measurable signal. Then, applying the transfor-
mation δ̄ = Tδ to system (14), it follows that

˙̄δ = A0δ̄ + aCT−1δ̄ − aCΩθ̃ + TDw, (15a)

yδ = δ̄1 − CΩθ̃, (15b)

where δ̄1 = CT−1δ̄ and TD = [0, ..., 0, CAn−1D]T . Then,
an observer for system (15) is designed as (7e). Therefore, the
error dynamics for η = δ̄ − v is given by

η̇ = A0η + TDw − χ(v1, y − Cz).

Note that y − Cz − v1 = δ̄1 − CΩθ̃ − v1; therefore, the
correction term χ1 can be rewritten as follows

χ(η1, CΩθ̃) =



k1

⌈
η1 − CΩθ̃

⌋n−1
n

k2

⌈
η1 − CΩθ̃

⌋n−2
n

...

kn

⌈
η1 − CΩθ̃

⌋0


,

where η1 = δ̄1 − v1. Then, the error dynamics is given by

η̇ = A0η + TDw(t)− χ(η1, CΩθ̃). (16)

Note that dynamics (16) has the same structure as the
HOSM differentiator [28]. The following lemma states the FT-
ISS convergence properties of the error dynamics (16) with
respect to the input θ̃.

Lemma 4. [28], [29]. Let the observer (7c)-(7e) be applied to
the system (1). Let Assumption 1 be satisfied. Then, there exist
some positive constants ki, i = 1, n, such that the estimation
error dynamics (16) is FT-ISS with respect to θ̃.

According to [28], if ||w||∞ ≤ w̄, with some known positive
constant w̄; then, the gains ki, i = 1, n, for n = 4, can be
chosen as k4 = 1.1|CAn−1Dw̄|, k3 = 1.5|CAn−1Dw̄|1/2,
k2 = 2|CAn−1Dw̄|1/3 and k1 = 3|CAn−1Dw̄|1/4.

Moreover, the results given by [28] show that η satisfies the
following inequality

‖η(t, η0)‖ ≤
n∑
i=1

τi|CAn−1Dw̄|
i−1
n %

n−i+1
n

max ||θ̃||
n−i+1
n∞ , (17)

for all t ≥ Tη > 0, with τi ≥ 1 depending only on the gains
ki. A method to compute the constants τi has been proposed
in [29], by means of the following Lyapunov function

Vη =

n−1∑
j=1

βjZj(ηj , ηj+1) + βn
1

p
|ηn|p, (18)

with some βi > 0, i = 1, n, p > 1 and Zj(ηj , ηj+1) =
rj
p |ηj |

p
rj − ηj dηj+1c

p−rj
rj+1 +

(
p−rj
p

)
|ηj+1|

p
rj+1 , j = 1, n− 1,

and the homogeneity weights ri = n+ 1− i with i = 1, n.
Hence, note that by definition x̂ = z + T−1v; thus, since

δ = x− z + Ωθ̃ and η = Tδ − v, one obtains that

x− x̂ = T−1η − Ωθ̃, (19)

then, Lemma 4 implies that the state estimation error dynamics
x− x̂ is FT-ISS with respect to θ̃.

C. Convergence of the Adaptive Observer

In order to establish the convergence properties of the
adaptive observer (6), the statements provided by Lemmas 2,
3, 4 and Theorem 1 are applied. The following result shows
that the interconnected error system (8) and (16) is GUS for
any α ∈ [0, 1).

Theorem 2. Let Assumptions 1 and 2 hold. Let L ∈ Rn be
such that (A− LC) is Hurwitz, α ∈ [0, 1), Γ = ΓT > 0, and
ki, i = 1, n, be designed based on the formulas provided by
[28]. If the following conditions

nβµmax ≤ 1, (20a)

[(nβ)nµmax]
1

n−1 ≤ 1, (20b)

hold with β = maxi=1,n[τi|CAn−1Dw̄| i−1
n %

n−i+1
n

max ] and
µmax =

√
c1/c2 max[µθ̃1 , µθ̃2 ]; then, the interconnected error

system (8) and (16) is practically GUAS for any α ∈ [0, 1).

Proof. Based on Lemmas 2, 3 and 4 and their proofs, consid-
ering (12b), (13b), and (17), it follows that

‖θ̃‖ ≥ µmax‖η‖ ⇒ V̇θ̃ < 0, (21)
n∑
i=1

||θ̃||
n−i+1
n ≤ β−1‖η‖ ⇒ V̇η < 0, (22)

with µmax =
√
c1/c2max[µθ̃1 , µθ̃2 ] and

µθ̃1 =
(2κ2)

1
α+1 ||CT−1||

(ψκ1)
1

α+1 %min

, µθ̃2 =
2κ2||CT−1||
ψκ1%min

,

β = max
i=1,n

[τi|CAn−1Dw̄|
i−1
n %

n−i+1
n

max ].
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Note that (22) can be rewritten as follows

n||θ̃|| ≤ β−1‖η‖ ⇒ V̇η < 0, for ‖θ̃‖ > 1,

n||θ̃|| 1n ≤ β−1‖η‖ ⇒ V̇η < 0, for ‖θ̃‖ ≤ 1.

Therefore, in order to apply the Theorem 1, in terms of the
error norms, two cases must be analyzed, i.e., when ‖θ̃‖ > 1
and when ‖θ̃‖ ≤ 1.
• Case 1: s > 1

According to (21) and (22), the small-gain condition is
reduced to µmaxs ≤ (nβ)−1s, which is satisfied for any
s > 1, the previous condition can be rewritten as in (20a).

• Case 2: s ≤ 1
According to (21) and (22), the small-gain condition is
reduced to µmaxs ≤ (nβ)−1sn, which results in the
condition given in (20b).

Thus, in order to guarantee the practical, global, and uni-
form asymptotic stability of the interconnected error systems
(8) and (16), conditions (20a) and (20b) are required. This
concludes the proof.

Theorem 2 implies that the state estimation error dynamics,
x− x̂; and the parameter identification error dynamics, θ̃; are
practically GUAS for any α ∈ [0, 1).

The procedure to verify the condition (20) includes the
following steps:

1) Use (7a) to calculate 0 < %min ≤ σmin(CΩ(t)) and
‖CΩ‖∞ ≤ %max < +∞ offline.

2) Fix the values of κ1, ψ ∈ (0, 1), and κ2 according to
Lemma 2 or 3.

3) Define the set Lc = {η ∈ Rn|Vη ≤ c}, based on Vη
given in (18), with c such that V̇η < 0 in the sublevel
set Lc; and then, from the sublevel set Lc, the values for
τi can be computed as τi = maxLc |ηi|, for all i = 1, n.

4) Verify the small-gain condition (20).
Note that the values for %min and %max depend on the
excitation given by the term G(t, y, u) in (7a), which depends
on the input u. It is well-known, in the adaptive estimation
framework, that the input can be modified in order to get more
excitation if it is required. Thus, it is possible to modify both
%min and %max by means of the input. Note also that κ1, κ2

and ψ can be adjusted to manipulate the left-hand side of (20).
The following properties for the adaptive observer (7) must

be remarked:
1) In the case that inequalities (20a) and (20b) are not

satisfied simultaneously, the results from the adaptive
observer will be local if (20b) holds. Moreover, if (20b)
is not satisfied but (20a) is, the interconnected error
dynamics converges to a unitary neighborhood of the
origin. Note that, if (20b) holds, the size of the error
convergence region is characterized by [(nβ)nµmax]

1
n−1 .

2) Theorem 2 provides practical, global, and uniform
asymptotic stability of the adaptive estimation error, and
the rate of convergence given by the HOSM adaptive
observer is faster than exponential due to its FT-ISS
properties.

3) For the multiple-output and multiple-parameter case,
consider system (1) with y ∈ Rp, θ ∈ Rq and w ∈ Rp

with q ≤ p, let us assume that the output vector has a
vector relative degree [r1, r2, ..., rp] with respect to the
unknown input. Therefore, if the relative degrees are
such that r1 + r2 + ... + rp = n; then, there exists a
required nonsingular matrix T ∈ Rn×n obtained from
the rearrangement of the n linearly independent rows
of the observability matrix of the pair (A,C). Under
this vector relative degree condition, the HOSM state
observer (7e) can be designed as follows

v̇j = Aj0vj +Aj1(yj − cjz) + χj(vj1, yj − cjz),

for j = 1, p, with

Aj0 =


0 1 0 · · · 0
0 0 1 · · · 0

...
. . .

...
0 0 0 0 1
0 0 0 0 0


rj×rj

, Aj1 =


aj1
aj2

...
ajrj


rj

,

cj =


1
0
...
0


T

rj

, χj =


kj1 d(yj − cjz)− vj1c

rj−1

rj

kj2 d(yj − cjz)− vj1c
rj−2

rj

...
kjrj d(yj − cjz)− vj1c

0

 ,
where v = [v1, ..., vp] ∈ Rn, with vj = [vj1, ...vjrj ] ∈
Rrj , and some constant vectors Aj1, for all j = 1, p.
Then, it is possible to apply the HOSM observers
vj by diagonal output blocks, obtaining a small-gain
condition for each output block. Thus, if such small-
gain conditions hold, it is possible to provide a state
estimation and a parameter identification simultaneously
(for more details, see [30] and [31]).

4) For the case of time-varying parameters, i.e., θ(t), the
proposed parameter identification algorithm provides the
same result, i.e., practically GUAS. However, based
on [20], it is possible to prove that the size of the
convergence region also depends on the upper bound
of the time-varying parameter.

5) The robustness and finite-time properties of the HOSM
observer together with the finite-time parameter identifi-
cation algorithm are illustrated in the next section and, in
contrast with [13], [15], [18], [19] and [20], the proposed
algorithm covers a broader class of systems.

V. SIMULATION RESULTS

The simulations have been done in Matlab Simulink with
the Euler explicit discretization method and sampling time
equal to 0.001 [s].

Consider the DC motor system [32]:

ẋ =

−
Ra
La

−KmLa −Bs Bs
Km
Jm

0 0

0 Bs −BlJl −Bs

x+

 1
La
u

−Tf (x2)
0


+

 0
− 1
Jm
x2

0

 θ +

0
0
1

w(t),

y =
[
0 1 0

]
x+ ς,
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where x = [x1, x2, x3]T , x1 ∈ R is the armature current, x2 ∈
R is the rotor angular position, and x3 ∈ R is the rotor angular
velocity. The parameters are: La = 0.21 [H] the armature
inductance, Ra = 10 [Ω] the armature resistance, Km = 3 the
torque constant, Bs = 0.18 [Nm/(rad/s)] the inner damping
coefficient of the shaft, Jm = 19 [Kgm2] the motor inertia
moment, Jl = 12.5 [Kgm2] the load inertia moment, and Bl =
3.4 [Nms/rad] the load viscous friction. The nonlinear function
Tf represents a mathematical model of the friction-velocity
curve representing the transition from static to kinetic friction,
including the Coulomb friction, and it is given as

Tf (q) = α0qsign(q) + α1qe
−α2qq|q|sign(q),

for any q ∈ R and some known coefficients α0x2 = 3.2,
α1x2

= 2.4 and α2x2
= 1.1.

The external disturbance is given by w(t) = −Td−Tf (x3),
where Td is the load disturbance torque. For simulation
purposes, the load disturbance torque is taken as Td = 0.4
[Nm], and the friction coefficients as α0x3 = 1.1, α1x3 = 2.1,
and α2x3

= 0.75. Thus, the external disturbance can be upper
bounded by ‖w‖∞ ≤ 3.6.

The parameter to be identified is the motor viscous friction
given by θ = 4.6 [Nms/rad]. The input is given as u(t) =
3 sin(t) + 1.4 sin(0.45t) + 8 cos(5t).

The proposed algorithm is compared with the linear algo-
rithm, i.e., with α = 1. Note that the adaptive observers [13],
[15], [18], [19] and [20] cannot be applied because the relative
degree of the output, with respect to the external disturbance,
is equal to three. Moreover, measurement noise is considered
and is denoted by ς , which is a band limited white noise with
power of 1× 10−7.

Consider the initial conditions x(0) = [−0.2,−0.1, 1]T

while the observer initial conditions are taken as Ω(0) = 0.1,
θ̂(0) = 0, z(0) = 0 and v(0) = 0. Fixing Γ = 140,
k1 = 12.96, k2 = 2.84 and k3 = 3.96 selected as [28] with
w̄ = 3.6. Also, the transformation matrix T and the vector a
are given as follows

T =

−304.4 6.3 0
1 0 0

7.1 −15.9 35.1

 , a =

 −15
−71
−105

 .
The Assumption 2 is satisfied with %min = 0.024 and

%max = 0.045. Fixing κ1 = 0.99, κ2 = 1.99, ψ = 0.99
and using the method described by [29], it can be shown that
τ1 = 0.52, τ2 = 0.12 and τ3 = 0.18. Then, it is easy to
verify that all the conditions of Theorem 2 are satisfied for all
α ∈ [0, 1). Fig. 1 illustrates the convergence of the observer to
the states of the system in the presence of measurement noise.
Fig. 2 shows the estimation of the parameter for different
values of α. It has to be remarked that the nonlinear and the
discontinuous adaptive observers, i.e., α ∈ [0, 1), converge
to a neighborhood of the origin even in the presence of
disturbances, and the convergence rate is faster than the linear
algorithm, i.e., α = 1.
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(a) The state x1 and the estimated signal x̂1.
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(b) The state x2 and the estimated signal x̂2
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(c) The state x3 and the estimated signal x̂3.

Figure 1: States behavior and estimated states
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Figure 2: The parameter θ and the identified parameter θ̂.
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To illustrate the convergence of algorithm, the
following error index is proposed eRMS(t) =(

1
∆T

∫ t
t−∆t

||θ̃(τ), e(τ)||2dτ
) 1

2

, where ∆T = 2 is a
time window width. The results are depicted by Fig. 3

0 5 10 15 20 25 30 35 40 45 50
0

5

10

15

20

Figure 3: Estimation error index.

It is clear that the algorithm with α = 0 provides the best
performance.

VI. CONCLUSIONS

This paper contributes with an HOSM adaptive observer
for a class of uncertain nonlinear systems with external dis-
turbances. The disturbances may have a relative degree higher
than one in contrast with previous works (see, for instance,
[19]-[20]). The proposed approach combines an HOSM ob-
server with a nonlinear parameter identification algorithm. The
HOSM observer guarantees FT-ISS of the state estimation
error with respect to the parameter identification error. The
nonlinear parameter identification algorithm provides FT-ISS
of the parameter identification error with respect to the state
estimation error. Then, the practical, global and uniform
asymptotic stability of the adaptive estimation error, despite
the external disturbances, is guaranteed through the small-gain
theorem. Simulation results illustrate the performance of the
proposed HOSM adaptive observer.
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