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Abstract

We consider the problem of computing a Gaussian approximation to the posterior distribu-
tion of a parameter given a large number N of observations and a Gaussian prior, when the
dimension of the parameter d is also large. To address this problem we build on a recently
introduced recursive algorithm for variational Gaussian approximation of the posterior, called
recursive variational Gaussian approximation (RVGA), which is a single pass algorithm free of
parameter tuning. In this paper, we consider the case where the parameter dimension d is high,
and we propose a novel version of RVGA that scales linearly in the dimension d (as well as
in the number of observations N), and which only requires linear storage capacity in d. This
is afforded by the use of a novel recursive expectation maximization (EM) algorithm applied
for factor analysis introduced herein, to approximate at each step the covariance matrix of the
Gaussian distribution conveying the uncertainty in the parameter. The approach is successfully
illustrated on the problems of high dimensional least-squares and logistic regression. It is also
generalized to a large class of nonlinear models through a generalized outer product approxima-
tion using importance sampling and “Mirror Prox” to solve the recursive variational problem at
each step.

1 Introduction

In machine learning and statistics, Bayesian inference aims at estimating the full posterior distri-
bution of a parameter of interest θ, to better track the uncertainty of the learning process. Exact
Bayesian inference is generally not tractable, and approximations are required. Variational ap-
proximation approach (Hinton and van Camp, 1993, Jordan et al., 1998) consists in rewriting the
estimation problem as an approximate optimization problem over a restricted class of posterior
distributions, such as Gaussian distributions, as advocated in the present paper.

More precisely, assume we want to approximate the posterior distribution p(θ|YN ) of a Bayesian
parameter θ given N observations YN = y1, . . . , yN . The variational Gaussian approximation (Bar-
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ber and Bishop, 1998b, Opper and Archambeau, 2009, Challis and Barber, 2013) consists in min-
imizing the Kullback-Leibler divergence between this unknown posterior and a restricted class of
parameterized distributions, namely a Gaussian distribution q(θ|µ, P ) ∼ N (θ|µ, P ), leading to the
following optimization problem:

min
µ,P

KL (q(θ|µ, P )‖p(θ|YN )) =

∫
q(θ|µ, P ) log

q(θ|µ, P )

p(θ|YN )
dθ. (1)

1.1 The recursive variational Gaussian approximation (RVGA)

While most methods developed so far to find the optimal parameters µ and P in the context of
large scale problems revolve around stochastic descent algorithms (see for instance Ranganath et al.
2014), we opt for a recursive version of the variational Gaussian approximation problem in Equation
(1), which leads to the RVGA updates (Lambert et al., 2021) we recall here. Let us suppose the
observations y1, . . . , yN are independently distributed conditionally on θ. We let yt ∼ p(.|θ) where
p is any differentiable probability distribution and θ is the unknown Bayesian parameter to be
estimated. We want to estimate the posterior distribution p(θ|YN ) using a single pass recursive
variational approach where we constrain the approximated posterior q to be Gaussian, that is, of
the form N (θ|µt, Pt) at each time step t, and we concisely denote this distribution by qt.

In the recursive variational approach, the observations at each time step consist only of the
last sample yt, and the previous Gaussian estimate qt−1 serves as a prior that sums up information
obtained so far, so that one builds on the approximation p(θ|yt) ∝ p(yt|θ)qt−1(θ). This leads to a
recursive variational approximation problem that writes at each step as follows:

qt(θ) = arg min
µ,P

KL (N (θ|µ, P )‖ctp(yt|θ)qt−1(θ)) , (2)

where ct is a normalization constant which disappears when we consider the derivatives with respect
to the variational parameters. It can be shown that the necessary stationary conditions for (2) yield
the following RVGA updates—see (Lambert et al., 2021):

µt = µt−1 − Pt−1Eθ∼N (µt,Pt)[∇θ`t(θ)] (3)

P−1
t = P−1

t−1 + Eθ∼N (µt,Pt)[∇2
θ`t(θ)], (4)

where `t is the one sample loss `t(θ) = − log p(yt|θ, xt), and xt is the input associated to the
observation or label yt. Theses updates resemble an averaged version of the online Newton algorithm
and provide a new stochastic second-order descent in the sense that it uses an online approximation
of the Hessian matrix. Because µt and Pt appear both in the left and right hand sides of the
equations above, this only provides an implicit scheme equivalent to the approximate optimization
problem we seek to solve. As long as it can be resolved, it spares us the use of stochastic optimization
methods that involve step size tuning such as the stochastic natural descent proposed by Khan et al.
(2018). The implicit scheme above was solved for the linear and logistic regression problems leading
to an algorithm which is more stable than the natural gradient algorithm (see Lambert et al. 2021
for more details). If this algorithm seamlessly scales with the number of observations N , it has
quadratic cost in the parameter dimension d, assuming we avoid direct computation of the inverse
of P−1

t using the Woodbury formula, hindering its use in contexts involving high dimension. The
objective of this paper is to provide the user with an approximate version that scales linearly in d
both in terms of computation and storage costs.
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1.2 The linear regression case and the recursive EM for factor analysis

We consider first the simple case of linear regression, that is, outputs are produced by a linear model
yt = xTt θ + wt where wt ∼ N (0, I), and the prior is Gaussian θ0 ∼ N (0, P0). The update (4) then
boils down to updates in information form:

P−1
t = P−1

t−1 + xtx
T
t . (5)

When the parameter dimension d is very large, it may be impossible to store the d×d covariance
matrix Pt, and the update (5) may become intractable. This prompts the use of an approximation
of the inverse covariance matrix (precision matrix) that may be stored using a reduced number of
parameters.

Iterating equation (5) from t = 1 to t = N , we see that the covariance matrix PN of the Bayesian
parameter θ after N observations is related to the empirical covariance of the inputs 1

N

∑N
i=1 xix

T
i .

This suggest to use the factor analysis (FA) structure (Harman, 1967, Tipping and Bishop, 1999),
initially proposed to approximate empirical covariance matrix as a means to approximate P−1

t .
The factor analysis (FA) approximation to the precision matrix takes the form of a “low rank +

diagonal” matrix, that is,

P−1 ≈
FA

WW T + Ψ (6)

with W ∈M(d× p) and Ψ a diagonal matrix.

In this way the d×d precision matrix is encoded in d(p+1) parameters, where we let p� d, allowing
it to be stored even for large d. In FA, the columns of W are interpreted as the reduced number p
of factors that underpin the data, and Ψ as the covariance matrix of independent noises affecting
observations. Our FA estimation problem then amounts to finding the matrices W,Ψ that best
fit the precision matrix. Since this precision matrix may be interpreted as the sample covariance
matrix of the inputs, this problem is a maximum likelihood problem which may thus be addressed
via the usual expectation maximization (EM) algorithm (Dempster et al., 1977).

To maintain an online and limited memory algorithm we cannot use the batch EM algorithm.
We may rather use the online EM algorithm from Cappé and Moulines (2009) which processes
inputs sequentially and gives state-of-the-art results. As an alternative to the online EM, though,
we instead introduce a new recursive version of the EM algorithm which suits well for our factor
analysis problem and which is derived from a fixed point equation on latent factors computed in a
closed form. Our algorithm is parameter free, contrary to the online EM, and converges faster to the
latent factorsW , Ψ after only one pass through the data. This allows for a parameter-free algorithm
with storage cost being linear in d and overall computation cost O(Nd), yielding an approximate
posterior distribution N (µN , PN ) for the parameter θ given all the observations y1, . . . , yN after a
single pass over the data.

1.3 The limited-memory RVGA

If we now turn to the general case, that is, beyond linear regression, the evolution of the precision
matrix at each step is given by the general RVGA updates (3)-(4). If we have approximated the
precision matrix with a factor analysis at step t− 1, i.e., P−1

t−1 ≈
FA

Wt−1W
T
t−1 + Ψt−1, we then seek

to approximate the RVGA updates (3)-(4) at step t as:

P−1
t = Wt−1W

T
t−1 + Ψt−1 −Eθ∼N (µt,Pt)[∇2

θ log p(yt|θ, xt)] ≈WtW
T
t + Ψt (7)

µt = µt−1 + (Wt−1W
T
t−1 + Ψt−1)−1Eθ∼N (µt,Pt)[∇θ log p(yt|θ, xt)]. (8)
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Albeit solvable in the logistic regression case (Lambert et al., 2021), the above scheme is difficult
to solve in the general case because it is implicit, involves intractable expectations and uses a Hessian
matrix which may not fit in memory in high dimension. We propose the following solutions to tackle
these difficulties:

1. We apply “Mirror Prox” (Nemirovski, 2005), a.k.a., the extra-gradient method, to approximate
the implicit scheme above.

2. We propose a new importance sampling method to sample from a Gaussian distribution with
a structured precision matrix P−1

t = WtW
T
t + Ψt. This method allows us to approximate

expectations of the type Eθ∼N (µt,Pt) without storing a d× d matrix.

3. We use the generalized Gauss-Newton approximation (Martens, 2014) to approximate the
Hessian matrix ∇2

θ log p(yt|θ) in an outer product form and apply our new recursive EM
algorithm to it to meet the linear memory requirements in the parameter dimension d.

1.4 Organization of the paper

The paper is organized as follows: in Section 2 we discuss how our approach differs from several
related studies on large-scale second-order estimation procedures. In Section 3, we model our
problem as a two-stage variational approximation scheme and show how the second stage can be
interpreted as a maximum likelihood problem for factor analysis. In Section 4, we introduce our new
recursive EM algorithm for factor analysis and use it to approximate large-scale covariance matrices
with a memory requirement linear in d. In Section 5 we apply this recursive EM to the originally
considered Bayesian inference problem, with applications to high-dimensional linear and logistic
regressions for which the RVGA updates are available in a closed form. In Section 6 we extend the
application to any probability model using Mirror Prox to approximate the implicit scheme and
the generalized Gauss-Newton approximation to apply our recursive EM algorithm. We introduce
also a novel method to sample from a Gaussian whose dispersion is encoded in a precision matrix
structured with a factor analysis model. In Section 7 our algorithm is evaluated on synthetic data
for large scale matrix approximation, and for linear and logistic regression. We evaluate Mirror
Prox and our sampling method on logistic regression problems for which we can compute updates
in closed form thus providing a baseline for comparison.

2 Related work

Several second-order algorithms have been proposed which scale to both large sample sizes and large
dimensions. These algorithms have been used in two main areas of applications: large scale machine
learning and Kalman filtering in high dimension. These two applications are strongly related; indeed
the extended Kalman filter with a static state is equivalent to the online natural gradient under
mild conditions, as shown by Ollivier (2018). Moreover, both fall within the variational inference
framework where they happen to be a particular case of our recursive variational Gaussian approx-
imation (see Lambert et al. 2021 for proof details). A deeper connection between the communities
of stochastic optimization and Kalman filtering may provide innovative approaches to tackle high
dimension nonlinear problems in a stochastic way. We now review a few solutions proposed in each
of these areas to solve high dimensional problems.
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2.1 Large scale machine learning with second-order stochastic optimization

The first type of application concerns accelerating the convergence of stochastic gradient descent in
large scale machine learning typically to train deep neural networks. The second-order information
is used to adapt the step-size to each coordinate of the gradient depending on the local curvature.
Multiple passes on the data are then needed to make the descent converge and the second-order
information is not generally used to quantify the uncertainty on the learned parameters. Theses
algorithms can use severe approximations of the Hessian matrix, like Adagrad (Duchi et al., 2011)
which keeps only the diagonal terms of the outer-product approximation of the Hessian. Lecun et al.
(1993) proposed a “recipe” to automatically compute the learning rate of the stochastic gradient
descent where the main eigenvalues of the Hessian matrix are computed implicitly with a power
method. Puskorius and Feldkamp (1991) and Roux et al. (2008) used the structure of the nonlinear
function, a neural network, to approximate the Hessian matrix with a block-diagonal matrix. They
then interpret this matrix as the covariance matrix of the parameters.

Finally, in classical optimization, Newton method does not scale well for large dimension. Quasi-
Newton algorithms approximate the Hessian using only evaluations of the gradient. L-BFGS (Liu
and Nocedal, 1989) is a limited memory version of the quasi-Newton descent which has much been
used for optimization in high dimension and has been recently proposed in a stochastic version
(Byrd et al., 2015). A proximal variant has also been proposed, considering low-rank structures of
the form “symmetric+/-low-rank” (Becker et al., 2019).

2.2 Kalman filtering with covariance estimation

In Kalman filtering, we want to estimate, in real time, the state (or the latent variable) of a dy-
namical system. Kalman filtering has numerous applications in aerospace engineering, robotics and
signal processing, see, e.g., Barrau and Bonnabel 2016 and Grewal and Andrews 2010 for recent
contributions. The extended Kalman filter (EKF) is widely used in those fields to estimate the
covariance of the parameters online using successive linearization of the observation and dynamic
models. These approximations can make the filter diverge and improving the stability of the EKF is
an active research domain (Barrau and Bonnabel, 2018, Arasaratnam and Haykin, 2009). Kalman
filters are online in essence and scale to large amounts of observations: a single pass on the ob-
servations is sufficient in the filtering mode to estimate the covariance of the estimation and two
passes, namely one forward and one backward, are used in the smoothing setting. Different variants
have been proposed to tackle high dimensions: the ensemble filter (Evensen, 1994) approximates
the covariance matrix with sampling using a Monte Carlo approach and has been widely used in
data assimilation for weather forecasting and oceanography. In the same field of application, the
SEEK filter (Pham et al., 1998) is based on a singular value decomposition (SVD) of the covariance
matrix and provides a low rank Riccati update. Unfortunately, this factorization does not provides
an invertible covariance matrix. In robotics, Thrun et al. (2004) have proposed the sparse extended
information filter (SEIF) Kalman filter to process large maps in SLAM (simultaneous localization
and mapping) problems. The idea is to use a sparse approximation of the information (i.e., preci-
sion) matrix that matches the fact that conditionally on the robot’s state features, uncertainty on
the features that compose the map is decorrelated.

2.3 Online variational inference

Variational inference offers a way to approximate the distribution of latent parameters (Hinton
and van Camp, 1993, Jordan et al., 1998) in Bayesian machine learning, and has garnered a lot
of attention over the recent years for its ability to address big data problems that are otherwise
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generally out of reach. Although it may provide biased results, it converges much faster than the
gold standard, Markov Chain Monte Carlo or MCMC (Andrieu et al., 2003), that is eventually
accurate but can be slow.

To tackle large scale datasets, stochastic solvers are used to compute the unknown parameters
leading to general frameworks such as the black box variational inference algorithm (Ranganath
et al., 2014). In this article, we consider variational Gaussian approximation (VGA) where the vari-
ational parameters boil down to a mean vector and a covariance matrix. To tackle high dimensional
problems in VGA, an approximation of the covariance matrix is needed. Challis and Barber (2013)
have shown that, for a generalized linear model (GLM), the KL divergence is convex in the square
root of the covariance matrix and have proposed different types of approximations for this square
root matrix. Ong et al. (2018) considered a factor analysis structure, the factor analysis parameters
being estimated using stochastic gradient descent. We consider also a factor analysis structure in
this article but we do not optimize directly the parameters to avoid using a stochastic gradient
descent which may be difficult to tune.

Mishkin et al. (2018) solved the variational problem in high dimension using a SVD to compute
a factor analysis structure for the precision matrix at each step of a natural gradient descent. The
two approximation schemes, Gaussian approximation and factor analysis approximation, are done
sequentially. Our contribution extends this approach and differs from it in several ways. First,
we do not consider a natural gradient descent algorithm on the variational parameters but we
use instead the RVGA scheme which requires no step tuning (Lambert et al., 2021). Second, we
propose a parameter free recursive EM algorithm to compute the factor analysis precision matrix
approximation which relaxes the need to resort to SVD, which can prove difficult in high dimension,
and is well suited to accurately approximate the correlation between the low rank part and the
diagonal part of the factor analysis structure. Moreover, we show that our approach has a nice
interpretation as a two-stage variational inference that performs two “I-projections” (Csiszár and
Shields, 2004) at each step: the first one on the space of Gaussian distributions, the second one on
the space of Gaussian distributions with a structured precision matrix constrained to be “diagonal
+ low-rank”.

3 Two-stage variational approximation

In the original recursive variational problem in Equation (2), we search, at each new observation
yt, a target distribution qt = N (θ|µt, Pt) with θ ∈ Rd. To limit memory requirements, we want to
constrain the successive covariance matrices Pt to be writable as P−1

t = WtW
T
t + Ψt where Wt is a

d × p matrix and Ψ is a d × d diagonal matrix. A first approach is to address the following direct
optimization problem:

qt(θ) = arg min
µ,W,Ψ

KL
(
N (θ|µ, (WW T + Ψ)−1)‖ctp(yt|θ)qt−1(θ)

)
, (9)

where we recall that we use the Bayes formula p(θ|yt) = ctp(yt|θ)qt−1(θ). Problem (9) has been
tackled by Ong et al. (2018) where the authors used a stochastic gradient algorithm to compute the
optimal parameters. As an alternative, to meet the desired constraint of “low-rank plus diagonal"
precision matrix, we advocate a different approach that has the advantage of being parameter-free,
that is, where no step sizes need to be tuned. It is based on a two-stage variational approximation
that consists of 1) a projection of the posterior distribution p(θ|yt) onto the space of Gaussian dis-
tributions following the classical variational inference approach, and 2) a projection of the obtained
Gaussian distribution onto the set of structured Gaussian distributions with a precision matrix
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factorized as “low-rank plus diagonal”. Mathematically, this writes:

Two-stage variational approximation
q∗t (θ) = N (θ|µ∗t , P ∗t ) = arg min

µ,P
KL(N (θ|µ, P )‖ctp(yt|θ)qt−1(θ)) (10)

qt(θ) = N (θ|µ∗t , P̃t) = arg min
W,Ψ

KL(N (θ|µ∗t , (WW T + Ψ)−1)‖q∗t (θ)). (11)

These are known as information projections or I-projections in information geometry. The first
projection is motivated by the necessity to restrict the search of posterior distributions to a "nice"
family of distributions with easily interpretable parameters, while the second projection is per-
formed to keep a memory cost being linear in the dimension d. The first point is the object of
our previous work (Lambert et al., 2021), whereas the second one and more generally the proposed
two-stage approach are the object of the present paper, dedicated to the application of RVGA to
large dimensional problems.

In the linear case, though, these two projections are equivalent to the direct projection of the
posterior distribution onto the set of “low-rank plus diagonal” matrices, as the first projection is
trivial. Indeed, ctp(yt|θ)qt−1(θ) is then a Gaussian, so that it is equal to q∗t (θ), see (Lambert et al.,
2021).

Proposition 1. Assume that the observations are produced by a linear Gaussian model with Gaus-
sian prior. Then, the two-stage approach (10)-(11) directly solves the one-stage minimization prob-
lem (9).

Let us now come back to the general case, where our two-stage approach does not solve the more
direct optimization problem (9). The first projection (10) leads to the RVGA update equations given
by (see Lambert et al. 2021 for the detailed proof):

µ∗t = µt−1 + Pt−1Eθ∼N (µ∗t ,P
∗
t )[∇θ log p(yt|θ)] (12)

P ∗t
−1 = P−1

t−1 −Eθ∼N (µ∗t ,P
∗
t )[∇2

θ log p(yt|θ)]. (13)

The second projection (11) is a divergence between two Gaussians having identical means. It turns
out that the divergence (11) may be algebraically related to a maximum likelihood problem. Indeed
we have:

min
W,Ψ

KL(N (θ|µ∗t , (WW T + Ψ)−1)‖N (θ|µ∗t , P ∗t )) (14)

= min
W,Ψ

KL(N (θ|0, P ∗t −1)‖N (θ|0,WW T + Ψ)), (15)

where the last equation comes from changing covariance P to precision P−1 as

KL(N (µ, P1)‖N (µ, P2))) =
1

2
(TrP−1

2 P1 + log
|P2|
|P1|

)− d

2
= KL(N (0, P−1

2 )‖N (0, P−1
1 )). (16)

The parameters we seek W,Ψ appear now on the right side of the KL. If the left side distribution
in Equation (15) is interpreted as an empirical distribution, minimizing the KL divergence with
respect to the right side distribution in Equation (15) is equivalent to maximizing a likelihood on
observations having as empirical covariance P ∗t

−1 (see Remark 1 below for more details). Moreover,
the left side distribution can be interpreted as the distribution of the gradients u = ∇θ log q∗t (θ) =
−P ∗t −1(θ − µ∗t ) considering the relation:

E[u] = E[∇θ log q∗t (θ)] = 0, Cov(u) = E[uuT ] = P ∗t
−1. (17)
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As a consequence, finding W and Ψ is equivalent to finding a factor analysis form (Harman, 1967)
on the gradient:

u = ∇θ log q∗t (θ) = Wz + ε where z ∼ N (0, Ip) and ε ∼ N (0,Ψ). (18)

This approach may be compared to the one developed by Roux et al. (2008) where the authors used
a singular value decomposition on the incremental Gram matrix of the gradients.

Remark 1. The problem of minimizing a KL divergence between an empirical distribution and a
target distribution is equivalent to a maximum likelihood problem. This result comes from geometry
of information (Nielsen, 2020). In our case, we can let the log likelihood appear explicitly from our
variational problem through the Stein divergence. The right-side KL-divergence (15) can be rewritten
as

KL(N (0, P ∗−1)‖N (0,WW T + Ψ)) (19)

=
1

2
Tr(WW T + Ψ)−1P ∗−1 +

1

2
log det(WW T + Ψ)− 1

2
log det(P ∗−1)− d

2
(20)

=
1

2
DS(P ∗−1‖WW T + Ψ), (21)

where DS is the Stein Divergence between covariance matrices defined by DS(X‖Y ) = Tr(XY −1)−
log det(XY −1) − d. Moreover, minimizing this Stein divergence (21) is equivalent to maximizing
the log likelihood :

max
W,Ψ

logN (v1, . . . , vK |0,WW T + Ψ) (22)

= −K
2

Tr[(WW T + Ψ)−1 1

K

K∑
i=1

viv
T
i ]− K

2
log det(WW T + Ψ)− 1

2
log(2π), (23)

if the samples v1, . . . , vK have a null empirical mean and an empirical covariance matrix 1
K

∑K
i=1 viv

T
i =

P ∗−1. Finally, if we introduce a latent variable z such that v|z ∼ N (Wz,Ψ) we can use expectation-
maximization algorithm (Dempster et al., 1977) to approximate the maximum likelihood and find
the factor analysis parameters.

Our approach in a nutshell: to summarize, we have considered the problem of estimating
the posterior p(θ | y1, . . . , yN ) recursively through variational approximation, allowing for large
datasets to be handled, i.e., large N . The variational distribution qt at current step incorporates
the current observation yt to the approximated posterior, and is assumed to be Gaussian with
mean µt and covariance Pt. Moreover, to attack problems that also involve a high dimensional
parameter θ, we pursue storage and computation costs being linear in the parameter dimension d.
To this aim, we approximate the precision matrix at each step P−1

t by a low-rank plus diagonal
matrix WtW

T
t + Ψt. This results in the two-stage variational scheme (10)-(11) where (11) is a low

dimensional approximation to the original variational approximation (10). The problem (10) has
been thoroughly discussed in our prior work, see Lambert et al. 2021 and the remainder of the
present paper is devoted to the extension to high dimension, with a focus on problem (11). The
latter problem may be interpreted as a projection of the precision matrix at each step P ∗t

−1 onto the
set of low-rank plus diagonal matricesWtW

T
t +Ψt in the sense of the KL divergence. Finally, it turns

out that solving this problem is equivalent to determining the maximum likelihood parameters of a
factor analysis model with sample covariance matrix S = P ∗−1. This allows for bringing maximum
likelihood algorithms to bear for the original optimization problem (11).
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4 Recursive factor analysis approximation

In this Section we develop our new recursive EM algorithm as a parameter-free alternative to the
online EM algorithm (Cappé and Moulines, 2009), which is more general than the proposed following
method, but may prove more difficult to apply in the present specific context of recursive factor
analysis.

Suppose we have factorized at step t − 1 the current covariance matrix Pt−1 of our RVGA
estimator as (Wt−1W

T
t−1+Ψt−1)−1. We thus seek at step t the closest matrix of the formWtW

T
t +Ψt

in the sense of the KL divergence to the new precision matrix P−1
t given by the RVGA update (4):

P−1
t = Wt−1W

T
t−1 + Ψt−1 −Eθ∼N (µt,Pt)[∇2

θ log p(yt|θ, xt)]. (24)

To apply our recursive EM algorithm we will suppose we can express Equation (24) in the following
recursive outer-product form:

P−1
t = Wt−1W

T
t−1 + Ψt−1 + utu

T
t . (25)

The term ut will match the input xt in the linear regression case, but it will take a different form
in the general nonlinear case where we will consider a generalized Gauss-Newton approximation of
the Hessian matrix (see Section 5).

We develop the recursive EM algorithm in two steps. First, we consider the classical batch
EM algorithm for covariance approximation SN = 1

N

∑N
i=1 uiu

T
i and write it through fixed point

equations. Second, we apply this fixed point update to the recursive outer-product structure in a
fashion that limits the storage and computational cost to O(d) at each step.

4.1 Batch EM as a fixed point equation

In this section we consider N samples u1, . . . , uN sampled from a centered Gaussian distribution.
In the learning framework, these quantities may be related to the input features associated to the
labels y1, . . . , yN but in this section we will consider them independently as “samples”.

The FA model, in its classical batch form, writes as follows

u = Wz + ε with ε ∼ N (0,Ψ) and z ∼ N (0, Ip), (26)

where W,Ψ are the parameters to be inferred. The log-likelihood of the samples u1, . . . , uN writes

log p(u1, . . . , uN |W,Ψ) = −N
2

log det(WtWt + Ψt)−
N

2
Tr[(WtWt + Ψt)

−1SN ]− 1

2
log(2π), (27)

with SN = 1
N

∑N
i=1 uiu

T
i the sample covariance matrix of data u1, . . . , uN . Maximizing this likeli-

hood may be tackled through an EM algorithm (Dempster et al., 1977). At the expectation step,
the latent variables zt are estimated conditionally on the observation and the current parameter
estimates. At the maximization step, the latent variables are assumed fixed and the parameters are
adjusted to maximize likelihood. Let us apply it to the problem at hand, see also (Harman, 1967,
Tipping and Bishop, 1999).

Gaussian conditioning formulas prove the posterior of the latent variable zt writes

p(zt|ut,W,Ψ) = N (M−1W TΨ−1ut,M
−1) where M = Ip +W TΨ−1W. (28)
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The total likelihood for the batch problem writes :

log p(ut, zt|Wt,Ψt) =
N∑
t=1

log p(ut|zt,Wt,Ψt) +
N∑
t=1

log p(zt) (29)

= −N
2

(ut −Wtzt)
TΨ−1

t (ut −Wtzt)−
N

2
log det Ψt −

N

2
log(2π) +

N∑
t=1

log p(zt).

(30)

For the E-step, we compute the expected total likelihood Ezt|ut,Wt,Ψt log p(ut, zt|W,Ψ). For the
M-step, it is maximized with respect to W and Ψ. After some calculation recapped in Appendix
A.1, the batch EM yields the following updates:

E-Step:

E[zt|ut] = M−1W TΨ−1ut

E[ztz
T
t |ut] = M−1 + E[zt|ut]E[zt|ut]T . (31)

M-Step:

Wnew =
N∑
t=1

utE[zt|ut]T (
N∑
t=1

E[ztz
T
t |ut])−1

Ψnew = diag(SN −Wnew
1

N

N∑
t=1

E[zt|ut]uTt ). (32)

These batch updates can be reformulated as a fixed point equation as shown in the following lemma
which extends the proof developed for the probabilistic principal component analysis (Tipping and
Bishop, 1999) to the more general factor analysis case:

Lemma 1. The batch expectation-maximization algorithm (31)-(32) to inferW,Ψ from an empirical
covariance matrix SN = 1

N

∑N
t=1 utu

T
t is equivalent to iterating on the following fixed point:

Fixed-point equations for EM

Wn = SNΨ−1W (Ip +M−1W TΨ−1SNΨ−1W )−1,

where M = Ip +W TΨ−1W

Ψ = diag(SN −WnM
−1W TΨ−1SN )

W = Wn.

(33)

The proof is detailed in Appendix A.2. The solution of these fixed point equations are also the
solution of the fixed point equations obtained when maximizing directly the (conditional) likelihood
(27) (ML):

Fixed-point equations for ML

W = SN (WW T + Ψ)−1W

Ψ = diag(SN −WW T ).

(34)

See proof in Appendix B.2. The advantage of using EM fixed point iterations (33) rather than
ML fixed point iterations (34) is that in the former we are guaranteed to increase the likelihood
while in the latter not.
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Remark 2. Connexion with the singular value decomposition (SVD)
In the classical ML approach, the ML fixed point equation (34) is generally not used directly and
the update on W is rewritten using a SVD of S as recalled in Appendix C.1. The SLANG approach
(Mishkin et al., 2018) uses also a SVD and is equivalent to the ML fixed point equation (34) where
only one iteration is considered, neglecting the coupling between W and Ψ. It can be shown that the
EM-fixed point updates (33) compute implicitly an SVD, see Appendix C.2. Indeed, considering the
asymptotical probabilistic principal component analysis form (PPCA), i.e., Ψ = σI, where we let
the scalar parameter σ tend to 0, it turns out that the EM fixed point updates boil down to the EM
PCA method (Roweis, 1998) whereas the ML fixed point update boils down to a power method (Von
Mises and Pollaczek-Geiringer, 1929). In particular if W is a vector (p = 1), the ML fixed point
gives W ← SN

W
||W ||2 and the EM fixed point gives W ← SN

W (WTSNW )−1

||W ||2 . Since the EM fixed points
and the ML fixed point are the same, EM implicitly performs a power method but is more stable as
shown by Roweis (1998).

This result concerns only the batch factor analysis. To come back to our problem, we need at
step t to approximate the matrix Wt−1W

T
t−1 + Ψt−1 + utu

T
t . This may be performed applying the

fixed-point EM update above to SN = Wt−1W
T
t−1 + Ψt−1 + utu

T
t to compute Wt and Ψt. To avoid

storing and manipulating d × d matrices, though, a limited memory recursive implementation is
developed in Section 4.2.

4.2 The recursive EM algorithm for factor analysis

We are now ready to introduce the recursive EM algorithm as a version of the previous batch EM
algorithm that avoids storing and manipulating d × d matrices, and which requires a number of
operations that scales linearly with the dimension d. Our novel recursive EM method described in
Algorithm 1 consists in successively performing a few cycles on the fixed-point equation (33) letting
SN = Wt−1W

T
t−1 + Ψt−1 +utu

T
t , where we develop and rearrange the terms to avoid any operations

that require storing or multiplying d × d matrices. The derivation of this algorithm is detailed in
Appendix A.3.

The operation “x∗y” which appears at the last line is a memory cheap component wise operation
of two matrices x and y of same size d × p. If p = 1 we have x ∗ y = diag(xyT ), if p > 1 we have∑p

i=1 x ∗ y[., i] = diag(xyT ). The parameter β controls the number of inner loops to make the EM
algorithm converge at each step, although a fixed number of three inner loops may be sufficient
in practice. The parameter ε need to be set at a small value. Its purpose is to avoid initializing
on W = 0, which is also a stationary point of the fixed-point equation. The parameter σ2

0 is the
regularization parameter which spares the inversion of the matrix WW T + Ψ at the first iterations,
and may be set to a value being of the order of magnitude of the averaged norm of the data
1
N

∑N
t=1 ||ut||.

The diagonal matrix Ψ is stored and used as a vector: any multiplication of the diagonal
matrix with a vector may be computed faster as an element-wise product: Ψ−1W = W/ψ where
ψ = diag(Ψ) and /ψ operates on columns of W and W TΨ−1 gives as well W T /ψT where /ψT

operates on the rows of W T .

Remark 3. The samples ut may be a vector or a sub-matrix ut = 1√
K

(
c1 · · · cK

)
composed of a

mini-batch of K vectors c1, . . . , cK such that utuTt = 1
K

∑K
i=1 cic

T
i . This mini-batch version will be

particularly useful when we will consider the nonlinear case.

The online EM (Cappé and Moulines, 2009) is also a limited memory version of the EM which
gives state of the art results when its learning parameter are finely tuned but our approach is
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Algorithm 1: Recursive expectation-maximization algorithm for factor analysis
Result: W,Ψ
Given N inputs u1, . . . , uN ;
Ψ0 = σ2

0Id;
for i← 1 to p do

W0[i] = N (0, εId);
end
for t← 1 to N do

Wt = Wt−1;
Wnew = Wt−1;
Ψt = Ψt−1;
repeat

Wt = Wnew;
Mt = Ip +W T

t Ψ−1
t Wt;

Vt = ut(u
T
t Ψ−1

t Wt) +Wt−1(W T
t−1Ψ−1

t Wt) + Ψt−1Ψ−1
t Wt;

Wnew = Vt(Ip +M−1
t W T

t Ψ−1
t Vt)

−1;
Ψt = ut ∗ ut +

∑p
i=1Wt−1 ∗Wt−1[., i] + Ψt−1 −

∑p
i=1WnewM

−1
t ∗ Vt[., i] ;

until ||Wt −Wnew|| < β;
end

parameter-free and appears more natural in the context of factor analysis since it is derived directly
from the fixed point equation. Moreover our experiments indicate it converges faster than the online
EM and gives new state-of-the-art results for online EM applied to factor analysis (see Section 7.1).

5 Limited memory RVGA (L-RVGA) : linear and logistic regression
case

To solve the variational optimization problem introduced in Section 3 we need to compute two
Kullback-Leibler projections (10) and (11). The solution to the first projection must satisfy the
RVGA updates (12)-(13) that we recall herein:

P−1
t = P−1

t−1 −Eθ∼N (µt,Pt)[∇2
θ log p(yt|θ, xt)], (35)

µt = µt−1 + Pt−1Eθ∼N (µt,Pt)[∇θ log p(yt|θ, xt)]. (36)

In the previous section we have proposed an algorithm to solve the second projection based on a
recursive EM factor analysis to approximate the large scale matrix P−1

t returned by the standard
RVGA update. We now combine these two solutions to solve the variational problem in a memory-
efficient way. We consider first the linear regression case in Section 5.1 and extend these results
to any generalized linear model (GLM) in Section 5.2. Finally we generalize our algorithm to
nonlinear models in Section 6. To limit the memory in this general case we resort to the generalized
Gauss-Newton approximation of the covariance matrix.

5.1 L-RVGA for linear regression

We first consider the simpler case of a linear model yt = xTt θ + wt where wt ∼ N (0, σwI). σw is a
scaling factor we will set to 1, assuming outputs are normalized. The RVGA updates (35)-(36) are
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equivalent to the following explicit updates in the linear case, see Lambert et al. 2021:

P−1
t = P−1

t−1 + xtx
T
t (37)

µt = µt−1 + Ptxt(yt − xTt µt−1). (38)

These updates are also known as recursive least squares or the recursive ridge regression. They
match the updates of the linear Kalman filter with static state. Thus, the first stage approximation
(10) is explicitly solved. Let us turn to the second stage approximation (11), that addresses limited
memory requirements. Using a factorized limited approximation of the precision matrix, the latter
equations become

P−1
t = Wt−1W

T
t−1 + Ψt−1 + xtx

T
t ≈
FA

WtW
T
t + Ψt (39)

µt = µt−1 + (WtW
T
t + Ψt)

−1xt(yt − xTt µt−1), (40)

where we have used the symbol ≈
FA

to express the factor analysis approximation given by one outer
step of the recursive EM Algorithm 1, whose computational and storage costs are linear in d.
Regarding parameter µ, the update (40) can be rewritten using the Woodbury formula as follows:

µt = µt−1 + (Ψ−1
t −Ψ−1

t WtM
−1
t W T

t Ψ−1
t )xt(yt − xTt µt−1)

= µt−1 + Ψ−1
t (xt −WtM

−1
t (W T

t Ψ−1
t xt))(yt − xTt µt−1),

where Mt = Ip + W T
t Ψ−1

t Wt. These operations are also linear in d with a memory requirement
being linear in d. We have thus successfully implemented a limited-memory version of the two-stage
RVGA (10)-(11) in the linear case.

5.2 L-RVGA for generalized linear models

Building upon our prior work on RVGA Lambert et al. (2021), the latter approach may be extended
whenever the observation yt follows an exponential family distribution, which may be advantageous
to deal with classification problems. An exponential family distribution (Pitcher, 1979) takes the
form:

p(yt|θ) = m(yt) exp(ηT yt − F (η)), (41)

where F is the log partition function and m(y) is a normalization function. The natural parameter
η is related to the expectation parameter m = E(y|θ) with the link function g such that η = g(m).
In the machine learning framework, the natural parameter is also related to the input x and the
hidden latent parameter θ through a nonlinear function η = h(θ, x). In the case of generalized linear
models with a canonical natural parameter, this function is linear, that is, of the form η = θTx.
The RVGA updates (12)-(13) write in this case:

P−1
t = P−1

t−1 + γtxtx
T
t (42)

µt = µt−1 + Pt−1xtεt, (43)

where we have introduced the scalar weighting parameter γt and the scalar error εt which depends
on θ as follows:

γt = Eθ∼N (µt,Pt)[Cov(yt|θ)] (44)

εt = yt −Eθ∼N (µt,Pt)[g
−1(xTt θ)], (45)
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and where we have used the relation ∇2
ηF (η(θ)) = Cov(y|θ). The factorized approximation of this

update can be derived similarly to the linear case, as we only need to use a weighted version of our
factor analysis approximation Wt−1W

T
t−1 + Ψt−1 + γtxtx

T
t ≈
FA

WtW
T
t + Ψt. The computation of the

scalar terms γt and εt may require resorting to approximations. Those approximations may rely
on the tools developed in the next subsection, devoted to the general case. However, in the case of
logistic regression these parameters were shown to be easily obtainable numerically and will serve
as a baseline for our experimentations in Section 7.3.

6 Limited memory RVGA (L-RVGA) : general case

In the general case the RVGA updates (12)-(13) do not have a closed form. Using a factorized
limited approximation of the covariance at time step t− 1, the update at step t then writes:

P−1
t = Wt−1W

T
t−1 + Ψt−1 −Eθ∼N (µt,Pt)[∇2

θ log p(yt|θ, xt)] (46)

µt = µt−1 + Pt−1Eθ∼N (µt,Pt)[∇θ log p(yt|θ, xt)]. (47)

Its implementation raises the following difficulties:

1. Computing µt and P−1
t in (46)-(47) involves computing an expectation over a distribution

parameterized by µt and Pt (the scheme is implicit).

2. As no closed form is generally available for the computation of the expectations Eθ∼N (µt,Pt),
one may resort to Monte-Carlo sampling. However, in this paper we maintain a limited
memory approximation of the inverse of the covariance matrix, that is, P−1

t−1 = Wt−1W
T
t−1 +

Ψt−1 and we need to sample from a Gaussian using this structured precision matrix without
storing (or inverting) a d× d matrix.

3. The Hessian matrix ∇2
θ log p(yt|θ, xt) (or its averaged value) must be computable and stored

with linear cost in the dimension d.

4. Finally, once the right-hand side of (46) is available, one must approximate it with a low-
rank plus diagonal matrix WtW

T
t + Ψt using factor analysis. This point which corresponds

to the second stage of our approximation procedure was thoroughly addressed in the previous
section.

In the remainder of the section, we address the first three points.

6.1 Using extra-gradients for the implicit scheme

In this paragraph we address the Point 1 above and seek to make explicit the following scheme:

µt = µt−1 − Pt−1Eθ∼N (µt,Pt)[∇θ`t(θ)]
P−1
t = P−1

t−1 + Eθ∼N (µt,Pt)[∇2
θ`t(θ)],

which involves taking expectation of the gradient and the Hessian of the loss under the unknown
Gaussian distribution we precisely seek to estimate. Although a closed form is available for linear
and logistic regression, see Lambert et al. 2021, the general case requires resorting to an explicit
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scheme. To this aim, we propose to update first the covariance and then the mean and to iterate
the updates a second time:

Iterated RVGA

P̂t
−1 = P−1

t−1 − Eθ∼N (µt−1,Pt−1)[∇2
θ log p(yt|θ)]

µ̂t = µt−1 + P̂tEθ∼N (µt−1,Pt−1)[∇θ log p(yt|θ)]
Pt
−1 = P−1

t−1 − Eθ∼N (µ̂t,P̂t)[∇2
θ log p(yt|θ)]

µt = µt−1 = PtEθ∼N (µ̂t,P̂t)[∇θ log p(yt|θ)].

(48)

This scheme reminds of the extended iterated Kalman filter (Jazwinski, 1970), albeit much dif-
ferent. It turns out that this iterated scheme is equivalent to the Mirror Prox algorithm (Nemirovski,
2005), a.k.a., extra-gradient, with a unit step size and applied to the function:

f(µ, P ) = EN (µ,P )[log p(y|θ)]. (49)

The proof has been moved to Appendix F.1. Mirror Prox was initially proposed with a step size
parameter and several works (Bach and Levy, 2019, Babanezhad and Lacoste-Julien, 2020) have
proven convergence results for particular tuning of this parameter when the function f is convex.
Our function is not convex in P but is convex in C where P = CCT is the Cholesky decomposition
of P , this property has been shown by Challis and Barber (2013) and is recalled in Appendix F.2.
Our setting does not use an explicit step size but uses instead a couple of two updates which allow
for automatic adaptation to the local curvature. Mirror prox is known to help convergence on a
large set of problems (convex optimization, variational inequalities) and we have experimentally
observed that this iterated scheme reduces significantly the bias of our estimator (see Section 7.4.1).

6.2 Gaussian sampling from the precision matrix

In this paragraph we address Point 2 above. Suppose one wants to sample from a Gaussian
N (0, (WW T + Ψ)−1), where W is d × p matrix with p � d and Ψ is diagonal, and the dimen-
sion d is too large to allow for any d× d matrix manipulation or storage. The method we propose
is then as follows. We depart from the Woodbury inversion formula to retrieve the covariance

P = (WW T + Ψ)−1 = Ψ−1 −Ψ−1W (Ip +W TΨ−1W )−1W TΨ−1,

and seek to sample from the corresponding distribution N (0, P ). The difficulty comes from the
minus sign. A way around this problem is to note that the covariance matrix above may be
interpreted as a conditioned Gaussian. Indeed we can use the following property (used already in
the E-step for the EM algorithm for factor analysis):

Lemma 2. Let us consider the following random variables x ∼ N (0,Ψ−1), ε ∼ N (0, Ip) and z
defined by z = W Tx+ ε. Then we have from Gaussian conditioning formulas:

P = (WW T + Ψ)−1 = Ψ−1 −Ψ−1W (Ip +W TΨ−1W )−1W TΨ−1 (50)

= Cov(x)− Cov(x, z)Cov(z|x)−1Cov(z, x) (51)
= Cov(x|z), (52)

which shows that P is the covariance of the conditional distribution p(x | z = 0), or any other value
for z as the conditional covariance does not depend on it.
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We can use this lemma to estimate P through Monte-Carlo sampling on x and where importance
weighting allows for conditioning. Indeed from the Bayesian formula:

p(x|z = 0) ∝ k(x)p(x),

where k(x) = N (0|W Tx, Ip) and p(x) = N (x|0,Ψ−1). The detailed process to estimate P with
importance sampling is inspired from the particle filter method (Gordon et al., 1993) and is derived
as follows. First we sample K points x1, . . . , xK from N (0,Ψ−1). Then we compute the weights
wi = k(xi) for 1 ≤ i ≤ K, and normalize the weights as the conditional distribution is known up
to a constant, that is, we compute wi ← wi/(

∑K
1 wi). We thus derive an estimator of E[f(X)] ≈∑K

1 wif(xi) for any function f , in particular we have P = E[XXT ] ≈∑K
1 wixix

T
i . Mishkin et al.

(2018) have also implemented fast Gaussian sampling using the factor analysis parameters on the
precision matrix but their method requires computing two Cholesky decompositions on the latent
space whereas our method is in O(dK).

6.3 Dealing with the d× d Hessian matrix

In this paragraph we address Point 3 of the list above, where we propose an approximation of the
Hessian based on outer products. When d is large, the Hessian matrix that appears in the quantity
we seek to approximate may be impossible to store. To apply the recursive EM, in a memory efficient
way, we need to express this matrix as a sum of outer products. The Gauss-Newton approximation,
which consists in approximating the Hessian with the outer product of the gradients called also
empirical Fisher, does not capture well second-order information (see for instance Kunstner et al.
2019). If the probability belongs to an exponential family, we rather consider the Generalized
Gauss-Newton (GGN) approximation (Martens, 2014) which exploits the structure of the loss as a
composition of functions, and better approximates the local curvature (Kunstner et al., 2019).

We assume the conditional distribution to be of the form (41), where the natural parameter
satisfies η = h(θ, x) with h a nonlinear function, like a neural network. To introduce the GGN
approximation for our problem, we recall results from Martens 2014 and Ollivier 2018, that we have
extended for our Bayesian framework:

Lemma 3. Assume p(y|θ) is an exponential family (41) with a natural parameter η parametrized
by θ such that η = h(θ) where h is any nonlinear function and yt is a sample from this distribution.
Consider the following approximation, where yt is replaced by its expectation:

−Eθ[∇2
θ log p(yt|θ)] ≈ −EθEy∼p(y|θ)[∇2

θ log p(y|θ)] := Eθ[F (θ)], (53)

where F denotes the Fisher information matrix. This approximation is equivalent to the (averaged)
generalized Gauss-Newton approximation, which has the advantage of avoiding storage and use of
d× d matrices, as the output yt is generally of much smaller dimension than the parameter θ. We
have indeed

−EθEy∼p(y|θ)[∇2
θ log p(y|θ)] = Eθ[F (θ)] = Eθ[

∂h

∂θ
× Cov(y|θ)× ∂h

∂θ
].

Moreover, the approximation (53) is exact if distribution p(y|θ) follows a generalized linear model
(GLM).

The proof is recalled in Appendix D. Under the GGN approximation, the covariance update
no longer depends on the labels yt and only depends on the inputs data xt as in the linear case.
Assuming we can sample from the distribution of interest we denote by N (µ, P ), we may replace

16



yt by its expectation and approximate the expectation through sampling, leading to the following
outer product approximation:

P−1
t ≈

GGN
Wt−1W

T
t−1 + Ψt−1 + Eθ∼N (µ,P )[

∂h

∂θ
× Cov(y|θ)× ∂h

∂θ
] (54)

≈
Sampling

Wt−1W
T
t−1 + Ψt−1 +

1

K

K∑
i=1

∂h

∂θ
(θi)
√

Cov(y|θi)−1
√

Cov(y|θi)−1
∂h

∂θ

T

(θi) (55)

= Wt−1W
T
t−1 + Ψt−1 +

1

K

K∑
i=1

cic
T
i where ci =

∂h

∂θ
(θi)
√

Cov(y|θi)−1 (56)

= Wt−1W
T
t−1 + Ψt−1 + UtU

T
t where Ut =

1√
K

(
c1 · · · cK

)
(57)

≈
FA
WtW

T
t + Ψt, (58)

where the last line refers to the FA approximation developed in Section 4 applied to the mini-batch
matrix Ut of size d×K. As long as K � d we see the memory cost is kept linear in d.

The full updates equations including the update for the mean (47) are detailed in Appendix E.

7 Experiments

Experiments have been performed on synthetic data for different classes of problems, from simpler
linear problems to more difficult nonlinear problems. First of all, we focus on checking the improve-
ments in memory requirements of our approach. The first class of problems addressed in Section 7.1
deals with the approximation of large scale covariance matrices too large to fit in memory. We show
our approach requires far less memory than the batch EM or all classical online EM algorithms for
factor analysis which require storing a d×d matrix in memory. These results directly apply to linear
regression where we propose cheap updates for recursive linear regression in high dimensional spaces
in Section 7.2. We consider then the logistic regression problem for which we can solve the recursive
variational scheme in closed form at each step. This recursive variational scheme is compared to
the Laplace approximation in Section 7.3. Our limited memory approach provides an estimation of
the covariance without resorting to post-processing as in Laplace approximation. Finally we turn to
more general cases in Section 7.4 where we propose an extra-gradient method to approximate the
implicit scheme and importance sampling to approximate the expectations involved in the recursive
variational scheme. The logistic regression problem, where we know how to compute the expectation
analytically, offers a baseline for comparison. We evidence that the extra-gradient method combined
with importance sampling allow for reaching our baseline results in terms of KL divergence. This
is promising regarding the generalization of our algorithms to arbitrary nonlinear problems.

The experiments conducted may be summarized as follows:

• Application of the recursive EM to limited-memory online approximation of large scale co-
variance matrix via factor analysis (Section 7.1).

• Application of this large scale approximation to limited memory online linear regression (Sec-
tion 7.2).

• Application of this large scale approximation to limited memory online logistic regression
(Section 7.3).

• Generalization of this approach to any nonlinear models using extra-gradients and (impor-
tance) sampling (Section 7.4).
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7.1 Application to the approximation of large-scale covariance matrix
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Figure 1: Factorization of a synthetic large scale covariance matrix of dimension d = 100 (upper
left plot) and d = 1000 (upper right plot). The number of observations/samples is N = 10d and we
consider p = 10 for the dimension of the latent factors. The lower plots show additional results on
two covariance matrices computed from the Madelon and Breast Cancer datasets. We show in dash
green line our recursive EM algorithm, which is parameter free, and in orange plain line the online
EM tuned with a learning rate γ = 1

t0.6
(see Appendix A.4 for implementation details). Both of

these algorithms have limited memory and converge after only one pass through the observations.
We show also the batch EM, in solid blue line, after 5 passes through the observations. With 3 inner
loops in dimension d = 100 (upper left plot), the recursive EM is clearly superior to the online EM
and to the batch EM after the first pass. In higher dimension (upper right plot), we can use only
1 inner loop for the recursive EM to reach a loss near the online EM. Moreover, the recursive EM
gives better results than the other algorithms on real dataset as illustrated in lower left plot and
lower right plot. The cost in time and memory of these algorithms are detailed in Table 1 for the
higher dimensional case (upper right plot).

In this section, we assess the limited-memory recursive EM algorithm on large scale covariance
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matrices. To approximate a covariance matrix we consider a slightly different version of Algorithm
1 developed in Section 4.2 for RVGA. Indeed the covariance updates in RVGA, see (4), are additive
and the precision matrix P−1 keeps increasing. In covariance approximation, we seek to estimate
P and not P−1. This variant is detailed in Appendix A.3 and used in this section only.

To assess the method, we generate the data from an actual low-rank covariance plus diagonal
matrix S = Diag(ψ)+WW T for which the factor analysis approximation can be exact. We construct
such a matrix with random parameters where W is of size d×p and ψ is a vector of size d. We then
generate N samples from the zero-mean Gaussian distribution equipped with this covariance matrix
S. The samples are normalized such that their norm is one on average. This normalization is an
important part of the process and significantly helps the algorithms to converge. Another important
setting is the initial values of the factors, since the data are normalized we have considered very
low values ε = σ2

0 = 10−6 where ε and σ0 are defined in algorithm 1. To make the experiments
more appealing, we have also assessed our algorithm on the NIPS Madelon dataset and the Breast
Cancer real dataset. We have kept only the input data, using the LIBSVM library (Chang and Lin,
2011), and normalized them using the same process as for the synthetic dataset.

We run the batch EM algorithm on this set of N samples and our limited memory EM algorithm
recursively on each sample. The recursive EM generally converges to the result given by the batch
version after only one pass through the data as shown in Figure 1. Our recursive EM is also
compared to the online EM algorithm (Cappé and Moulines, 2009) which is also a limited memory
algorithm but based on a stochastic root finding algorithm. The derivation of the online EM for
factor analysis and the implementation detailed have been moved to Appendix A.4. While our
method is parameter free it yields similar results to the online EM on our synthetic dataset as
shown in upper plots of figure 1. Moreover we have found it yields much better results than the
online EM as well as the batch EM on real datasets as shown in lower plots of Figure 1.

The advantage of online or recursive EM versions for factor analysis is that they maintain a
memory cost linear in d. For example for a dimension d = 1000, with a latent variable p in
dimension 10, we save a factor 100 in memory and this reduction increases with the dimension. To
assess that feature, we have monitored the processing and memory cost of our implementation. The
results of the performance monitoring are shown in Table 1.

Algorithm KL-divergence Nb. iterations Time per iteration Memory cost
Recursive EM-1 inner loop 57 N 0.0012 s (for 1 inner loops) 0.08 MB
Online EM-1 inner loop 43 N 0.0005 s (for 1 inner loops) 0.16 MB

Batch EM 53 5 0.01 s 8 MB

Table 1: Large scale matrix factorization with d = 1000, N = 10000 and p = 10: performances
associated to the right plot of figure 1. Recursive EM with one inner loop and online EM gives
comparable results in terms of computation and memory cost whereas Batch EM needs high memory.

This test has been done with a CPU Intel core i7 at 2.3 GHz (without using GPU).

7.2 Application to Bayesian linear regression

We apply in this section the previous covariance approximation to derive a limited memory version
of the linear regression problem as described in Section 5.1. In the linear general case, we have an
analytical form of the solution given by the linear Kalman filter which constitutes our baseline.

The input samples are generated using a Gaussian distribution of covariance C of size d × d
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encoded through a parameter c which drives the condition number as follows (c = 1 if not precised):

C = MTDiag(1, 1/2c, · · · , 1/dc)M, (59)

where M is an orthogonal rotation matrix. Since the matrix C is rotated, the latent variables will
not be directly available in a factor analysis form. The inputs are normalized in mean as for the
previous section.

The outputs are generated with a normal noise:

yt = xTt θ
∗ + ε with ε ∼ N (0, 1). (60)

The outputs are also normalized such that we control the norm of the unknown parameter θ∗.
This allows us to consider a strong prior information P0 = σ0Id with σ0 = 1 for θ.

We first check that with d = p, where p is the dimension of the latent space in factor analysis,
our algorithm converges well to the exact Kalman filter. It is the case indeed, see Figure 2, where
we see that the recursive EM converges to the recursive Kalman optimal solution with a moderate
number of inner loops (see the algorithm (1) for a precise definition of the inner loops). For all the
following experiments, we will consider only 3 inner loops as it is often sufficient to obtain good
convergence results even in high dimension.

0 300 600 900
number of iterations

0

500

1000

1500

2000

2500

K
L

er
ro

r

Nb inner loops = 1

Full KF

p=100

0 300 600 900
number of iterations

Nb inner loops = 2

Full KF

p=100

0 300 600 900
number of iterations

Nb inner loops = 3

Full KF

p=100

Figure 2: Sensitivity to the number of inner loops. Evolution of the KL between the posterior and
its online approximation, for the exact linear Kalman (LKF), in blue, and the LRVGA (LSKF-EM),
in orange. The L-RVGA matches the optimal Kalman filter when d = p with a limited number of
inner loops.

To assess how the approximation degrades the results, we have made experiments for different
values of the latent space dimension p. We see in Figure 3 that the divergence decreases globally
for all latent dimensions even if for lower values of p the divergence may temporary increase. As
expected the convergence is faster for higher values of p. When reducing the dimension by a as high
as a 200 factor, we still obtain a solution quite close to the optimal ones given by the full linear
Kalman filter. These results, as well as the processing time and memory cost, are detailed in Table
2.

7.3 Application to Logistic regression

We now apply the covariance approximation to derive a limited memory version on a logistic regres-
sion problem. In the logistic case the covariance update is coupled with the mean update and we
need to consider a weighted covariance matrix SN =

∑N
i=1 γixix

T
i where γi depends on the previous
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Figure 3: Sensitivity to the latent dimension p. The full Kalman error converges exactly to 0, the
Kalman filter finding the posterior. The approximated version with p = 100 runs a close second.
When p is very low, we observe some oscillations.

Algorithm KL-divergence Nb. iterations Time per iteration Memory cost
Full Kalman 0 1000 0.002 s 8 MB

L-RVGA (p = 100) 230 N 0.009 s (for 3 inner loops) 0.8 MB
L-RVGA (p = 10) 570 N 0.001 s (for 3 inner loops) 0.09 MB
L-RVGA (p = 2) 1340 N 0.0009 s (for 3 inner loops) 0.03 MB
L-RVGA (p = 1) 1837 N 0.0005 s (for 3 inner loops) 0.02 MB

Table 2: Large scale linear regression with d = 1000, N = 3000 with 3 inner loops:
performance associated with the case illustrated on Figure 3. When p is low the cost in memory is
drastically reduced with L-RVGA.

This test has been done with a CPU Intel core i7 at 2.3 GHz (without using GPU).

mean and covariance updates as described in Section 5.2. It turns out that for the logistic regression
problem we can compute the γi’s analytically (Lambert et al., 2021) using the approximation of the
logistic function with the inverse probit function (Barber and Bishop, 1998a). The solution to the
RVGA updates writes in this case:

kt =
β√

xTt Ptxt + β2
where β =

√
8

π
(61)

µt = µt−1 + Pt−1xt(yt − σ(ktx
T
t µt)), (62)

P−1
t = P−1

t−1 + ktσ
′(ktx

T
t µt)xtx

T
t , (63)

where σ and σ′ are the sigmoid function and its derivative. The unknown scalar parameters ν =
xTt Ptxt and α = xTt µt can be found by solving a scalar fixed point equation with a Newton solver
(see Lambert et al. 2021 for details).

We can apply our recursive EM algorithm on the input ut = xt
√
ktσ′(ktxTt µt) to do logistic

regression in high dimension. To assess the performance, we generate N synthetic data using the
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same method used in our previous work (Lambert et al., 2021). We consider a regularized problems
where the prior is P0 = σ0Id with σ0 = 4. This prior drives the smoothness of the loss function and
the norm of the normal to the separator hyperplane. We do not have an exact filter to compare
our results as in the linear case and our baseline is the unnormalized true posterior given by the
empirical distribution attached to the data. The (unnormalized) divergence to this posterior is
computed using the same sampling techniques than in our previous work (Lambert et al., 2021).
Since the divergence is unnormalized it may take low values, which allows for relative comparison
between algorithms but not absolute comparison.

Using this protocol, we compare the results for different values of the latent parameter, see Figure
4. The L-RVGA converges to the batch Laplace approximation and may even yield lower divergence.
This is because the covariance given by the Laplace approximation spills out the true posterior to
regions of very low probability whereas the RVGA avoids them. Contrary to the linear case, even
with p = 1, we obtain very good results. Table 3 shows the performance of the different algorithms,
the L-RVGA algorithms have a much lower memory cost than the batch Laplace approximation.
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Figure 4: Sensitivity to the latent dimension p. The L-RVGA algorithms converge to lower di-
vergence than the batch Laplace approximation even for p = 1. The estimated mean is roughly
aligned with the maximum a-posteriori, additional observations may help to converge to a complete
alignment. Only one inner loop is sufficient to ensure convergence in logistic regression.

7.4 Generalization of our approach

We address in this section the general nonlinear RVGA, based on the approximations detailed in
Section 6. Since in the case of the logistic regression we have a closed form solution for RVGA, we
may compare it to the approximated one proposed in the general case (by purposefully ignoring the
closed form solution for comparison purposes). As the generalized Gauss-Newton approximation,
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Algorithm KL-divergence Nb. iterations TOTAL Time Memory cost
Laplace 1568 13 16 s 16 MB

L-RVGA (p = 100) 1489 N 6 s (total time) 0.8 MB
L-RVGA (p = 10) 1681 N 5 s (total time) 0.09 MB
L-RVGA (p = 2) 1834 N 5 s (total time) 0.03 MB
L-RVGA (p = 1) 1864 N 5 s (total time) 0.02 MB

Table 3: Large scale logistic regression with d = 1000, N = 10000 with 1 inner loop:
performance associated to the case illustrated on Figure 4. Only one inner loop used. These tests
have been performed with a CPU Intel core i7 at 2.3 GHz (without using GPU).

presented in Section (6.3), is always exact in the logistic case, only the three others approximations
will be considered. We first evaluate the extra-gradient approximation making the others approxi-
mations exact. We then assess the performance of the extra-gradient approximation combined with
sampling and FA approximation.

7.4.1 Extra-gradients

In this paragraph we consider the approximation of the implicit scheme with an explicit scheme
using extra-gradient, or Mirror prox, introduced in Section 6.1. To asses it we will make the other
approximations exact, i.e., we use a full covariance matrix and an analytical computation of the
expectation terms as described in Section 7.3. The expectations may be considered as exact even
if they rely also on the approximation of the logistic function with the inverse probit function, as
the difference proves negligible (Lambert et al., 2021). The extra-gradient scheme with analytical
averaging reduces significantly the bias observed with the explicit scheme (without extra-gradient)
and even with the implicit scheme. We illustrate this in a simple 2D case in Figure 5 where the
performance of the extra-gradient scheme is compared to the RVGA implicit and explicit schemes
as well as the natural gradient (Amari, 1996), and proves better in terms of discrepancy with the
maximum a posteriori confidence ellipsoid. Results in higher dimension are shown in Appendix F.3.

7.4.2 Extra-gradients + factor analysis

When the covariance is approximated, the extra covariance update can make the Mirror prox scheme
unstable. We have observed it is preferable to skip the extra covariance update when using approx-
imation of the covariance with factor analysis, see Appendix F.3.

7.4.3 Extra-gradients + factor analysis + importance sampling

The last approximation we may consider is sampling where we replace the analytical average with
sampled averaged. This sampled average will give less precise results in the logistic regression case
but can be used in any class of problems and allows for generalization of our algorithm. In the
case of RVGA with logistic regression we need to compute the expectation of the gradient and the
Hessian of the logistic loss:

Eθ[∇θ`t(θ)] = −ytxt + Eθ[σ(xTt θ)]xt (64)

Eθ[∇2
θ`t(θ)] = Eθ[σ(xTt θ)(1− σ(xTt θ))]xtx

T
t . (65)
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Figure 5: Data with a sharp prior σ0 = 10. Confidence ellipsoids at final time for various algorithms
(in red). The contour lines of the true posterior, which is known up to a constant, are displayed.
The batch Laplace ellipsoid is shown in dashed line. The extra-gradient schemes have a divergence
comparable to the implicit scheme but look closer to the maximum a posteriori.

Ignoring that we know in this case how to find a closed form solution, the integral terms are then
approximated with sampling for comparison purposes:

Eθ[σ(xTt θ)] ≈
K∑
i=1

wiσ(xTt θi) (66)

Eθ[σ(xTt θ)(1− σ(xTt θ))] ≈
K∑
i=1

wiσ(xTt θi)(1− σ(xTt θi)),

where the samples θi are drawn from the Gaussian distribution N (µ, (Ψ +WW T )−1) in an efficient
way using importance sampling (the wi’s denote the weights) as described in Section 6.2.

Approximating the average with sampling may degrade the convergence. However if we com-
bine sampling with the extra-gradient version previously described we can restore the convergence
as shown in Figure 6. Moreover, we have found few samples may be sufficient to provide good
convergence of the algorithm in term of KL as shown in Figure 7.

Sources: The sources of the code are available on Github on the following repository: https:
//github.com/marc-h-lambert/L-RVGA.
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Figure 6: KL divergence to the true posterior. Note that in all graphics related to logistic regres-
sion, the posterior is known up to a constant, so that the KL are known up to a constant. As a
result only the relative KLs between the algorithms are meaningful, not their absolute values. The
graphics displays comparisons of the implicit RVGA where the expectations are computed analyt-
ically for the logistic regression and the explicit RVGA where the expectations are approximated
with sampling (K = 10 samples are used). Two versions of the explicit scheme are considered: the
first version does not use extra-gradients, the second one uses a Mirror prox (where we have skipped
the extra covariance update). We consider the same factor analysis approximation p = 10 for all
the algorithms with different values of prior: from smooth prior (σ = 1) to sharp prior (σ = 10).
The smoothness of the prior drives the smoothness of the posterior distribution. All the algorithms
behave equally when the prior is smooth. When the prior becomes sharper, extra-gradients help to
stabilize the scheme.

Conclusion

We have developed a new second order algorithm, called L-RVGA, for online variational inference
which scales to both large data set and high dimension. This algorithm is built on a two stage
variational problem which combines a variational Gaussian approximation followed by a factor
analysis approximation of the covariance (precision) matrix. L-RVGA is able to estimate the mean
and the covariance of the distribution of the latent parameters in a memory efficient and paremeter-
free way and with only one pass through the data. We have tested it on a linear and logistic regression
problem and shown how to extend it to more general nonlinear problems with extra-gradients,
memory efficient sampling and the generalized Gauss Newton approximation. The L-RVGA has a
much less cost in time and memory than other second order algorithms like the Kalman filter, the
Laplace approximation or the natural gradient while staying stable even in the presence of strong
nonlinearities such as logistic regression with distants clusters.

To build our generic algorithm we have introduced two new tools: a recursive EM algorithm
for factor analysis, derived from a fixed point equation, which is parameter-free and faster than
the online EM in this context; and a new sampler for Gaussian distribution with a structured
precision matrix. Finally, we have highlighted in experiments that the combination of sampling
and extra-gradient increases significantly the stability of our generic algorithm. While our target
distribution is unimodal, the L-RVGA algorithm may provide a building block for the approximation
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Figure 7: Comparison of the explicit RVGA where the expectations are computed analytically
(for the logistic regression) and the explicit RVGA where the expectations are approximated with
sampling for 1, 10 and 100 samples. All the algorithms use a Mirror prox (where we have skipped
the extra covariance update) and use the same factor analysis approximation p = 10. 10 samples
are sufficient even in the sharper case to converge to the batch Laplace KL.

of more generic posterior distributions in high dimension. Moreover it may be used in the context
of stochastic optimization keeping only the mean and considering the prior as a regularizer. This
version might compete with state-of-the-art algorithms in limited memory optimization such as
Adagrad or even L-BFGS. We will investigate this direction in future work and will extend our
algorithm using adaptive filtering techniques to further increase its performance. We believe that
a deeper connection between the communities of stochastic optimization and Kalman filtering may
bring new ideas to tackle nonlinear stochastic problems.
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A The recursive EM

A.1 Recall on classical EM factor analysis

Given a Gaussian variable u assumed of zero mean, we want to approximate the empirical covariance
matrix 1

N

∑N
i=1 uiu

T
i = SN with a “diagonal + low rank” structure Ψ+WW T . We introduce a latent

variable z such that:

u = Wz + ε with ε ∼ N (0,Ψ) and z ∼ N (0, Ip). (67)

As a consequence we have:

u|z ∼ N (Wz,Ψ) (68)

u ∼ N (0,WW T + Ψ), (69)
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and the covariance of u is the quantity we want to factorize. The probability of the latent variable
z given u can be computed with the Bayes formulas:

z|u ∼ N (M−1W TΨ−1u,M−1) where M = Ip +W TΨ−1W, (70)

which gives the E-step of EM computed for the current values of the matrix W and Ψ:

E[z|u] = M−1W TΨ−1u (71)

E[zzT |u] = M−1 + E[z|u]E[z|u]T (72)

The M-step of EM is given by the maximization of the total likelihood L with respect to W and Ψ:

L(W,Ψ) = log p(u1, z1, . . . , uN , zN |W,Ψ) = log p(u1, . . . , uN |z1, . . . , zN ,W,Ψ) + log p(z1, . . . , zN )

(73)

= −N
2

log det(Ψ)− 1

2

N∑
t=1

(ut −Wzt)
TΨ−1(ut −Wzt) +K, (74)

where K is a constant that does not depend on W or Ψ,

= −N
2

log det(Ψ)− 1

2

N∑
t=1

Tr((utu
T
t +Wztz

T
t W

T − 2Wztu
T
t )Ψ−1) +K (75)

= −N
2

log det(Ψ)− N

2
Tr(SNΨ−1)− 1

2

N∑
t=1

Tr(W TΨ−1Wztz
T
t )−

N∑
t=1

Tr(ztu
T
t Ψ−1W ) +K (76)

The derivative of the expectation of L with respect to W gives:

∂

∂W
Ep(z|u)[L(W,Ψ)] = −

N∑
t=1

Ψ−1WE[ztz
T
t |ut]−

N∑
t=1

Ψ−1utE[zt|ut]T = 0 (77)

=⇒ W =
N∑
t=1

utE[zt|ut]T (
N∑
t=1

E[ztz
T
t |ut])−1. (78)

Taking the derivative of the expectation of L with respect to Ψ−1 and keeping only the diagonal
terms yields:

Ψ = diag(SN +
1

N

N∑
t=1

WE[ztz
T
t |ut]W

T − 2

N

N∑
t=1

WE[zt|ut]u
T
t ) (79)

= diag(SN −Wnew
1

N

N∑
t=1

E[zt|ut]u
T
t ). (80)
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And finally the EM updates gives:

E-Step: (81)

E[zt|ut] = M−1BTΨ−1ut

E[ztz
T
t |ut] = M−1 + E[zt|ut]E[zt|ut]T . (82)

M-Step: (83)

Bnew =
N∑
t=1

utE[zt|ut]T (
N∑
t=1

E[ztz
T
t |ut])−1

Ψnew = diag(SN −Wnew
1

N

N∑
t=1

E[zt|ut]u
T
t ). (84)

A.2 Factor analysis with EM as a fixed point : proof of lemma 1

In the context of probabilistic principal component analysis Tipping and Bishop (1999) have high-
lighted (in their Appendix B) how the EM can be rewritten as a fixed point equation. The following
proof is an extension of this result to the factor analysis case:

Proof. The EM updates (31) and (32) can be rewritten in batch form where

X =
(
u1 · · ·um

)
,

is the sample observation matrix of size m× d such that SN = 1
NXX

T and

Z =
(
z1 · · · zm

)
,

is the sample latent matrix of size p×m:

E-Step:

E[Z|X] = M−1BTΨ−1X (85)

Cov[Z|X] = M−1 +
1

N
E[Z|X]E[Z|X]T = M−1 +M−1BTΨ−1SNΨ−1BM−1. (86)

M-Step:

Bnew =
1

N
XE[Z|X]T (Cov[Z|X])−1 (87)

Ψnew = diag(
1

N
XXT − Bnew

1

N
E[Z|X]XT). (88)

And finally the E-step and M-step can be fused to form a fixed-point equation:

Wnew =
1

N
XE[Z|X]T (Cov[Z|X])−1

= SNΨ−1WM−1(M−1 +M−1W TΨ−1SNΨ−1WM−1)−1

= SNΨ−1W (Ip +M−1W TΨ−1SNΨ−1W )−1

Ψnew = diag(
1

N
XXT −Wnew

1

N
E[Z|X]XT)

= diag(SN −WnewM−1WTΨ−1SN)

= diag(SN − SNΨ−1W(M + WTΨ−1SNΨ−1W)−1WTΨ−1SN),

which proves the lemma 1.
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A.3 The recursive EM: rationale for algorithm 1

If we replace SN by the partial covariance matrix up to input ut : St = 1
t

∑t
i=1 uiu

T
i in the updates

(33), we obtain an online version of EM which converges in only one pass through the data but
which requires to store a d × d matrix with a number of operation in O(d2). Our limited memory
recursive EM variant consists in replacing St by the online average 1

tutu
T
t + t−1

t (Wt−1W
T
t−1 + Ψt−1)

at each time step t. This allows for a linear in d cost and memory requirement. Let:

Vt := StΨ
−1
t Wt

= (
1

t
utu

T
t +

t− 1

t
Wt−1W

T
t−1 +

t− 1

t
Ψt−1)Ψ−1

t Wt

=
1

t
ut(u

T
t Ψ−1

t Wt) +
t− 1

t
Wt−1(W T

t−1Ψ−1
t Wt) +

t− 1

t
Ψt−1Ψ−1

t Wt,

the update equations then become:

Wnew = StΨ
−1
t Wt(Ip +M−1

t W T
t Ψ−1

t StΨ
−1
t Wt)

−1

= Vt(Ip +M−1
t W T

t Ψ−1
t Vt)

−1

Ψnew = diag(St −WnewM
−1
t W T

t Ψ−1
t St)

= diag(
1

t
utu

T
t +

t− 1

t
Wt−1W

T
t−1 +

t− 1

t
Ψt−1)− diag(WnewM

−1
t V T

t )

=
1

t
ut ∗ ut +

t− 1

t

p∑
i=1

Wt−1 ∗Wt−1[., i] +
t− 1

t
Ψt−1 −

p∑
i=1

WnewM
−1
t ∗ Vt[., i],

where x∗y is a memory cheap component wise operation of two matrices x and y of same size d×p.
If p = 1 we have x ∗ y = diag(xyT ), if p > 1 we have

∑p
i=1 x ∗ y[., i] = diag(xyT ). For the first input

at t = 1 we may consider W0 and Ψ0 as null matrix and W1 and Ψ1 as random with very small
entries (no prior). For the following inputs at t > 1 we initialize the parameters with the previous
estimate Wt = Wt−1 and Ψt = Ψt−1. Current and previous parameters appear in the updates and
may not be confused: Wt−1 and Ψt−1 are remaining fixed through the inner iterations whereas Wt

and Ψt are variable through the inner iterations.
In the recursive variational problem we have not a moving average update but an information

update which keeps increasing. In this case we need to replace St by utu
T
t + Wt−1W

T
t−1 + Ψt−1

without the averaging. This is this version which is used in RVGA and described in algorithm 1.

A.4 Derivation of the online EM algorithm for factor analysis

In this section we derive the online EM for the factor analysis problem to compare it to our Recursive
EM algorithm. We use the same notation than in the previous section where ui=1,...,N are our N
observations in dimension d and zi=1,...,N are our latent variables in dimension p. Moreover, we
suppose that each couple of variables (zt, ut) are independent and belong to an exponential family
given by log p(zt, ut|θ) =< S(zt, ut), φ(θ) > −F (θ), where F is the log partition function, φ is a
function which map the natural parameter and S(zt, ut) are the sufficient statistics.

Dempster et al. (1977) have shown in their seminal work that EM asymptotically converge when
N →∞ to a (not necessary unique) stationary point θ∗ of the following fixed point equation :

θ = arg max
θ∈Θ

EutEzt∼p(z|ut,θ)[S(zt, ut)] = K(θ). (89)
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This fixed point equation involve maximum of expectations not easily tractable in the general
case. However, in the particular case of factor analysis, we have seen we can computed the fixed
point in a closed form and build upon it a recursive EM algorithm. To avoid intractable expectation
in the general case, the fixed point equation in θ can be rewritten as a fixed point equation with
respect to the sufficient statistics S:

S = EutEzt∼p(z|ut,θ∗(S))[S(zt, ut)] = T (S) (90)

where θ∗(S) = arg max
θ∈Θ

N∑
t=1

< S(zt, ut), φ(θ) > −F (θ). (91)

The online EM algorithm (Cappé and Moulines, 2009) solve T (S) − S using a stochastic root
solver based on the Robbins–Monro algorithm (Robbins and Monro, 1951). The sufficient statistics
S and the optimal parameter θ are update online with an adaptive step γt at each new incoming
observations ut as follows:

St = (1− γt)St−1 + γtEzt∼p(z|ut,θt−1)[S(zt, ut)] (E-step) (92)

θt = arg max
θ∈Θ

< St, φ(θ) > −F (θ) (M-step). (93)

In the case of factor analysis, the joint distribution is:

log p(ut, zt) = −1

2
Tr[Σ−1S(ut, zt)]−

1

2
log det Σ + c, (94)

where the joint covariance is :

Σ =

(
WW T + Ψ W

W T Ip

)
, (95)

and the sufficient statistics are :

S(ut, zt) =

(
ut
zt

)(
ut
zt

)T
=

(
utu

T
t utz

T
t

ztu
T
t ztz

T
t

)
. (96)

The expectation of the sufficient statistics gives

Ezt∼p(z|ut,θt−1)[S(ut, zt)] =

(
utu

T
t utE[zTt |ut]

E[zt|ut]uTt E[ztz
T
t |ut]

)
(97)

Rather than update the full matrix S(ut, zt) we will update the blocks: S1.t = utu
T
t , S2.t =

E[zt|ut]uTt and S3.t = E[ztz
T
t |ut], which are necessary to compute the M-step.

Finally, using the same formula than the batch EM in Appendix A.1, the online EM updates
for factor analysis become:

Online EM
E-step

S1.t = (1− γt)S1.t−1 + γtutu
T
t

S2.t = (1− γt)S2.t−1 + γtE[zt|ut]uTt
= (1− γt)µt−1 + γtM

−1
t−1W

T
t−1Ψ−1

t−1utu
T
t

S3.t = (1− γt)S3.t−1 + γtE[ztz
T
t |ut]

= (1− γt)S3.t−1 + γt(M
−1
t−1 +M−1

t−1W
T
t−1Ψ−1

t−1utu
T
t Ψ−1

t−1Wt−1M
−1
t−1)

M-step

Wt = ST2.tS
−1
3.t

Ψt = diag(S1.t)− diag(WtS2.t).

(98)
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To develop a limited memory version of this algorithm, we store only the diagonal of the high
dimensional squared matrix S1.t and update it as follows:

diag(S1.t) = (1− γt)diag(S1.t−1) + γtut ∗ ut, (99)

where x ∗ y is a component wise operation giving x ∗ y = diag(xyT) for two vectors.
To choose the step size γt we must satisfy the Robins Monro rules:

N∑
t=1

γt =∞
N∑
t=1

γ2
t <∞. (100)

We consider the following step recommended by Cappé and Moulines (2009):

γ0 = 1 (101)

γt =
1

t0.6
∀t > 0. (102)

Finally, in post-processing, we use a Polyak-Ruppert halfway averaging to improve the conver-
gence as recommended by Cappé and Moulines (2009):

∀t > N/2 st t̃ = t−N/2 > 0 do :

W̄t =
t̃− 1

t̃
Wt−1 +

1

t̃
Wt (103)

Ψ̄t =
t̃− 1

t̃
Ψt−1 +

1

t̃
Ψt. (104)

B The fixed point EM is equivalent to the MLE fixed point

In this section we show new results concerning the equivalence of the fixed points for the marginal
likelihood (MLE algorithm) and the total likelihood (EM algorithm) for the particular case of factor
analysis. We consider here the batch factor analysis problem. This result may not be applied to
our RVGA algorithm but for each inner loop of it which are guaranteed to increase the one sample
likelihood.

The marginal likelihood and the total likelihood are both related as follows:

max
W,Ψ

log p(v1, . . . , vN |W,Ψ) where SN =
1

N

N∑
i=1

viv
T
i = P−1 (MLE) . (105)

≤ max
W,Ψ

Ez[log p(v1, . . . , vN , z|W,Ψ)] with p(v | z) ∼ N (Wz,Ψ), p(z) ∼ N (0, Ip) (EM) .

(106)

The advantage of the EM approach is that the total likelihood appearing in (106) is guaranteed
to increase at each step, i.e., the algorithm is stable. The EM algorithm may not always converge
to the maximum of the marginal likelihood appearing in (105) but converges to a stationary point
which turns out to be also a stationary point for the maximum likelihood. This fact was already
highlighted by Neal and Hinton (1999) and Cappé and Moulines (2009) but we specify the result
in the case of factor analysis in an algebraic way. We first write the maximum likelihood as a fixed
point, then derivate an equivalence between the two fixed points. This result is finally used to
derivate an equivalence between different eigenvalues decomposition algorithms.
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B.1 Factor analysis with maximum likelihood (MLE) as a fixed point.

In this section we writes the maximum likelihood on the factor analysis parameters as a fixed point
equation. This is a well known result derived from the chapter 21.2 of the book of Barber (2011)
but we want to use this result to make a connexion to the fixed point obtained with EM. We want to
approximate a matrix S with a matrix WW T + Ψ by minimizing the Stein divergence DS (dilated
here by 1

2 to be consistent with the likelihood loss ):

min
W,Ψ

1

2
DS(S,WW T + Ψ) = min

W,Ψ

1

2
Tr(S(WW T + Ψ)−1) +

1

2
log det(WW T + Ψ). (107)

A necessary condition on the optimal solution is to annulate the gradients:

∂S

∂W
= (WW T + Ψ)−1W T − (WW T + Ψ)−1S(WW T + Ψ)−1W = 0 (108)

∂S

∂Ψ
= (WW T + Ψ)−1 − (WW T + Ψ)−1S(WW T + Ψ)−1 = 0, (109)

leading to the fixed-point equations:

Fixed-point equations for the Stein divergence (110)

W = S(WW T + Ψ)−1W (111)

Ψ = diag(S−WnWT
n ). (112)

B.2 Equivalence of fixed points and convergence

The following proposition shows the algebraic equivalence of the fixed points.

Proposition 2. The factor analysis parameters which maximize the marginal likelihood, that is, the
solution to (105) satisfy the following fixed point equation:

Wn = SN (WW T + Ψ)−1W (113)

Ψ = diag(SN −WnW
T
n ). (114)

This fixed point equation is equivalent to the EM fixed-point equation:

Wn = SNΨ−1W (Ip +M−1W TΨ−1SNΨ−1W )−1 (115)

where: M = Ip +W TΨ−1W (116)

Ψ = diag(SN −WnM
−1W TΨ−1SN ). (117)

As a consequence, the EM algorithm converges to a stationary point which is also a stationary point
for the marginal likelihood.

Proof. The derivation of the fixed point equation from the Stein divergence is well known and
recalled in Appendix B.1. The proof for the equivalence of the fixed points is then straightforward,
since the update for W can be rewritten as:

W = SN (WW T + Ψ)−1W (118)

= SNΨ−1W (Ip +W TΨ−1W )−1 (From the Woodbury formula) (119)

= SNΨ−1WM−1 (120)

= SNΨ−1W (Ip + (SNΨ−1WM−1)TΨ−1W )−1, (121)
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where we have replaced the term W T in (119) by its development in (120).

= SNΨ−1W (Ip +M−1W TΨ−1SNΨ−1W )−1 = Wn. (122)

The update for Ψ can be rewritten as:

Ψ = diag(SN −WWT) (123)

= diag(SN −W (SNΨ−1WM−1)T ) (124)

where we have replaced the term W T in (123) by its development in (120), leading to

Ψ = diag(SN −WM−1W TΨ−1SN ) (125)

= diag(SN −WnM
−1W TΨ−1SN ). (126)

C Factor analysis fixed points and singular value decomposition
(SVD).

C.1 Solution of the factor analysis fixed point with SVD.

We consider in this section how factor analysis with maximum likelihood can be solved with SVD.
This is a well known result derived from the chapter 21.2 of the book of Barber (2011). The fixed
point equation for factor analysis with maximum likelihood gives:

W = S(WW T + Ψ)−1W (127)

Ψ = diag(S−WnWT
n ), (128)

the first equation can be rewritten to let an eigenvalue equation appear:

W = SΨ−1W (W TΨ−1W + Ip)
−1 ( from the Woodbury formula) (129)

⇐⇒
(Ŵ T Ŵ + Ip)Ŵ = ŜŴ (130)

where Ŝ = Ψ−
1
2SΨ−

1
2 and Ŵ = Ψ−

1
2W

⇐⇒
ULV T (Ip + V L2V T ) = ŜULV T (131)

where W = ULV T with U ∈M(d× p) and V V T = Ip (thin SVD)
⇐⇒
U(Ip + L2) = ŜU. (132)

And finally the solution is W = UL where the columns of U are the p largest eigenvectors of Ŝ
associated to the eigenvalues λi=1,...,p and L = diag(li=1,...,d) where li depends on these maximal
eigenvalues:

li =
√
λi − 1 if λi ≥ 1 (133)

li = 0 otherwise . (134)

36



Since Ŝ depends on Ψ, we must iterate between updating W and updating Ψ until convergence.
If we use a simpler probabilistic principal component analysis (PPCA) model, i.e. if Ψ = σ2I, the
updates simplify to:

W = UL′ = Udiag(l′i) (135)

where l′i =
√
λi − σ2 if λi ≥ σ2 (136)

and l′i = 0 otherwise (137)

σ2 =
1

d− p
d∑

i=p+1

λi, (138)

these updates are decoupled and converge in one iteration. PPCA is much faster than factor analysis
at the cost of a less expressive factorization.

C.2 EM as an implicite eigen decomposition

The fixed point equation from the maximum likelihood is solved using a SVD decomposition of SN .
The equivalence with the EM fixed point suggest that the EM make implicitly a SVD decomposition.
It can be shown it is the case if we consider an asymptotical Probabilistic Principal Component
analysis form (PPCA), ie Ψ = σI where we let tends the parameter σ to 0. This results was shown
by Roweis (1998) for the fixed point EM with PPCA and is extended to the Stein divergence fixed
point in the following Corollary.

Corollary 1 (of Prop. 2). The minimum of the Stein divergence for probabilistic principal compo-
nent analysis (PPCA):

min
W,σ

DS(SN ,WW T + σ2Id) = min
W,σ

Tr(SN (WW T + σ2Id)
−1) + log det(WW T + σ2Id),

(139)

satisfies the MLE fixed-point equation on W :

Wn = SN (WW T + σ2Id)
−1W = SNW (σ2Ip +W TW )−1 →

σ→0
SNW (W TW )−1, (140)

which is equivalent to the (batch) power method when σ → 0, defined by:

w ← SN
w

||w||2 (given here in vectorial form). (141)

This MLE fixed-point update is asymptotically equivalent to the EM fixed-point update on W :

Wn = SNW (σ2Ip + (σ2Ip +W TW )−1W TSNW )−1 →
σ→0

SNW (W TSNW )−1W TW, (142)

which is equivalent to the EM-PCA method (Roweis, 1998) when σ → 0, defined by :

X = (W TW )−1W TY (143)

Wn = Y XT (XXT )−1 where Y is defined such that SN = Y Y T . (144)

Proof. The proof is direct.
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We may also relate these updates with the Oja flow (Oja, 1982) given by :

Ẇ = (Id −WW T )SNW, (145)

which gives the stationary equation:

SNW = WW TSNW (146)

SNW (W TSNW )−1 = W, (147)

which is an unnormalized version of the EM-update:

SNW (W TSNW )−1W TW = W. (148)

D Proof of Lemma 3.

This lemma is a synthesis of previous results proposed by Ollivier (2018), Martens (2014) or again
Cappé and Moulines (2009). The proof proposed here is a shorter version of the one developed by
Ollivier (2018) in the Appendix A of his article:

Proof. Let’s p be an exponential family such that:

p(y|θ) = m(yt) exp(ηTT (y)−A(η)), (149)

where T (y) is the sufficient statistics, A is the log partition function which satisfies ∇2
ηA(η) =

Cov(y|θ) and ∇ηA(η) = m = E[(y|θ)] and finally η is the natural parameter which depends on θ
through a function h, ie η = h(θ). Using twice the chain rules, the second derivative of the negative
likelihood of p writes :

−∂
2 ln p(y|θ)
∂θ2

= −∂h
∂θ

∂2 ln p(y|θ)
∂h2

∂h

∂θ

T

− ∂2h

∂θ2

∂ ln p(y|θ)
∂h

(150)

=
∂h

∂θ
Cov(y|θ)∂h

∂θ

T

− ∂2h

∂θ2
(T (y)−m). (151)

Taking the expectation under y both sides, we obtain directly the relation:

Ey[−
∂2 ln p(y/η)

∂θ2
] = F (θ) =

∂η

∂θ
Cov(y|θ)∂η

∂θ

T

. (152)

And finally:

Eθ[F (θ)] = Eθ[
∂h

∂θ
Cov(y|θ)∂h

∂θ

T

]. (153)

Now for a generalized linear model such that h(θ) = xTt θ the GGN approximation is exact since
∂2h
∂θ2

= 0, this completes the proof.
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E The L-RVGA in the general case: the updates equation for the
mean

We have derived the updates for the covariance in the case of an exponential family distribution with
a nonlinear model using the generalized Gauss Newton approximation, we derive now the updates
for the mean. The gradient for an exponential family take the following form where we consider
η = h(θ) = g(m) with m the mean of y:

∂

∂θ
log p(yt|θ, xt) =

∂

∂θ
(ηT yt − F (η)) (154)

= yt
∂h

∂θ
−m∂h

∂θ
= (yt − g−1 ◦ h(θ))

∂h

∂θ
, (155)

where we have used the relation ∂F
∂η = m = g−1(η).

As for the covariance updates we may approximate the expectation with sampling as follows:

Eθ[(yt − g−1 ◦ h(θ))
∂h

∂θ
(θ)] (156)

≈ 1

K

N∑
i=1

(yt − g−1 ◦ h(θ))
∂h

∂θ
(θi) = yt

1

K

N∑
i=1

di −
1

K

N∑
i=1

hidi (157)

where hi = g−1 ◦ h(θi) and di =
∂h

∂θ
(θi). (158)

Finally the RVGA explicite update equations:

P−1
t = P−1

t−1 −Eθ∼N (µt−1,Pt−1)[∇2
θ log p(yt|θ, xt)] (159)

µt = µt−1 + PtEθ∼N (µt−1,Pt−1)[∇θ log p(yt|θ, xt)], (160)

can be written in the factorized form as:

P−1
t ≈Wt−1W

T
t−1 + Ψt−1 +

1

K

K∑
i=1

cic
T
i ≈WtW

T
t + Ψt (161)

where ci =
∂h

∂θ
(θi)
√

Cov(y|θi)−1 and θi ∼ N (µt−1, (Wt−1W
T
t−1 + Ψt−1)−1) (162)

µt = µt−1 + (WtW
T
t + Ψt)

−1(yt
1

K

N∑
i=1

di −
1

K

N∑
i=1

hidi) (163)

µt = µt−1 + Ψ−1
t ((yt

1

K

N∑
i=1

di −
1

K

N∑
i=1

hidi)−WtM
−1
t (W T

t Ψ−1
t (yt

1

K

N∑
i=1

di −
1

K

N∑
i=1

hidi))). (164)

F Mirror prox

F.1 Mirror prox as an iterated Kalman filter

In this section we show that the iterated scheme defined equation (48) is equivalent to a Mirror
prox update (Nemirovski, 2005). We recall first the connexion between the recursive variational
scheme and the Mirror descent using the results initially derived by Khan et al. (2018) for the batch
variational approach and extended by Lambert et al. (2021) for the recursive variational approach.
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Considering an exponential family qη of natural parameter η, mean parameter m and a strictly
convex log partition function F such that qη(θ) = h(θ) exp(< η, θ > −F (η)), the recursive vari-
ational approximation problem between a target distribution qη and the one-sample posterior
p(θ|yt) ∝ p(yt|θ)qηt−1(θ) writes:

arg min
ηt

KL(qηt(θ)|p(θ|yt)) (165)

=arg min
ηt

Eqηt [− log p(yt|θ)] +BF (ηt−1, ηt), (166)

where BF is the Bregman divergence associated to the strictly convex log partition function F . The
critical point must satisfy:

∇ηtEqηt [− log p(yt|θ)] + (ηt − ηt−1)∇2F (ηt) = 0, (167)

which gives the following implicit fixed point equation on the natural parameter:

ηt = ηt−1 + (∇2F (ηt))
−1∇ηEqη [log p(yt|θ)](ηt) (168)

= ηt−1 +∇mEqm [log p(yt|θ)](mt). (169)

If we consider the function f(m) = Eqm [− log p(yt|θ)] and use the relation η = ∇F ∗(m), this update
can be interpreted as an implicit version of a Mirror descent on f with step size one:

∇F ∗(mt) = ∇F ∗(mt−1)−∇mf(mt) (dual descent with step 1) (170)
mt = ∇F (ηt). ( projection) (171)

This implicit scheme can be approximated using the Mirror prox algorithm (Nemirovski, 2005) with
a step size one:

Mirror prox
η̂t = ∇F ∗(m̂t) = ∇F ∗(mt−1)−∇mf(mt−1)

m̂t = ∇F (η̂t)

ηt = ∇F ∗(mt) = ∇F ∗(mt−1)−∇mf(m̂t)

mt = ∇F (ηt).

In fact we have rather derived here a stochastic version of Mirror prox. Stochastic version
of Mirror prox may inherit the good convergence properties of the original batch version if the
function f is convex and the step is adaptive (Bach and Levy, 2019). Here the setting is different:
our function f is not jointly convex in µ and P and we consider a constant step of size one. However
we have founded the stochastic version behave empirically well.

In the case where q is a multivariate Gaussian distribution, the mean and natural parameters

are given by η = ∇F ∗(m) =

(
η1 = P−1µ
η2 = −1

2P
−1

)
and m = ∇F (η) =

(
m1 = µ

m2 = P + µµT

)
.

The gradient with respect to the mean parameters m1,m2 can be expressed as the gradient with
respect to the sources parameters µ, P using the chain rule:

∂f

∂m1
=
∂f

∂µ

∂µ

∂m1
+
∂f

∂P

∂P

∂m1
=
∂f

∂µ
− 2

∂f

∂P
µ (172)

∂f

∂m2
=
∂f

∂µ

∂µ

∂m2
+
∂f

∂P

∂P

∂m2
=
∂f

∂P
(173)

40



A step of the Mirror prox update:

∇F ∗(mt) = ∇F ∗(mt−1)−∇mf(mt−1) (174)
⇐⇒ ηt = ηt−1 −∇mf(mt−1), (175)

become, if we write f(m(µ, P )) = Eθ∼N (µ,P )[log p(yt|θ)]:

(
P−1
t µt
−1

2P
−1
t

)
=

(
P−1
t−1µt−1

−1
2P
−1
t−1

)
+

(
∂f
∂µ |µt−1,Pt−1−2 ∂f∂P |µt−1,Pt−1µt−1

∂f
∂P |µt−1,Pt−1

)
(176)

⇐⇒
(
P−1
t µt
−1

2P
−1
t

)
=

(
(P−1

t−1 − 2 ∂f∂P |µt−1,Pt−1µt−1

−1
2P
−1
t−1

)
+

(
∂f
∂µ |µt−1,Pt−1

∂f
∂P |µt−1,Pt−1

)
(177)

⇐⇒
(
P−1
t µt
−1

2P
−1
t

)
=

(
P−1
t µt−1

−1
2P
−1
t−1

)
+

(
∂f
∂µ |µt−1,Pt−1

∂f
∂P |µt−1,Pt−1

)
(178)

⇐⇒
(
P−1
t µt
−1

2P
−1
t

)
=

(
P−1
t µt−1

−1
2P
−1
t−1

)
+

(−Eθ∼N (µt−1,Pt−1)[∇θ log p(yt|θ)]
1
2Eθ∼N (µt−1,Pt−1)[∇2

θ log p(yt|θ)]

)
. (179)

The last derivation (179) comes from the Bonnet & Price formulas (Lin et al., 2019):

∇µN (θ|µ, P ) = −∇θN (θ|µ, P ) (180)

∇PN (θ|µ, P ) =
1

2
∇2
θN (θ|µ, P ). (181)

Rearranging terms and applying two times the update as in Mirror prox gives the iterated scheme
defined in equation (48):

P̂−1
t = P−1

t−1 − Eθ∼N (µt−1,Pt−1)[∇2
θ log p(yt|θ)] (182)

µ̂t = µt−1 + P̂tEθ∼N (µt−1,Pt−1)[∇θ log p(yt|θ)] (183)

Pt
−1 = P−1

t−1 − Eθ∼N (µ̂t,P̂t)[∇2
θ log p(yt|θ)] (184)

µt = µt−1 = PtEθ∼N (µ̂t,P̂t)[∇θ log p(yt|θ)]. (185)

If the expectations are replaced with a linearization around the last estimated, this updates are
also equivalent to the extended iterated Kalman filter scheme (Jazwinski, 1970).

F.2 Joint convexity of the RVGA loss function in µ and C

Our Mirror prox algorithm operates on the function:

f(m) = Eqm [− log p(Y |θ)],

where m =

(
µ

P + µµT

)
. Mirror prox was initially proposed with a step size parameter and several

works (Bach and Levy, 2019, Babanezhad and Lacoste-Julien, 2020) have proven convergence results
for particular tuning of this parameter when the function f is convex. Unfortunately this function
is not convex in m. However, if p belongs to an exponential family with a GLM model, Challis
and Barber (2013) have shown this function is jointly convex in µ and C where C is the Cholesky
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decomposition of P , i.e. P = CCT . The proof, in its shorter version proposed by M. K. Titsias (see
Appendix added by Challis and Barber 2013), comes directly from the definition of the convexity.
Indeed, if φ is convex ie φ(αx + (1 − α)y) ≤ αφ(x) + (1 − α)φ(y), then the function f(µ,C) =
Ez∼N (0,I)[φ(µ+ Cz)] is jointly convex in µ and C:

f(αµ1 + (1− α)µ2, αC1 + (1− α)C2) (186)
= Ez∼N (0,I)[φ(αµ1 + (1− α)µ2 + (αC1 + (1− α)C2)z] (187)

≤ Ez∼N (0,I)[αφ(µ1 + αC1z) + (1− α)φ(µ2 + C2z)] (188)

= αf(µ1, C1) + (1− α)f(µ2, C2). (189)

Which proof that the function:

f(µ,C) = EN (µ,CCT )[− log p(Y |θ)] = Ez∼N (0,I)[− log p(Y |Cθ + µ)],

is jointly convex in µ and C by the convexity of − log p for an exponential family with a GLM
model.

F.3 The partial Mirror prox

In this section we asses the Mirror prox scheme in high dimension. Let us first assess the Mirror
prox scheme in the case of logistic regression with a full covariance matrix (without factor analysis)
and with analytical averaging as defined in equation (61). The Mirror prox scheme:

Mirror prox

P̂t
−1 = P−1

t−1 − Eθ∼N (µt−1,Pt−1)[∇2
θ log p(yt|θ)]

µ̂t = µt−1 + P̂tEθ∼N (µt−1,Pt−1)[∇θ log p(yt|θ)]
Pt
−1 = P−1

t−1 − Eθ∼N (µ̂t,P̂t)[∇2
θ log p(yt|θ)]

µt = µt−1 = PtEθ∼N (µ̂t,P̂t)[∇θ log p(yt|θ)],

(190)

is compared to the explicit scheme where we do only one step:

Explicit scheme

Pt
−1 = P−1

t−1 − Eθ∼N (µt−1,Pt−1)[∇2
θ log p(yt|θ)]

µt = µt−1 + PtEθ∼N (µt−1,Pt−1)[∇θ log p(yt|θ)],
(191)

and the implicit scheme where the averaged are computed on the unknown parameters:

Implicit scheme

Pt
−1 = P−1

t−1 − Eθ∼N (µt,Pt)[∇2
θ log p(yt|θ)]

µt = µt−1 + PtEθ∼N (µt,Pt)[∇θ log p(yt|θ)].
(192)

The Mirror prox is less biased than the explicit scheme and even the implicit scheme when the
prior is sharp as shown in Figure 8.

We now assess the robustness of the Mirror prox scheme to an approximation of the covariance
matrix and show experimentally how a partial Mirror prox can improve the convergence. Let us
consider the following approximations:
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Figure 8: Left: Comparison of the Mirror prox with the implicit and explicit scheme for different
priors : from smooth prior σ0 = 1 (left plot) to sharp prior σ0 = 10 (right plot). All versions
decrease well in the KL divergence and converge to the same KL than the batch Laplace. Right:
Comparison of the same algorithms but in term of bias. Considering the MAP is not so far from
the mean of the logistic posterior for quite high values of σ0, we may monitor the distance to the
MAP to estimate the distance to the true mean (ie the bias). When the loss is sharper (σ0 = 10),
the explicit scheme appear strongly biased whereas the Mirror prox not. In this experiment, we
have considered a full covariance matrix with analytical average. Note the posterior is known up to
a constant so the KL are not normalized: relative values are meaningful but absolute value is not
informative.

• Mirror prox + FA Mirror prox with approximation of the covariance matrix with factor
analysis (FA) where the expectations are computed analytically as defined in equation (61).

• Mirror prox + FA + sampling Mirror prox with approximation of the covariance matrix
with factor analysis (FA) where the expectations are computed with importance sampling as
defined in equation (66).
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• partial Mirror prox + FA + sampling the same as above but where we skip the extra
update of the covariance:

partial Mirror prox

P̂t
−1 = P−1

t−1 − Eθ∼N (µt−1,Pt−1)[∇2
θ log p(yt|θ)]

µ̂t = µt−1 + P̂tEθ∼N (µt−1,Pt−1)[∇θ log p(yt|θ)]
µt = µt−1 + P̂tEθ∼N (µ̂t,P̂t)[∇θ log p(yt|θ)].

(193)
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Figure 9: Comparison of the Mirror prox without approximation (MirrorProx-Full) with the three
variants of approximated Mirror prox: with factor analysis only (MirrorProx-FA), with factor analy-
sis and sampling (MirrorProx-FA-sampled) and with factor analysis and sampling but with a partial
mirror prox step (s-MirrorProx-FA-sampled). Left: Comparison with the KL divergence from the
true posterior. Right: Comparison in terms of bias. Considering the MAP is not so far from the
mean of the logistic posterior for quite high values of σ0, we may monitor the distance to the MAP
to estimate the distance to the true mean (i.e. the bias). The Mirror prox does not anymore
converge to the batch Laplace when the covariance is approximated and tends to diverge when we
use sampling. Skipping the extra covariance update (partial Mirror prox) allows recovering a good
convergence.
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