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Abstract

We consider the Poisson problem in a domain with small holes, as a template for developing
efficient and accurate numerical approximation schemes for partial differential equations defined on
domains with low-dimensional inclusions, such as embedded fibers. We propose a reduced model
based on the projection of Dirichlet boundary constraints on a finite dimensional approximation
space, obtaining in this way a Poisson problem with defective interface conditions. We analyze
the existence of the solution of the reduced problem and for arbitrarily small holes we prove its
convergence towards the original problem, the rate of which depends on the size of the inclusion and
on the number of modes of the finite dimensional space. The numerical discretization of the reduced
problem is addressed by the finite element method, using a computational mesh that does not fit to
the holes in the framework of a fictitious domain approach. We propose a stable, optimally convergent
and robust formulation with respect to the hole size that exploits an augmented Galerkin formulation
based on the addition of suitable non-polynomial functions to the finite element approximation space.
The properties of the discretization method are supported by numerical experiments.

Keywords : elliptic PDEs, small inclusions, asymptotic analysis, fictitious domain approach, finite
element approximation

1 Introduction

Many engineering problems involve the interaction of slender bodies immersed into three-dimensional
media. The interaction of thin structures with fluids or the modeling of fiber-reinforced materials are
important examples of this wide class of applications. To solve these problems computationally, it is
common to model slender structures as one-dimensional (1D) bodies, taking advantage of the slenderness
to develop reduced order models and correspondingly decrease the computational cost. In particular,
slender structures can be modelled as beams. In the case where one chooses not to reconstruct the
coupling conditions on the 2D interface generated from the central line, the reduction of the model
dimension creates difficulties at the level of the mathematical formulation. First, if the volume occupied
by the three-dimensional (3D) structure is filled by the surrounding continuum, an overlap between the
two regions is generated. This requires resorting to some specific computational modeling techniques,
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such as the immersed boundary method or the fictitious domain approach. Second, the dimensional
reduction of the slender body creates a mismatch in the interface conditions between the continuous
medium and the fibers embedded into it. This is an additional difficulty that must be addressed in the
mathematical formulation.

These issues have been only partially explored in the literature, but they affect solid-beam interaction
or fluid-beam interaction, recently addressed in [40] and [20] respectively. Similar difficulties also appear
in widely used simplified models for fluid-fiber interaction such as the slender body theory [34, 35]. Slender
body theory is a one-way approach that accounts for the influence of the fluid on the fibers but not vice
versa. To model the mismatch of kinematic conditions between the 3D fluid and the 1D fiber, a constant
velocity profile is assumed at the interface between the two regions. For this reason, this approach does
not account for the torsional stress on the fibers. In the future perspective, when it will be applied to
more complex scenarios, our approach aims to overcome the previous limitation of fluid-fiber interaction.

Indeed, the main motivations of this work are rooted in the context of fluid-structure interaction
involving slender bodies. In particular, we aim to develop the theoretical foundations for the analysis and
the numerical approximation of a 3D-1D fluid-beam interaction model. Our approach relies on three main
approximation steps: for the model, for the interface conditions and for the numerical approximation.
First, we approximate the 3D slender structure (denoted as ΩB

ε in Figure 1) with a beam (namely Bε in the
figure), and correspondingly we fill the 3D volume of the original structure with fluid (being Ωf

ε the real
fluid domain), resorting to a fictitious domain approach. Second, we approximate the physical interface
as a generalized cylinder and, exploiting dimensionality reduction, we approximate the coupling interface
conditions by means of projection on a space with finite dimension (on the transversal sections). This
technique resolves the dimensional mismatch between the fluid and the structure. Finally, we propose
a numerical approximation based on the finite element method. Since the classical discretization would
lead to sub-optimal convergence rates, we present an augmented Galerkin approach that restores the
desired approximation properties.

Before addressing all these issues at the level of the 3D-1D formulation, where the mathematical
difficulties would be overwhelming, we take here an intermediate step, performing the rigorous analysis
of the 2D-0D case that arises by studying the problem on a cross section of the 3D-1D one. The transition
form 3D-1D to 2D-0D is illustrated in Figure 1. In the 2D case, instead of a genuine two-ways interaction,
we study the obstacle problem where the interface condition is replaced by a nonhomogeneous Dirichlet
condition on an internal boundary. When this problem is formulated and discretized in the usual way, for
example resorting to a Lagrange multiplier defined on the whole internal boundary, we talk about the 2D-
1D formulation. In our setting, we will maintain the high dimensional gap at the interface, by projecting
the interface constraint on a finite-dimensional space. This dimensional reduction will be introduced
thanks to a projection on the 2N + 1 first Fourier modes of the interface condition, for an arbitrary
N ∈ N∗. Due to this 0D representation of the obstacle, we call this problem the 2D-0D formulation.

We also make a drastic simplification of the fluid model, stepping back to the Poisson equation.
However, this first study already contains the main difficulties of more general mathematical models.
The generalization of the 2D-0D approach to the Stokes problem is currently in progress with promising
results. Keeping the general picture of fluid-beam interaction in mind, from now on we will address
the simplified 2D-0D Poisson problem, that is basically a Poisson problem with one small hole of small
diameter ε, named ωε = εω with ω = B(0, 1) being the unit ball. The generalization to the case of many
holes is straightforward in light of the results that we will obtain.

After introducing a suitable mathematical formulation for the 2D-0D problem, we consider the conver-
gence of the solution to the one of the full 2D-1D problem in the limit ε→ 0. For standard boundary con-
ditions, such asymptotic analysis can be found in many works, we refer the reader to [33, 32, 30, 36, 37, 6, 7]
for a non-exhaustive review. The available results will be adapted here to the case of the dimensional
mismatch at the interface. Our approximation results highlight that the reduced model proposed here is
a consistent and reliable approximation of the full obstacle problem and, for this reason, it seems to be a
good starting point to tackle the fluid-beam interaction problem. To be more specific, we will state that
the accuracy of the approximation is of order εN (we refer to Theorem 3.5 for the exact statement), so
that, for a given ε, the number of Fourier modes can be chosen in order to reach some wanted precision.

At the discrete level, several methods such as penalty methods, Nitsche’s method, Lagrange multiplier
methods have been proposed for imposing boundary conditions, see for example [41] for a review and
[28, 29, 3, 4, 16] for a non exhaustive list of specific examples. In our particular problem, to be consistent
with the principle of a 2D-0D coupling, we have been inspired in particular by the fictitious domain
methods [17], where a Lagrange multiplier is applied to impose the Dirichlet boundary conditions on
the hole, while using a regular unfitted grid for the finite element discretization of the problem. A
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Figure 1: Transition from the 3D-1D model to the 2D-0D model.

consequence of this choice is that the mesh will not resolve the internal boundary. In this framework, the
classical finite element method presents decreasing performances when ε → 0, unless severe restrictions
on the computational mesh step-size are satisfied. We therefore expect to find similar difficulties for our
simplified 2D-0D problem. Such drawbacks of the computational method are generally called locking
effects, see for example [11]. To avoid this effect on general unfitted computational meshes, it is possible
to use methods that deviate from finite elements like the boundary element method [1]. Another possible
strategy is to take advantage of the asymptotic development of the solution combined with an augmented
Galerkin approach to obtain a convergence of arbitrary order with respect to the mesh size (see [11, 6, 10]).
Here, after showing the limitations of the standard finite element method applied to our case, we propose
an augmented Galerkin strategy that restores optimal convergence. More precisely, our approximation
result (which is given by Theorem 4.6) states that the discretization error is of order hk where h is the
mesh size and k is the polynomial order of the finite element space.

The case when the number of Fourier modes is given by N = 0 (which consists in only enforcing
the continuity of the mean value on the interface) with homogeneous Dirichlet boundary conditions on
the hole (namely φ = 0 in (2.1)) has been treated in [11] for the Helmholtz equations and obstacles
of arbitrary shape. In addition to the generalization of the method to an arbitrary N ∈ N and to
non-homogeneous boundary condition in the case of circular inclusion, an important step forward of our
approach is that it allows to suitably choose the accuracy in the approximation of the Lagrange multiplier.
Accordingly, besides the error estimates of the solution, we provide error estimates of the Lagrange
multiplier that depend explicitly on the parameters N and h. This study is particularly important in
view of the forthcoming application of this coupling technique to 3D-1D problems modeling solid-beam
or fluid-beam interaction, since the Lagrange multiplier is related to the forces that are exchanged at
the interface. Furthermore, our setting has the advantage to enable any balance between the numerical
approximation error and the model reduction error, giving rise to a computational framework that is
extremely flexible. These features represent a significant improvement with respect to the previously
published works [26, 27, 25] in the context of approximation of 3D-1D or 2D-0D interface conditions.

Overall, this work covers two main original topics, the asymptotic analysis of the reduced 2D-0D
model toward the full 2D-1D one and the numerical approximation of it with a thorough analysis of
the stability and convergence properties of different variants of the method. The body of the work is
organized as follows. In Section 2, we address the asymptotic properties of the problem when the hole
becomes arbitrarily small and we use them to motivate the derivation of the reduced 2D-0D model. In
Section 3, we perform the well posedness and asymptotic analysis of the reduced model showing that
it enjoys optimal properties. The analysis of the fully discrete version of the reduced 2D-0D model is
addressed in Section 4, the results of which are supported by the numerical experiments of Section 5.

2 The Poisson problem in a domain with small holes

2.1 Problem set up

Throughout the paper, for a Lipschitz domain D in Rn, we will use the classical notation (·, ·)D for the
inner product on L2(D), more generally, for an Hilbert space X defined on D, (·, ·)X denotes the inner
product on X. For a vector space V defined on D, we denote by V ′ its dual space and ⟨·, ·⟩V ′ is the
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pairing between V ′ and V . For 1 ≤ p ≤ ∞ and m ∈ N, the standard notation W p,m(D) is used to denote
the Sobolev space of functions on D with all derivatives up to the order m in Lp(D). In the specific case
p = 2, we denote W 2,m(D) by Hm(D).

In all the paper, the notation a ≲ b is equivalent to a ≤ Cb where C will denote the constant of
a generic upper bound assumed to be independent of the variables of the inequality and of the mesh
size h, the size of the hole ε and N which characterizes the number of scalar constraints considered
to approximate the Dirichlet condition on the hole. When it is necessary, the dependency on some
parameters will be made precise, for example, if the constant depends on a domain D, we will write ≲D
or C(D).

Let Ω be a convex, polygonal domain of R2 containing the origin 0. We introduce ωε an inclusion
of size ε defined for ε > 0 by ωε = εω where ω = B(0, 1) is the open ball of center 0 and radius
1. In all the paper, we will assume from now on that ε belongs to an admissible set (0, εmax) where
εmax = sup{ε > 0 | ωε ⊂ Ω}. We denote the complementary of ωε in Ω by Ωε = Ω\ωε.

In our study, we consider the following Poisson problem
−∆uε = f in Ωε,

uε = 0 on ∂Ω,

uε = φ on ∂ωε

(2.1)

where φ ∈ H
1
2 (∂ωε) and f ∈ L2(Ω) are given. We assume that f is such that 0 /∈ supp(f).

Remark 2.1. In a fluid-solid interaction context, we would have a system of equations and the function
φ would be equal to the velocity of the structure, typically we would have φ = Ẋ + εχ̇eθ where Ẋ and χ̇
are constant on ∂ωε and eθ = (− sin(θ), cos(θ)) in polar coordinates.

Remark 2.2. We consider in this paper a circular obstacle centered in 0 but all the results can be
generalized to an obstacle centered in z for all z ∈ Ω. This construction is also easily generalized to
multiple obstacles, provided that they do not intersect each other and do not intersect with the support of
f .

Remark 2.3. In our study, we consider Dirichlet homogeneous boundary conditions on the external
boundary ∂Ω. However, our work can be extended without difficulty to nonhomogeneous Dirichlet bound-
ary conditions.

Let us now consider u0 ∈ H1
0 (Ω) the unique solution of{

−∆u0 = f in Ω,

u0 = 0 on ∂Ω.
(2.2)

The function u0 satisfies the following standard energy bound

∥u0∥1,Ω ≲ ∥f∥0,Ω. (2.3)

If φ = 0, then problem (2.2) represents the limit case of problem (2.1) when ε→ 0. The following result
gives the rate of convergence of uε towards u0, namely an estimate of the difference uε − u0 with respect
to ε. If we assume that ωε ∩ suppf = ∅, then the solution uε of the problem (2.1) satisfies

∥uε − u0∥1,Ωε ≲ (− ln(ε))−
1
2 ∥f∥0,Ω . (2.4)

This estimate is a classical result which can be seen as a consequence of the fact that the H1-capacity of
ωε tends to 0 as (− ln(ε))−1, see for example [22] for a discussion about capacity. Thus, in the particular
case where φ = 0, the solution of the problem (2.1) tends to the solution of the problem (2.2) when
ε→ 0 and, to approximate the problem (2.1), one may consider the limit problem without inclusion. In
other words, one could just ignore the presence of the inclusion. However, inequality (2.4) shows that the

convergence is very slow with respect to the size of the inclusion. To give an idea, (− ln(ε))−
1
2 ≈ 0.201

for ε = 10−10. For this reason, in what follows, we will introduce and analyse a family of problems whose
solutions can approximate uε better than u0, with an arbitrarily high accuracy when ε→ 0.
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2.2 A reduced model based on defective interface conditions

To derive a family of reduced 2D-0D problems, the first idea consists in identifying the domain Ωε with the
whole domain Ω and fill the small inclusion with the external medium. To do so, the solution of problem
(2.1) is extended to Ω and the constraint on the boundary ∂ωε is imposed by an infinite dimensional
Lagrange multiplier defined on the boundary ∂ωε. By this way, problem (2.1) becomes: find uε ∈ H1

0 (Ω)

and λε ∈ H− 1
2 (∂ωε) such that{

(∇uε,∇v)Ω + ⟨λε, v⟩− 1
2 ,∂ωε

= (f, v)Ω , ∀v ∈ H1
0 (Ω),

⟨µ, uε⟩− 1
2 ,∂ωε

= ⟨µ, φ⟩− 1
2 ,∂ωε

, ∀µ ∈ H− 1
2 (∂ωε)

(2.5)

where ⟨·, ·⟩− 1
2 ,∂ωε

denotes the pairing between H− 1
2 (∂ωε) and H

1
2 (∂ωε).

Let us remark that the Lagrangian multiplier λε corresponds to the jump of the normal derivatives of
the solution through the interface. Indeed, following similar computations as in the proof of the Lemma
3.8 which is given in Subsection 3.2, we have:

λε = ∇uε,ext · n−∇uε,int · n in H− 1
2 (∂ωε) (2.6)

where n is the exterior normal to ∂ωε, uε,ext is the restriction of uε to Ωε and uε,int is the restriction
of uε to ωε. In the setting of a fluid-structure interaction problem, the quantity of interest is the force
exerted by the fluid on the structure which corresponds to ∇uε,ext · n and therefore, except in the case
when φ is a constant function, it does not match with λε. In particular, to implement iterative methods,
we need a numerical method to compute ∇uε,ext · n from λε. This point will be discussed in more detail
in Remark 3.7.

The second main idea of our reduced approach is to introduce an approximation of the constraint on
∂ωε thanks to a projection operator on a finite dimensional space that will approximate the trace space
H

1
2 (∂ωε). Since this approximation will strongly rely on Fourier analysis, before presenting the reduced

problem in subsection 2.2.2, we first introduce some useful notations and results.

2.2.1 Notations and main results on Fourier analysis

In this subsection, we introduce notations that will be important in the following and some classical
properties on Fourier analysis. We refer for example to [42] for more details on this topic. Since this
theory will be used in the rescaled domain ωε, we also introduce the notations and results related to
this rescaling. The properties presented here are the basis of the approximation properties that will be
satisfied by the reduced model.

First, taking advantage of the circular geometry of the hole boundary, we switch to polar coordinates,
that is for r ∈ R+ and θ ∈ [0, 2π[, if u is a function defined in Ω and x = (cos(θ), sin(θ)), we write that
u(rx) = u(r, θ). Here and in what follows, to simplify the writing, we have used the same notations for the
function expressed in cartesian or polar coordinates. In particular, for all x ∈ ∂ω, we have u(x) = u(1, θ)
where θ ∈ [0, 2π[ is such that x = (cos(θ), sin(θ)).

We then consider the space MN of trigonometric polynomials of degree less than or equal to N given
by

MN = {v ∈ L2(∂ω) | v(x) = a0 +

N∑
n=1

(an cos(nθ) + bn sin(nθ)) , for a. e. x ∈ ∂ω,

with (an)0≤n≤N ∈ RN+1, (bn)1≤n≤N ∈ RN}.

The space MN is introduced to approximate the space of L2(∂ω) and by a rescaling in ε it will also be
used to obtain an approximation space of L2(∂ωε). The projection operator that we will consider in our
reduced model approach is the L2 projection on MN . Denoting it by ΠN : L2(∂ω) → MN , it is given
by: for all u ∈ L2(∂ω),

(ΠNu, v)∂ω = (u, v)∂ω,∀v ∈ MN . (2.7)

We have for u ∈ L2(∂ω) and θ ∈ [0, 2π[, if x = (cos(θ), sin(θ)),

(ΠNu)(x) = A0(u) +

N∑
n=1

(An(u) cos(nθ) + Bn(u) sin(nθ)) ,
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where the operators An : L2(∂ω) → R and Bn : L2(∂ω) → R associate to a function of L2(∂ω) its nth

Fourier coefficients and are defined by: for all n ∈ N∗, for all u ∈ L2(∂ω)

A0(u) =
1

2π

∫ 2π

0

u(1, θ)dθ

An(u) =
1

π

∫ 2π

0

u(1, θ) cos(nθ)dθ,

Bn(u) =
1

π

∫ 2π

0

u(1, θ) sin(nθ)dθ.

(2.8)

Moreover, a function u can be written: for x = (cos(θ), sin(θ)) with θ ∈ [0, 2π[,

u(x) = a0 +

∞∑
n=1

(an cos(nθ) + bn sin(θ)).

where a0 = A0(u) and, for all n ≥ 1, an = An(u), bn = Bn(u). This decomposition is called the Fourier
series decomposition of u and (an cos(nθ), bn sin(nθ)) are the nth Fourier modes of u.

The operator ΠN satisfies the following properties: for all u ∈ L2(∂ω)

∥u− ΠNu∥0,∂ω → 0 when N → ∞

and

∥ΠNu∥20,∂ω = 2π

(
a20 +

N∑
n=1

(
a2n
2

+
b2n
2

))
≤ 2π

(
a20 +

∞∑
n=1

(
a2n
2

+
b2n
2

))
= ∥u∥20,∂ω.

So in particular ΠN is continuous.
In our case, we want to approximate the space H

1
2 (∂ω). Since H

1
2 (∂ω) ⊂ L2(∂ω), the elements of

H
1
2 (∂ω) also admit a Fourier series decomposition that we exploit to introduce a more suitable auxiliary

norm ∥ · ∥ 1
2 ,∂ω

on H
1
2 (∂ω) depending on the Fourier coefficients and defined by: for all u ∈ H

1
2 (∂ω)

∥u∥ 1
2 ,∂ω

=

(
a20 +

∞∑
n=1

(1 + n)
(
a2n + b2n

)) 1
2

,

where a0 = A0(u) and, for all n ≥ 1, an = An(u), bn = Bn(u).

This norm ∥ · ∥ 1
2 ,∂ω

is well defined in H
1
2 (∂ω) and both norms ∥ · ∥ 1

2 ,∂ω
and ∥ · ∥ 1

2 ,∂ω
are equivalent

in H
1
2 (∂ω) (see [[23], Lemma 2.4.5] for example). This implies in particular that the following stability

properties hold for ΠN :

∥ΠNu∥ 1
2 ,∂ω

≤ ∥u∥ 1
2 ,∂ω

and ∥ΠNu∥ 1
2 ,∂ω

≲ ∥u∥ 1
2 ,∂ω

, ∀u ∈ H
1
2 (∂ω).

Now, since our objective is to work in the small hole ωε, we need to rescale all the notations previously
introduced. To do so, ε > 0 being fixed, we first introduce the rescaling operator Ψε : L2(∂ωε) −→ L2(∂ω)
defined, for all v ∈ L2(∂ωε), by

Ψε(v)(x) = v(εx). (2.9)

In particular, Ψε satisfies Ψε(L
2(∂ωε)) = L2(∂ω) and Ψε(H

1
2 (∂ωε)) = H

1
2 (∂ω). Then, we set

MN
ε = {v ∈ L2(∂ωε) | Ψε(v) ∈ MN},

and we define the operator ΠN
ε : L2(∂ωε) → MN

ε (resp. An
ε : L2(∂ωε) → R and Bn

ε : L2(∂ωε) → R) by

ΠN
ε = Ψ−1

ε ◦ ΠN ◦ Ψε (2.10)

(resp. An
ε = An ◦ Ψε and Bn

ε = Bn ◦ Ψε). Note that MN
ε is equal to

MN
ε = {v ∈ L2(∂ωε) | Ψε(v)(x) = aε,0 +

N∑
n=1

(aε,n cos(nθ) + bε,n sin(nθ)) , for a. e. x ∈ ∂ω,

with (aε,n)0≤n≤N ∈ RN+1, (bε,n)1≤n≤N ∈ RN},
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and for v ∈ L2(∂ωε), for x = (cos(θ), sin(θ)) ∈ ∂ω with θ ∈ [0, 2π[, we have

(ΠN ◦ Ψε)(v)(x) = aε,0 +

N∑
n=1

(aε,n cos(nθ) + bε,n sin(nθ)) ,

with aε,0 = A0
ε(v) and, for all n ∈ N∗, aε,n = An

ε (v), bε,n = Bn
ε (v).

We then consider the following norm on L2(∂ωε): for all v ∈ L2(∂ωε)

∥v∥0,ε = ∥Ψε(v)∥0,∂ω

and the associated scalar product (·, ·)ε defined by: for all u and v ∈ L2(∂ωε)

(u, v)ε = (Ψε(u),Ψε(v))∂ω .

In a similar way, on the space H
1
2 (∂ωε), we consider the rescaled norm ∥v∥ 1

2 ,ε
= ∥Ψε(v)∥ 1

2 ,∂ω
. We also

set ∥ · ∥ 1
2 ,ε

the norm on H
1
2 (∂ωε) defined by ∥v∥ 1

2 ,ε
= ∥Ψε(v)∥ 1

2 ,∂ω
. Let us note that for all v ∈ L2(∂ωε),

we have

∥ΠN
ε v∥20,ε = 2π

(
a2ε,0 +

N∑
n=1

(
a2ε,n

2
+
b2ε,n
2

))
and ∥v∥20,ε = 2π

(
a2ε,0 +

∞∑
n=1

(
a2ε,n

2
+
b2ε,n
2

))
(2.11)

and if v ∈ H
1
2 (∂ωε),

∥ΠN
ε v∥

2
1
2 ,ε

= a2ε,0 +

N∑
n=1

(1 + n)
(
a2ε,n + b2ε,n

)
, and ∥v∥

2
1
2 ,ε

= a2ε,0 +

∞∑
n=1

(1 + n)
(
a2ε,n + b2ε,n

)
(2.12)

Since the norms ∥ · ∥ 1
2 ,∂ω

and ∥ · ∥ 1
2 ,∂ω

are equivalent, the norms ∥ · ∥ 1
2 ,ε

and ∥ · ∥ 1
2 ,ε

are also equivalent.

Moreover, since the constants appearing in the norm equivalence are the same as the ones appearing
for ∥ · ∥ 1

2 ,∂ω
and ∥ · ∥ 1

2 ,∂ω
, they are independent of ε. Thanks to the last remark, equations (2.11) and

equations (2.12), we can deduce some stability properties on ΠN
ε for the L2 and H

1
2 rescaled norm:

∥ΠN
ε u∥0,ε ≤ ∥u∥0,ε , ∀u ∈ L2(∂ωε)

∥ΠN
ε u∥ 1

2 ,ε
≤ ∥u∥ 1

2 ,ε
and ∥ΠN

ε u∥ 1
2 ,ε

≲ ∥u∥ 1
2 ,ε
,∀u ∈ H

1
2 (∂ωε).

To conclude this part, we notice that H− 1
2 (∂ωε) can be equipped with the duality product ⟨·, ·⟩− 1

2 ,ε
and

the norm ∥ · ∥− 1
2 ,ε

defined for λ ∈ H− 1
2 (∂ωε) and µ ∈ H

1
2 (∂ωε) by

⟨λ, µ⟩− 1
2 ,ε

= ε−1⟨λ, µ⟩− 1
2 ,∂ωε

and ∥λ∥− 1
2 ,ε

= sup
µ∈H

1
2 (∂ωε)

⟨λ, µ⟩− 1
2 ,ε

∥µ∥ 1
2 ,ε

. (2.13)

Let us note that the duality product ⟨·, ·⟩− 1
2 ,ε

verifies in particular for λ ∈ L2(∂ωε) and µ ∈ H
1
2 (∂ωε),

⟨λ, µ⟩− 1
2 ,ε

= ε−1 (λ, µ)∂ωε
= (λ, µ)ε . (2.14)

2.2.2 Formulation of the 2D-0D reduced problem

We denote by (uNε , λ
N
ε ) ∈ H1

0 (Ω) ×H− 1
2 (∂ωε) the solution of the 2D-0D reduced problem. Taking into

account the hypothesis that ε is small, our reduced model will be introduced following the idea to replace
the boundary condition uε = φ on ∂ωε with the finite-dimensional condition

ΠN
ε ◦ T∂ωε

(uNε ) = ΠN
ε (φ), (2.15)

for any N ≥ 0, where T∂ωε
is the trace operator on ∂ωε. In other words, instead of imposing that u = φ

on ∂ωε, we just impose the equality of the first (2N + 1) Fourier coefficients of u and φ. In particular,
for N = 0, the space MN

ε is the space of constant functions on ∂ωε and this constraint is equivalent to
substituting the trace constraint by a constraint on the average of u on ∂ωε.
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Associated to the finite-dimensional constraint (2.15), we will look for the reduced Lagrange multiplier

λNε in the space MN
ε viewed as an approximation space of H− 1

2 (∂ωε).
Since MN

ε ⊂ L2(∂ωε) and using (2.14), system (2.5) becomes: for all v ∈ H1
0 (Ω)(

∇uNε ,∇v
)
Ω

+
(
λNε ,Π

N
ε ◦ T∂ωε

(v)
)
ε

= (f, v)Ω

and for all µ ∈ MN
ε (

µ,ΠN
ε ◦ T∂ωε

(uNε )
)
ε

= (µ, φ)ε ,

Moreover, these expressions can be simplified since, for all v ∈ H1
0 (Ω) and µ ∈ MN

ε ,(
λNε ,Π

N
ε ◦ T∂ωε

(v)
)
ε

=
(
λNε , v

)
ε

and
(
µ,ΠN

ε ◦ T∂ωε
(uNε )

)
ε

=
(
µ, uNε

)
ε
.

As a consequence, the 2D-0D fictitious domain formulation reads as follows: find uNε ∈ H1
0 (Ω) and

λNε ∈ MN
ε such that {(

∇uNε ,∇v
)
Ω

+
(
λNε , v

)
ε

= (f, v)Ω , ∀v ∈ H1
0 (Ω),(

µ, uNε
)
ε

= (µ, φ)ε , ∀µ ∈ MN
ε .

(2.16)

Eventually, notice that problem (2.16) can be formally written in the strong form: find uNε ∈ H1
0 (Ω) and

λNε ∈ MN
ε such that {

−∆uNε + ε−1λNε δ∂ωε
= f in Ω,

ΠN
ε ◦ T∂ωε

(uNε ) = φ on ∂ωε.
(2.17)

where the distribution vδ∂ωε
is such that for all ψ ∈ C∞

0 (Ω), ⟨vδ∂ωε
, ψ⟩Ω = ⟨v, ψ⟩− 1

2 ,∂ωε
.

Let us notice that the operator ΠN
ε ◦T∂ωε

can be interpreted as a restriction operator of co-dimension
2 and it resolves the mismatch about the dimension of variables at the interface, as mentioned in the
introduction. The next two sections will prove that this operator allows us to define a well-posed 2D-0D
problem equivalent to the 2D-1D problem at order N when ε→ 0.

3 Analysis of the 2D-0D reduced Poisson problem

3.1 Well-posedness of the 2D-0D reduced problem

In this section, we will study the well-posedness of the problem (2.16) and establish the following theorem.

Theorem 3.1. Problem (2.16) admits a unique solution (uNε , λ
N
ε ) in H1

0 (Ω) ×MN
ε . Moreover, we have

the following inequality:

∥uNε ∥1,Ω + ∥λNε ∥− 1
2 ,ε

≲ ∥φ∥ 1
2 ,ε

+ ∥f∥0,Ω. (3.1)

We remind that ε ∈ (0, εmax) where εmax is the fixed parameter defined by εmax = sup{ε > 0 | ωε ⊂
Ω}.

This result states that the solution of the reduced problem continuously depends on the data and the
continuity constant does not depend on ε and N . Before proving this result, we will introduce several
useful lemmas. The first lemma gives the classical Poincaré inequality.

Lemma 3.2 (Poincaré inequality). Let D be a domain in R2. For all v ∈ H1
0 (D), we have

∥v∥0,D ≲D ∥∇v∥0,D.

The second lemma gives an estimate of the trace on the boundary of the hole ∂ωε of a H1 function
defined in Ωε.

Lemma 3.3. For all v ∈ H1(Ω),
∥v∥ 1

2 ,ε
≲ ∥v∥1,Ωε

.
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Proof. According to [[31], Section 4.1.3], if we consider the norm defined for u ∈ H
1
2 (∂ωε) by

⟨u⟩ 1
2 ,∂ωε

= inf
v∈H1(Ωε),T∂ωεv=u

∥v∥1,Ωε
, (3.2)

then the norm ⟨·⟩ 1
2 ,∂ωε

and the norm ∥ · ∥ 1
2 ,ε

are equivalent independently of ε. By definition of the norm

⟨·⟩ 1
2 ,∂ωε

given in (3.2), we then have, for all v ∈ H1(Ω),

∥v∥ 1
2 ,ε

≲ ⟨v⟩ 1
2 ,∂ωε

≲ ∥v∥1,Ωε
.

In the next lemma, we introduce a continuous lifting in the whole domain Ω of functions given in
H

1
2 (∂ωε).

Lemma 3.4. Let z ∈ H
1
2 (∂ωε) be given. We define vzε ∈ H1(Ω) by

−∆vzε = 0 in Ωε,

−∆vzε = 0 in ωε,

vzε = z on ∂ωε,

vzε = 0 on ∂Ω.

(3.3)

Then,

∥vzε∥1,Ω ≲ ∥z∥ 1
2 ,ε
. (3.4)

Proof. According to Lemma A.3,
∥vzε∥1,Ωε

≲ ∥z∥ 1
2 ,ε
.

Next, for the estimate in ωε, we will give an explicit formula of vzε . Since z ∈ H
1
2 (∂ωε), z can be written

in the following way: for x = (cos(θ), sin(θ)) ∈ ∂ω with θ ∈ [0, 2π[, we have

z(εx) = aε,0 +

∞∑
n=1

(aε,n cos(nθ) + bε,n sin(nθ)) .

Since vε is harmonic in ωε, by the method of separation of variables, we obtain that, for 0 < r < ε and
x = (cos(θ), sin(θ)) ∈ ∂ω with θ ∈ [0, 2π[,

vzε (rx) = aε,0 +

∞∑
n=1

(r
ε

)n
(aε,n cos(nθ) + bε,n sin(nθ)) .

The derivation of this expression can be found for example in [24]. We then deduce by orthogonality of
the basis functions sin(nθ) and cos(nθ) that

∥vzε∥20,ωε
= πε2a2ε,0 + π

∞∑
n=1

ε−2n
(
a2ε,n + b2ε,n

) ∫ ε

0

r2n+1dr = πε2a2ε,0 + πε2
∞∑

n=1

1

2n+ 2

(
a2ε,n + b2ε,n

)
,

and ∥∥∥∥1

r

∂vzε
∂θ

∥∥∥∥2
0,ωε

=

∥∥∥∥∂vzε∂r
∥∥∥∥2
0,ωε

= π

∞∑
n=1

ε−2nn2
(
a2ε,n + b2ε,n

) ∫ ε

0

r2n−1dr = π

∞∑
n=1

n

2

(
a2ε,n + b2ε,n

)
.

So, we get that

∥vzε∥21,ωε
= ∥vzε∥20,ωε

+ ∥∇vε∥20,ωε
≲

(
a2ε,0 +

∞∑
n=1

(1 + n)
(
a2ε,n + b2ε,n

))
= C∥z∥

2
1
2 ,ε
.

To conclude, we use that, as stated in subsection 2.2.1, the norms ∥ · ∥ 1
2 ,ε

and ∥ · ∥ 1
2 ,ε

are equivalent

independently of ε.

We are now in position to prove the main result of this subsection.
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Proof of Theorem 3.1. First, we notice that problem (2.16) can be written under the form: look for
(uNε , λ

N
ε ) ∈ H1

0 (Ω) × MN
ε such that{

a(uNε , v) + b(λNε , v) = (f, v)Ω ∀v ∈ H1
0 (Ω),

b(µ, uNε ) = c(µ) ∀µ ∈ MN
ε ,

(3.5)

where the bilinear forms a : H1
0 (Ω)×H1

0 (Ω) → R, b : MN
ε ×H1

0 (Ω) → R and the linear form c : MN
ε → R

are given by

a(u, v) = (∇u,∇v)Ω , b(µ, u) = (µ, u)ε , c(µ) = (µ, φ)ε . (3.6)

Let us mention that, to lighten the writing, we have omitted in the notations of b and c their dependence
in N and ε.

To prove our result, we will apply to problem (3.5) the version of the BNB theorem for saddle point
problems (we refer to [8] or to [[13], Theorem 2.34]).

We notice that, thanks to the Poincaré inequality recalled in Lemma 3.2 and to Cauchy-Schwarz
inequality, the bilinear form a is continuous and coercive with constants independent of ε and N .

Next, we have, for all µ ∈ MN
ε

|c(µ)| ≲ ∥µ∥− 1
2 ,ε

∥φ∥ 1
2 ,ε
.

So c : MN
ε → R is continuous and the continuity constant is bounded by C∥φ∥ 1

2 ,ε
. Moreover, for all

u ∈ H1
0 (Ω) and µ ∈ MN

ε ,
|b(µ, u)| = | (µ, u)ε | ≤ ∥µ∥− 1

2 ,ε
∥u∥ 1

2 ,ε
.

According to Lemma 3.3, we have
∥u∥ 1

2 ,ε
≲ ∥u∥1,Ω.

So we get that b is continuous with a continuity constant independent of N and ε. Let us now prove the
inf-sup condition which consists in showing that there exists β > 0 such that, for all µ ∈ MN

ε ,

sup
v∈H1

0 (Ω)

(µ, v)ε
∥v∥1,Ω

≥ β∥µ∥− 1
2 ,ε
. (3.7)

According to Lemma 3.4, for all z ∈ H
1
2 (∂ωε), there exists vzε ∈ H1

0 (Ω) such that vzε = z on ∂ωε and

∥vzε∥1,Ω ≤ C∥z∥ 1
2 ,ε
.

We deduce that, for all µ ∈ MN
ε ,

∥µ∥− 1
2 ,ε

= sup
z∈H

1
2 (∂ωε)

(µ, z)ε
∥z∥ 1

2 ,ε

≤ C sup
v∈H1

0 (Ω)

(µ, v)ε
∥v∥1,Ω

with C independent of N and ε. Thus we get (3.7) with β independent of ε and N .
By applying BNB theorem, we then deduce that (3.5) admits a unique solution (uNε , λ

N
ε ) ∈ H1

0 (Ω)×MN
ε

that satisfies estimate (3.1).

3.2 Convergence of the reduced problem towards the full problem

In the previous results, the domain of validity for the ε parameter only depended on the Ω domain. From
now on, some results will also depend on an additional parameter Υ defined by Υ = min

(
d({0}, supp(f)), d({0}, ∂Ω)

)
where {0} is the center of ωε and d(·, ·) is the Euclidean distance of two sets. Let us note that we have in
particular Υ ≤ εmax. In this subsection, we will study the convergence when ε tends to 0 of the solution
of the reduced problem (2.16) to the solution of the full problem (2.5) and prove the following theorem

Theorem 3.5. We assume that φ belongs to MN
ε . Let (uε, λε) ∈ H1

0 (Ω) ×H− 1
2 (∂ωε) be the solution of

(2.5) and let (uNε , λ
N
ε ) ∈ H1

0 (Ω) × MN
ε be the solution of (2.16). Then, for ε ∈ (0,Υ), we have

∥uε − uNε ∥1,Ω ≲
( ε

Υ

)N+1 (
∥φ∥ 1

2 ,ε
+ ∥f∥0,Ω

)
(3.8)

and

∥λε − ε−1λNε ∥− 1
2 ,ε

≲
( ε

Υ

)N (
∥φ∥ 1

2 ,ε
+ ∥f∥0,Ω

)
. (3.9)
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Thanks to this result, we see that the convergence in ε of uε − uNε behaves like εN+1 where N is the
degree of the trigonometric polynomials of the approximation space MN

ε . In particular, this result can
be used to adjust N in order to reach a certain accuracy, ε being fixed. Notice that, for N = 0, inequality
(3.9) does not give the convergence of λε − ε−1λNε in the H− 1

2 rescaled norm ∥ · ∥− 1
2 ,ε

. However, if we

use the definition (2.13) of the H− 1
2 rescaled norm, we can prove that

∥µ∥− 1
2 ,∂ωε

≲ ε
1
2 ∥µ∥− 1

2 ,ε
,

so, if we consider the standard norm ∥ · ∥− 1
2 ,∂ωε

, we obtain

∥λε − ε−1λNε ∥− 1
2 ,∂ωε

≲
( ε

Υ

)N+ 1
2
(
∥φ∥ 1

2 ,ε
+ ∥f∥0,Ω

)
.

This parameter Υ plays an important role in the extension of the method to several obstacles. In that
case, Υ also depends on the distances between inclusions and so we see that, when the inclusions get
closer together, the estimate of uε−uNε deteriorates. The advantage of our approach is that, in that case,
the loss of precision can be compensated by increasing N the number of moments.

Remark 3.6. To simplify the presentation, in this subsection, we assume that φ belongs to MN
ε . This

assumption is satisfied for example for N ≥ 1 if φ corresponds to the coordinates of the velocity of a rigid
solid in 2D described in Remark 2.1. However, the convergence properties given by Theorem 3.5 remain
valid if

∥φ− ΠN
ε φ∥ 1

2 ,ε
≲ εN+1.

Remark 3.7. As pointed out in the beginning of Section 2.2, for the numerical implementation of iterative
methods, the quantity of interest which corresponds to the force exerted by the fluid is ∇uNε,ext · n which

does not coincide with the Lagrange multiplier λNε . Nevertheless we can notice that this quantity can be
computed from λNε using the next Lemma 3.8 and the explicit expression of ∇uNε,int ·n provided by formula

(3.18). More precisely, we have in H− 1
2 (∂ωε)

∇uNε,ext · n =
1

ε
λNε +

1

ε

N∑
n=1

n(An
ε (φ) cos(nθ) + Bn

ε (φ) sin(nθ)) +RN (3.10)

where RN is defined by RN =
∑

n≥N+1

nεn−1(cos(nθ) + Bε,n sin(nθ)), with the coefficients Aε,n and Bε,n

such that ∑
n≥N+1

(1 + n)
(
|Aε,n|2 + |Bε,n|2

)
≲ ∥φ∥21

2 ,∂ωε
+ ∥f∥20,Ω.

This inequality implies that
∥RN∥− 1

2 ,ε
≲ εN (∥φ∥ 1

2 ,∂ωε
+ ∥f∥0,Ω).

Thus, to compute ∇uNε,ext ·n with an accuracy of εN it is enough to compute the first two terms of (3.10).
Moreover, according to (2.6) and the definition of uε,int, we have

∇uNε,ext · n−∇uε,ext · n =
1

ε
λNε − λε +RN

Therefore, ∇uNε,ext ·n gives an approximation of ∇uε,ext ·n with an accuracy of εN in the ∥ · ∥− 1
2 ,ε

norm.

Before proving Theorem 3.5, we will first state and prove two lemmas which will be useful in the
proof. The first lemma gives an expression of λNε with respect to the jump of the gradient of uNε at the
interface ∂ωε.

Lemma 3.8. Let (uNε , λ
N
ε ) ∈ H1

0 (Ω) × MN
ε be the solution of problem (2.16). Then, we have

λNε = ε
(
∇uNε,ext · n−∇uNε,int · n

)
in H− 1

2 (∂ωε). (3.11)

where n is the exterior normal to ∂ωε, u
N
ε,ext is the restriction of uNε to Ωε and uNε,int is the restriction

of uNε to ωε.
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Proof. For all ϕ ∈ H1
0 (Ω), we have∫

Ω

∇uNε ∇ϕdx =

∫
Ωε

∇uNε ∇ϕ dx+

∫
ωε

∇uNε ∇ϕ dx

= −
∫
Ωε

∆uNε ϕdx−
∫
ωε

∆uNε ϕ dx+ ⟨∇uNε,int · n−∇uNε,ext · n, ϕ⟩− 1
2 ,∂ωε

,

and since −∆uNε = f in Ωε and −∆uNε = 0 in ωε in a strong sense, we obtain the equality∫
Ω

∇uNε ∇ϕdx = ⟨∇uNε,int · n−∇uNε,ext · n, ϕ⟩− 1
2 ,∂ωε

+

∫
Ω

fϕdx.

On the other hand, we have ∫
Ω

∇uNε ∇ϕ dx = −
(
λNε , ϕ

)
ε

+

∫
Ω

fϕdx.

Identifying these two formulations, we get

⟨∇uNε,ext · n−∇uNε,int · n, ϕ⟩− 1
2 ,∂ωε

=
(
λNε , ϕ

)
ε

= ε−1
(
λNε , ϕ

)
∂ωε

for all ϕ ∈ H1
0 (Ω). Thus, since the trace operator from H1

0 (Ω) on H
1
2 (∂ωε) is surjective, we get (3.11).

The second lemma describes the behaviour of uNε on ∂ωε.

Lemma 3.9. We assume that φ belongs to MN
ε . There exist (aε,n)n≥N+1 and (bε,n)n≥N+1 such that

for ε ∈ (0,Υ), if x = (cos(θ), sin(θ)) ∈ ∂ω, with θ ∈ [0, 2π[, we have

uNε (εx) = φ(εx) +
∑

n≥N+1

( ε
Υ

)n
(aε,n cos(nθ) + bε,n sin(nθ)) . (3.12)

Moreover, ∑
n≥N+1

(1 + n)
(
|aε,n|2 + |bε,n|2

)
≲ ∥φ∥21

2 ,∂ωε
+ ∥f∥20,Ω.

Proof. Let 0 < ε < Υ be fixed. The solution uNε belongs to H1(Ω) and is harmonic in ωε, so for 0 < r < ε
and θ ∈ [0, 2π[, if x = (cos(θ), sin(θ)) ∈ ∂ω, we have

uNε (rx) = Aε,0 +
∑
n∈N∗

rn (Aε,n cos(nθ) +Bε,n sin(nθ)) , (3.13)

with for 1 ≤ n ≤ N , 
Aε,0 = A0

ε(φ),

Aε,n = ε−nAn
ε (φ),

Bε,n = ε−nBn
ε (φ),

(3.14)

where the operators An
ε and Bn

ε are defined by (2.8). Moreover, the solution uNε is also harmonic in the
annulus ωΥ\ωε, so for ε < r < Υ and θ ∈ [0, 2π[, if x = (cos(θ), sin(θ)) ∈ ∂ω, we have

uNε (rx) = Cε,0 +Dε,0 ln(r) +
∑
n∈N∗

(
Cε,nr

n +Dε,nr
−n
)

cos(nθ) +
(
Eε,nr

n + Fε,nr
−n
)

sin(nθ). (3.15)

with for all 1 ≤ n ≤ N , 
Cε,0 +Dε,0 ln(ε) = A0

ε(φ),

Cε,nε
n +Dε,nε

−n = An
ε (φ),

Eε,nε
n + Fε,nε

−n = Bn
ε (φ).

We refer to [24] for the derivation of formulas (3.13) and (3.15). By applying for all n ≥ N + 1 the
operators An

ε and Bn
ε to equations (3.13) and (3.15), we obtain that, for all n ≥ N + 1{

Aε,nε
n = Cε,nε

n +Dε,nε
−n,

Bε,nε
n = Eε,nε

n + Fε,nε
−n.

(3.16)
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Moreover, according to Lemma 3.8, λNε satisfies (3.11). Thanks to formula (3.13), we have in H− 1
2 (∂ωε)

∇uNε,int · n =
∂uNε,int
∂r

=
∑
n∈N∗

nεn−1(Aε,n cos(nθ) +Bε,n sin(nθ)),

and, thanks to formula (3.15), we have in H− 1
2 (∂ωε)

∇uNε,ext · n =
∂uNε,ext
∂r

=
Dε,0

r
+
∑
n∈N∗

n(Cε,nε
n−1 −Dε,nε

−n−1) cos(nθ)

+ n(Eε,nε
n−1 − Fε,nε

−n−1) sin(nθ).

Thus, by applying for all n ≥ N + 1 the operators An
Υ and Bn

Υ to equation (3.11), we obtain the following
equations: for all n ≥ N + 1, {

Aε,nε
n = Cε,nε

n −Dε,nε
−n

Bε,nε
n = Eε,nε

n − Fε,nε
−n.

(3.17)

From equations (3.16) and (3.17), we thus deduce that, for all n ≥ N + 1,
Dε,n = Fε,n = 0

Aε,n = Cε,n

Bε,n = Eε,n.

By applying now the operators An
Υ and Bn

Υ on equation (3.15), we obtain that, for all n ≥ N + 1,{
Cε,nΥn +Dε,nΥ−n = An

Υ(uNε ),

Eε,nΥn + Fε,nΥ−n = Bn
Υ(uNε ).

From these last two systems, we get that, for all n ≥ N + 1,
Dε,n = Fε,n = 0

Aε,n = Cε,n =
1

Υn
An

Υ(uNε ),

Bε,n = Eε,n =
1

Υn
Bn
Υ(uNε ).

Using (3.13) and (3.14), if we define aε,n = An
Υ(uNε ) and bε,n = Bn

Υ(uNε ) for all n ≥ N + 1, we get (3.12).

Using now the equivalence of the norms ∥ · ∥ 1
2 ,∂ωΥ

and ∥ · ∥ 1
2 ,∂ωΥ

as well as Theorem 3.1, we get that∑
n≥N+1

(1 + n)
(
|aε,n|2 + |bε,n|2

)
=

∑
n≥N+1

(1 + n)
(
|An

Υ(uNε )|2 + |Bn
Υ(uNε )|2

)
≲ ∥uNε ∥21

2 ,∂ωΥ

≲ ∥uNε ∥21,Ω ≲ ∥φ∥21
2 ,ε

+ ∥f∥20,Ω.

Let us notice that, following the computations made in this proof, we can obtain an expression of
uNε in ωΥ with respect to its Fourier coefficients An

Υ(uNε ) and Bn
Υ(uNε ) on ∂ωΥ and the first N + 1

Fourier coefficients of φ on ∂ωε. This expression will be useful in the next section for the analysis of
the numerical approximation but we state it at this stage. We have for 0 < r < Υ and θ ∈ [0, 2π[, if
x = (cos(θ), sin(θ)) ∈ ∂ω,

uNε (rx) =

(
A0

Υ(uNε )
ln(r/ε)

ln(Υ/ε)
+

N∑
n=1

An
Υ(uNε )

( r
ε )n − ( ε

r )n

(Υ
ε )n − ( ε

Υ )n
cos(nθ) + Bn

Υ(uNε )
( r
ε )n − ( ε

r )n

(Υ
ε )n − ( ε

Υ )n
sin(nθ)

+ A0
ε(φ)

ln(r/Υ)

ln(ε/Υ)
+

N∑
n=1

An
ε (φ)

( r
Υ )n − (Υ

r )n

( ε
Υ )n − (Υ

ε )n
cos(nθ) + Bn

ε (φ)
( r
Υ )n − (Υ

r )n

( ε
Υ )n − (Υ

ε )n
sin(nθ)

)
1r≥ε

+

(
A0

ε(φ) +

N∑
n=1

(r
ε

)n (
An

ε (φ) cos(nθ) + Bn
ε (φ) sin(nθ)

))
1r<ε

+
∑

n≥N+1

( r
Υ

)n (
An

Υ(uNε ) cos(nθ) + Bn
Υ(uNε ) sin(nθ)

)
. (3.18)
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Let us note that expression (3.18) is valid for any φ ∈ H
1
2 (∂ωε).

We are now ready to prove Theorem 3.5.

Proof of Theorem 3.5. Let 0 < ε < Υ be fixed. Let us first note that uNε − uε satisfies (3.3) with
z = uNε − φ and so, according to Lemma 3.4, we have

∥uNε − uε∥1,Ω ≲ ∥uNε − φ∥ 1
2 ,ε

≲ ∥uNε − φ∥ 1
2 ,ε
. (3.19)

Then, according to Lemma 3.9, if x = (cos(θ), sin(θ)) ∈ ∂ω, with θ ∈ [0, 2π[, we have

uNε (εx) = φ(εx) +

+∞∑
n=N+1

( ε
Υ

)n
(aε,n cos(nθ) + bε,n sin(nθ))

with
+∞∑

n=N+1

(1 + n)(|aε,n|2 + |bε,n|2) ≲ ∥φ∥21
2 ,ε

+ ∥f∥20,Ω.

Moreover, thanks to (2.12), we have

∥uNε − φ∥ 1
2 ,ε

≲
( ε

Υ

)N+1
(

+∞∑
n=N+1

(1 + n)
( ε

Υ

)2(n−N−1)

(|aε,n|2 + |bε,n|2)

) 1
2

≲
( ε

Υ

)N+1
(

+∞∑
n=N+1

(1 + n)(|aε,n|2 + |bε,n|2)

) 1
2

≲
( ε

Υ

)N+1 (
∥φ∥ 1

2 ,ε
+ ∥f∥0,Ω

)
.

Using this inequality in (3.19) allows to get (3.8).
Let us now prove (3.9). Using the weak formulations (2.5) and (2.16) and the formulas (2.13) and

(2.14) for the relationship between ⟨·, ·⟩− 1
2 ,∂ωε

, ⟨·, ·⟩− 1
2 ,ε

and (·, ·)ε, we notice that (uε − uNε , λε − ε−1λNε )
verifies (

∇(uε − uNε ),∇v
)
Ω

+ ε⟨λε − ε−1λNε , v⟩− 1
2 ,ε

= 0, ∀v ∈ H1
0 (Ω).

Next, we have that

∥λε − ε−1λNε ∥− 1
2 ,ε

= sup
µ∈H

1
2 (∂ωε)

⟨λε − ε−1λNε , µ⟩− 1
2 ,ε

∥µ∥ 1
2 ,ε

.

For all µ ∈ H
1
2 (∂ωε), if we take v ∈ H1

0 (Ω) defined in Lemma 3.4 such that v = µ on ∂ωε, we have

∥λε − ε−1λNε ∥− 1
2 ,ε

≲ sup
v∈H1

0 (Ω)

⟨λε − ε−1λNε , v⟩− 1
2 ,ε

∥v∥1,Ω
.

We deduce that

∥λε − ε−1λNε ∥− 1
2 ,ε

≲
1

ε
sup

v∈H1
0 (Ω)

(
∇(uε − uNε ),∇v

)
∥v∥1,Ω

≲
1

ε
∥uε − uNε ∥1,Ω,

and conclude, thanks to (3.8), that (3.9) holds.

3.3 Regularity of the solution

Due to the presence of the Dirac source λNε δ∂ωε
in problem (2.17), the global H2 regularity for uNε cannot

be obtained. However, we will prove that the solution uNε is more regular than H1. To do so, we will
rewrite the strong formulation (2.17) in the following form: uNε ∈ H1

0 (Ω) is solution of{
−∆uNε = f − ε−1λNε δ∂ωε

in Ω,

uNε = 0 on ∂Ω.

Theorem 3.10. Let 0 < η < 1
2 be given. Then, if φ ∈ H1(∂ωε), the solution of problem (2.16) satisfies

the additional regularity uNε ∈ H
3
2−η(Ω) and the following estimate holds:

∥uNε ∥ 3
2−η,Ω ≲ε ∥φ∥1,∂ωε

+ ∥f∥0,Ω. (3.20)
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To prove this theorem, we will need an auxiliary lemma presented in [18].

Lemma 3.11. Let D be a bounded, convex domain in R2. Let γ ⊂ D be a C2-surface such that the
distance between γ and ∂D is positive. We consider the following problem{

−∆y = ζδγ in D,
y = 0 on ∂D,

(3.21)

where ζ ∈ L2(γ). Then problem (3.21) admits a unique solution y which belongs to H
3
2−η(D) for any

η > 0. Furthermore there exists a constant C such that

∥y∥ 3
2−η,D ≤ C∥ζδγ∥− 1

2−η,D

where C is independent of ζ and γ.

Proof of Theorem 3.10. Since ε−1λNε ∈ L2(∂ωε), we can apply Lemma 3.11 and get that uNε ∈ H
3
2−η(Ω).

Then the main objective of the proof is to show the estimate (3.20). We start observing that thanks to
Lemma 3.11 we also have,

∥uNε ∥ 3
2−η,Ω ≲ ε−1∥λNε δ∂ωε∥− 1

2−η,Ω, (3.22)

and that

∥λNε δ∂ωε∥− 1
2−η,Ω = sup

v∈H
1
2
+η

0 (Ω)

(λNε , v)∂ωε

∥v∥ 1
2+η,Ω

.

Note that here (·, ·)∂ωε
is the standard scalar product on L2(∂ωε). Using Cauchy-Schwarz inequality, we

have, for all v ∈ H
1
2+η
0 (Ω), (

λNε , v
)
∂ωε

≤ ∥λNε ∥0,∂ωε
∥v∥0,∂ωε

.

Thanks to the classical trace inequality, we have, for all v ∈ H
1
2+η
0 (Ω),

∥v∥0,∂ωε ≲ε ∥v∥ 1
2+η,Ω. (3.23)

Thus, we get that
∥λNε δ∂ωε∥− 1

2−η,Ω ≲ε ∥λNε ∥0,∂ωε .

In addition, thanks to equality (3.11) as well as expression (3.18), we can have an explicit expression of
λNε on ∂ωε according to the first N + 1 Fourier moments of uNε on ∂ωΥ and φ on ∂ωε. Indeed, after some
manipulations, we can prove that

∥λNε ∥0,∂ωε ≲ε ∥uNε ∥1,∂ωΥ + ∥φ∥1,∂ωε .

Using successively trace inequality and elliptic regularity on the domain ΩΥ = Ω\ωΥ, we get

∥uNε ∥1,∂ωΥ
≲ ∥uNε ∥2,ΩΥ

≲ ∥f∥0,ΩΥ
≤ ∥f∥0,Ω

Then, if φ ∈ H1(∂ωε),
∥λNε ∥0,∂ωε ≲ε ∥φ∥1,∂ωε + ∥f∥0,Ω,

where the constant of the inequality depends a-priori on ε. Using these last two inequalities and coming
back to (3.22), we deduce that

∥uNε ∥ 3
2−η,Ω ≲ε ∥φ∥1,∂ωε

+ ∥f∥0,Ω.

Note that the dependence with respect to ε in the estimate (3.20) is not explicit. This comes directly
from the fact that the dependence with respect to ε of the constant in the trace inequality (3.23) is not
known itself.
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4 Numerical approximation

We aim at approximating problem (2.16) using the finite element method. Interestingly, we just need to
discretize the space H1

0 (Ω) as the space MN
ε is already of finite dimension. Let us introduce a family of

shape regular, quasi-uniform triangulations T Ω
h of Ω, where h is the characteristic size of the mesh. We

set for k ≥ 1,

Xk
h(Ω) = {vh ∈ C(Ω) ∩H1

0 (Ω) | vh|K ∈ Pk, ∀K ∈ T Ω
h },

where Pk is the vector space of polynomials of degree less than or equal to k. Then, the discrete version
of problem (2.16) writes, find (uNε,h, λ

N
ε,h) ∈ Xk

h(Ω) × MN
ε such that

(
∇uNε,h,∇vh

)
Ω

+
(
λNε,h, vh

)
ε

= (f, vh)Ω , ∀vh ∈ Xk
h(Ω),(

µ, uNε,h

)
ε

= (µ, φ)ε , ∀µ ∈ MN
ε .

(4.1)

Problem (4.1) is a saddle point problem that will be analyzed in the framework of the available general
theory, see for example [5, 13]. In particular the central property is the inf-sup stability of the form(
λNε,h, vh

)
ε

that will be discussed in the next section.

For the approximation of problem (4.1) we introduce the Scott-Zhang operator Rk
h : H1

0 (Ω) →
Xk

h(Ω), defined in [38]. Rk
h is continuous in H1

0 (Ω), namely, for all v ∈ H1
0 (Ω), ∥Rk

hv∥1,Ω ≲ ∥v∥1,Ω and
strongly consistent, that is Rk

hv = v for all v ∈ Xk
h(Ω). The Scott-Zhang operator satisfies the following

approximation properties. Let k ∈ N∗ and s ≥ 1, for K ∈ T Ω
h and v ∈ Hs(SK), then

h−
1
2 ∥Rk

hv − v∥0,K + h
1
2 ∥∇(Rk

hv − v)∥0,K ≲ hl+
1
2 |v|s,SK

, l = min{k, s− 1}, (4.2)

where SK is a domain made of the elements neighboring K. Moreover, we have for v ∈ Hs
0(Ω),

∥v −Rk
hv∥1,Ω ≲ hl|v|s,Ω, l = min{k, s− 1}. (4.3)

4.1 Inf-Sup Stability

The aim of this section is to discuss the discrete counterpart of the inf-sup condition for problem (4.1).
We show below that it is satisfied under the assumption that k ≥ N which corresponds to the case
where the polynomial degree in the discrete space Xk

h(Ω) is larger than or equal to the degree of the
trigonometric polynomials in the reduced space MN

ε .

Lemma 4.1. We assume that k ≥ N . There exists a constant β > 0 uniformly independent of h, N and
ε such that for all λ ∈ MN

ε ,

sup
vh∈Xk

h(Ω)

(λ, vh)ε
∥vh∥1,Ω

≥ β

(1 + h
ε )N

∥λ∥− 1
2 ,ε

Proof. Let µ ∈ H
1
2 (∂ωε) be given. We define an, for all n ≥ 0, and bn, for all n ≥ 1, by

an = An
ε (µ) and bn = Bn

ε (µ).

Then we consider v ∈ H1
0 (Ω) such that in ωε+h = (ε+ h)ω,

v = a0 +

N∑
n=1

an

(r
ε

)n
cos(nθ) + bn

(r
ε

)n
sin(nθ)

and outside ωε+h, v is defined as the harmonic lifting in H1
0 (Ω). We notice that v satisfies equation (3.3)

where ωε has been replaced by ωε+h and z is given by z = ΠN
ε (µ). Thus, according to Lemma 3.4, we

have
∥v∥1,Ω ≲ ∥v∥ 1

2 ,ε+h.

Moreover on ∂ωε+h,

v = a0 +

N∑
n=1

an

(
1 +

h

ε

)n

cos(nθ) + bn

(
1 +

h

ε

)n

sin(nθ).
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This implies that

∥v∥ 1
2 ,ε+h ≲

(
a20 +

N∑
n=1

(1 + n)

(
1 +

h

ε

)2n (
a2n + b2n

)) 1
2

≤
(

1 +
h

ε

)N
(
a20 +

∑
n∈N∗

(1 + n)
(
a2n + b2n

)) 1
2

≲

(
1 +

h

ε

)N

∥µ∥ 1
2 ,ε
.

Furthermore, if we consider the trigonometric polynomials cn(r, θ) =
(
r
ε

)n
cos(nθ) and sn(r, θ) =

(
r
ε

)n
sin(nθ),

for 1 ≤ n ≤ N , we can write them as polynomials of x and y of degree smaller than or equal to n, where
(x, y) satisfies (x, y) = (r cos(θ), r sin(θ)). Indeed, using Chebyshev polynomials, we have

cn(r, θ) =
1

εn

∑
0≤2j≤n

(
n

2j

)
(−1)jy2jxn−2j ,

and

sn(r, θ) =
1

εn

∑
0≤2j+1≤n

(
n

2j + 1

)
(−1)jy2j+1xn−2j−1.

Since, by assumption, N ≤ k, we deduce that v|ωε+h
belongs to Pk.

Let us now set vh = Rk
hv. By definition of h, the domain ωε+h contains all the elements K ∈ T Ω

h that
intersect ∂ωε. Thus, thanks to the properties of stability and strong consistency satisfied by Rk

h, we have
vh = v = ΠN

ε µ on ∂ωε, and ∥vh∥1,Ω ≤ β−1(1 + h
ε )N∥µ∥ 1

2 ,ε
, where β is a constant independent of h and ε

and also uniformly independent of N . From these two properties on vh, it comes that, for any λ ∈ MN
ε ,

we have
(vh, λ)ε
∥vh∥1,Ω

≥ β(
1 + h

ε

)N
(
ΠN

ε µ, λ
)
ε

∥µ∥ 1
2 ,ε

=
β(

1 + h
ε

)N (µ, λ)ε
∥µ∥ 1

2 ,ε

Thus, it comes that

sup
vh∈Xk

h(Ω)

(vh, λ)ε
∥vh∥1,Ω

≥ β(
1 + h

ε

)N sup
µ∈H

1
2 (∂ωε)

(µ, λ)ε
∥µ∥ 1

2 ,ε

=
β(

1 + h
ε

)N ∥λ∥− 1
2 ,ε
.

The same observation applies, in what follows, to Lemmas 4.2, 4.5.
Thanks to Lemma 4.1, noting that the operators a and b defined in (3.6) are bounded by constants

uniformly independent of ε, we obtain the following general a-priori estimates for the error,

∥uNε − uNε,h∥1,Ω ≲ (1 +
h

ε
)N inf

vh∈Xk
h(Ω)

∥uNε − vh∥1,Ω ,

∥λNε − λNε,h∥− 1
2 ,ε

≲ (1 +
h

ε
)2N inf

vh∈Xk
h(Ω)

∥uNε − vh∥1,Ω .

(4.4)

(4.5)

Note that we are in a particular case of the general results for saddle-point problems, because here the
discretization space for the Lagrange multipliers coincides with the continuous one. As a result in this
case λNε , λ

N
ε,h ∈ MN

ε and consequently the approximation error for the Lagrange multipliers vanishes,

namely inf
µ∈MN

ε

∥λNε − µ∥− 1
2 ,ε

= 0.

Estimates (4.4)-(4.5) are not fully satisfactory due to the presence of the factor (1 + h
ε )N that comes

from the inf-sup condition of Lemma 4.1. It shows that the scheme (4.1) is affected by a loss of stability
when ε → 0 for a fixed computational mesh. This is an example of the well known locking phenomenon
(see for example [5, 13]) that appears because the inclusion becomes too small with respect to the mesh
size and by consequence the solution uNε,h becomes over-constrained. To overcome the limitations of the
scheme (4.1) with respect to stability, we propose in the next section a stabilized variant of it.
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4.2 Stabilized finite element method

In order to remove the stability condition k ≥ N that appears in Lemma 4.1, we introduce in this section
a stabilized formulation based on a penalty method. We look for uNε,h ∈ Xk

h(Ω) and λNε,h ∈ MN
ε such that

(
∇uNε,h,∇vh

)
Ω

+
(
λNε,h, vh

)
ε

= (f, vh)Ω , ∀vh ∈ Xk
h(Ω),(

µ, uNε,h

)
ε

= (µ, φ)ε + sh(µ, λε,h) ∀µ ∈ MN
ε ,

(4.6)

where sh(µ, λ) : MN
ε × MN

ε → R is a stabilization term defined for all (µ, λ) ∈ MN
ε × MN

ε by

sh(µ, λ) = γ

(
h

ε

)
ε−1 (µ, λ)ε , (4.7)

where γ is a positive constant independent of h and ε. We also introduce the following (augmented)
bilinear form Bh : (Xk

h(Ω) × MN
ε ) × (Xk

h(Ω) × MN
ε ) defined for all (uh, λ), (vh, µ) ∈ Xk

h(Ω) × MN
ε by

Bh((uh, λ), (vh, µ)) = a(uh, vh) + b(λ, vh) + b(µ, uh) − sh(µ, λ) .

Problem (4.6) is equivalent to find (uNε,h, λ
N
ε,h) ∈ Xk

h(Ω) × MN
ε such that

Bh((uNε,h, λ
N
ε,h), (vh, µ)) = (f, vh)Ω + (µ, φ)ε, ∀ (vh, µ) ∈ Xk

h(Ω) × MN
ε . (4.8)

For the analysis of problem (4.6) we introduce the following discrete trace lemma (see [21] ). Let Γ
be an internal smooth boundary dividing Ω into two open sets and K ∈ T Ω

h . We set ΓK := Γ∩K. There
exists a constant C > 0 depending only on the maximum curvature of Γ such that for all v ∈ H1

0 (Ω),

∥v∥20,ΓK
≤ C

(
h−1∥v∥20,K + h∥v∥21,K

)
. (4.9)

For the analysis of the augmented bilinear form, we define the following norm:

∥(vh, µ)∥ε =

(
∥vh∥21,Ω + ∥µ∥2− 1

2 ,ε
+

(
h

ε

)
ε−1∥µ∥20,ε

) 1
2

, ∀ (vh, µ) ∈ Xk
h(Ω) × MN

ε .

Using such norm, it is straightforward to show that Bh(·, ·) is continuous, precisely

|Bh((uh, λ), (vh, µ))| ≲ ∥(uh, λ)∥ε ∥(vh, µ)∥ε, ∀(uh, λ), (vh, µ) ∈ Xk
h(Ω) × MN

ε .

The stability of the stabilized problem is addressed in the following lemma.

Lemma 4.2. There exists a constant β > 0 uniformly independent of h, N and ε such that

inf
(uh,λ)∈Xk

h(Ω)×MN
ε

sup
(vh,µ)∈Xk

h(Ω)×MN
ε

Bh((uh, λ), (vh, µ))

∥(uh, λ)∥ε∥(vh, µ)∥ε
≥ β.

Proof. Let (uh, λ) be given in Xk
h(Ω) × MN

ε . First, taking (vh, µ) = (uh,−λ) in the definition of Bh, we
observe that

Bh ((uh, λ), (uh,−λ)) = ∥∇uh∥20,Ω + γ

(
h

ε

)
ε−1∥λ∥20,ε. (4.10)

Next, using definition (2.13) of the norm ∥ · ∥− 1
2 ,ε

, since MN
ε is a closed subspace of L2(∂ωε), there exists

µ ∈ MN
ε such that ∥µ∥ 1

2 ,ε
= 1 and

∥λ∥− 1
2 ,ε

= (λ, µ)ε .

Taking now µ = µ∥λ∥− 1
2 ,ε

, we have ∥µ∥ 1
2 ,ε

= ∥λ∥− 1
2 ,ε

and

∥λ∥2− 1
2 ,ε

=
(
λ, µ

)
ε
.

According to Lemma 3.4, there exists vε ∈ H1
0 (Ω) such that vε = µ on ∂ωε and

∥vε∥1,Ω ≲ ∥µ∥ 1
2 ,ε

= ∥λ∥− 1
2 ,ε
. (4.11)
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We will prove that, for α > 0 small enough, there exists Cm > 0 such that

Bh

(
(uh, λ), (uh − αRk

hvε,−λ)
)
≥ Cm∥(uh, λ)∥2ε. (4.12)

Property (4.9) implies that for the rescaled function Ψε(vε), we have, for all K ∈ Th such that K∩∂ωε ̸= ∅,

∥Rk
hΨε(vε) − Ψε(vε)∥20,Kε ∩∂ω

≲

(
h

ε

)−1

∥Rk
hΨε(vε) − Ψε(vε)∥20,Kε +

(
h

ε

)
∥∇(Rk

hΨε(vε) − Ψε(vε))∥20,Kε .

Using the approximation property of Rk
h given in (4.2), we obtain that

∥Rk
hΨε(vε) − Ψε(vε)∥20,Kε ∩∂ω

≲

(
h

ε

)
∥∇Ψε(vε)∥20,SK

ε

.

A scaling argument then leads to

∥Rk
hvε − vε∥20,K∩∂ωε

≲

(
h

ε

)
∥∇vε∥20,SK

.

Summing over all tiles K intersecting ∂ωε, we get, according to (4.11)

∥Rk
hvε − vε∥0,∂ωε

≲

(
h

ε

) 1
2

∥vε∥1,Ω ≲

(
h

ε

) 1
2

∥λ∥− 1
2 ,ε
.

Then using Cauchy-Schwarz inequality and the scaling between the norms ∥ · ∥0,ε and ∥ · ∥0,∂ωε deduced
from (2.14), we get

|
(
λ,Rk

hvε − vε
)
ε
| ≤ C

(
h

ε

) 1
2

ε−
1
2 ∥λ∥0,ε∥λ∥− 1

2 ,ε
,

≤ 1

4
∥λ∥2− 1

2 ,ε
+ C

(
h

ε

)
ε−1∥λ∥20,ε.

Moreover, using the continuity of Rk
h and (4.11), we have

|
(
∇uh,∇Rk

hvε
)
Ω
| ≲ ∥∇uh∥0,Ω∥λ∥− 1

2 ,ε
≤ C∥∇uh∥20,Ω +

1

4
∥λ∥2− 1

2 ,ε
.

Combining these last two results and taking (vh, µ) = (Rk
hvε, 0) in the definition of Bh, we have

Bh((uh, λ), (Rk
hvε, 0)) = (∇uh,∇Rk

hvε)Ω + (λ,Rk
hvε)ε,

= (∇uh,∇Rk
hvε)Ω + (λ,Rk

hvε − vε)ε + (λ, vε)ε,

≥ −C∥∇uh∥20,Ω +
1

2
∥λ∥2− 1

2 ,ε
− C

(
h

ε

)
ε−1∥λ∥20,ε.

Gathering finally this inequality and (4.10), we get

Bh

(
(uh, λ), (uh + αRk

hvε,−λ)
)
≥ ∥∇uh∥20,Ω + γε−1

(
h

ε

)
∥λ∥20,ε

+ α(−C∥∇uh∥20,Ω +
1

2
∥λ∥2− 1

2 ,ε
− C

(
h

ε

)
ε−1∥λ∥20,ε),

which leads to (4.12) if we take α > 0 small enough with

Cm = min

(
1 − αC,

1

2
α, γ − αC

)
.

To end the proof, we notice that, from the triangle inequality, the continuity of Rk
h and inequality (4.11),

we have

∥(uh − αRk
hvε,−λ)∥ε ≤ ∥(uh, λ)∥ε + αC∥λ∥− 1

2 ,ε
≤ CM∥(uh, λ)∥ε, (4.13)

where
CM = 1 + αC.
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Thus, dividing (4.12) by (4.13), we get, with vh = uh − αRk
hvε and µ = −λ

Bh((uh, λ), (vh, µ))

∥(vh, µ)∥ε
≥ Cm

CM
∥(uh, λ)∥ε,

which implies that, for all (uh, λ) ∈ Xk
h(Ω) × MN

ε ,

sup
(vh,µ)∈Xk

h(Ω)×MN
ε

Bh((uh, λ), (vh, µ))

∥(vh, µ)∥ε
≥ Cm

CM
∥(uh, λ)∥ε,

leading to the desired result.

To conclude the analysis of the stabilized formulation, we address the consistency of the method.
Since λNε,h − λNε ∈ MN

ε , we can apply Lemma 4.2 to have an estimate of (uNε,h − Rk
hu

N
ε , λ

N
ε,h − λNε ).

Precisely, we have,

∥(uNε,h −Rk
hu

N
ε , λ

N
ε,h − λNε )∥ε ≲ sup

(vh,µ)∈Xk
h(Ω)×MN

ε

Bh((uNε,h −Rk
hu

N
ε , λ

N
ε,h − λNε ), (vh, µ))

∥(vh, µ)∥ε
.

Then, by combining the equations of the continuous problem (3.5) and the discrete problem (4.8), we
obtain that for all (vh, µ) ∈ Xk

h(Ω) × MN
ε

Bh((uNε,h −Rk
hu

N
ε , λ

N
ε,h − λNε ), (vh, µ)) = a(uNε −Rk

hu
N
ε , vh) + b(µ, uNε −Rk

hu
N
ε ) + sh(λNε , µ) .

Now, using Lemma 3.3, we deduce that

∥(uNε,h −Rk
hu

N
ε , λ

N
ε,h − λNε )∥ε ≲ ∥(uNε −Rk

hu
N
ε , 0)∥ε +

h
1
2

ε
∥λNε ∥0,ε.

In conclusion, according to the triangle inequality, we obtain the following a-priori estimates in terms of
the approximation error,

∥(uNε − uNε,h, λ
N
ε − λNε,h)∥ε ≲ ∥(uNε −Rk

hu
N
ε , 0)∥ε + ∥(Rk

hu
N
ε − uNε,h, λ

N
ε − λNε,h)∥ε,

≲ ∥(uNε −Rk
hu

N
ε , 0)∥ε +

h
1
2

ε
∥λNε ∥0,ε. (4.14)

The a-priori error estimate (4.14) must be compared with the corresponding results (4.4)-(4.5) ob-
tained for the non stabilized scheme. We remark that (4.14) is not affected by any restriction on N and
it does not suffer from locking effects. However, it shows that the stabilized scheme necessarily converges
at a sub-optimal rate h

1
2 for any polynomial order k > 0. Then, if low order convergence is acceptable,

one should look at the stabilized scheme with low order finite element approximation (k = 1). Otherwise,
if a sufficiently refined resolution of the inclusions is affordable, namely h ≃ ε and if the constraint k ≥ N
can be satisfied, the estimate results (4.4)-(4.5) seem more attractive, provided that the finite element
space suitably approximates the solution of the problem. This is another difficulty of this problem (see
for example Remark 4.3) that will be discussed and resolved in the next two sections.

4.3 Approximation properties and convergence

Because of the limited regularity of the solution, the approximation properties of the finite element
method are not optimal. In particular, due to the approximation properties (4.3) satisfied by the Scott-
Zhang interpolation operator, since uNε ∈ Hs

0(Ω) with s = 3
2 −η, we have the following interpolation error

estimate, for any k > 0:

∥uNε −Rk
hu

N
ε ∥0,Ω + h∥∇(uNε −Rk

hu
N
ε )∥0,Ω ≲ h

1
2−η∥uNε ∥ 3

2−η,Ω . (4.15)

Thus, for the discrete problem without stabilization studied in Section 4.1, if we combine (4.15) with
the a-priori error estimates (4.4) and (4.5) we obtain that, under the assumption that k ≥ N ,

∥uNε − uNε,h∥1,Ω ≲ (1 +
h

ε
)Nh

1
2−η∥uNε ∥ 3

2−η,Ω,

∥λNε − λNε,h∥− 1
2 ,ε

≲ (1 +
h

ε
)2Nh

1
2−η∥uNε ∥ 3

2−η,Ω.

(4.16)

(4.17)

20



On the other hand, for the stabilized method studied in Section 4.2, adopting a similar approach, we
have for any k > 0 the following result

∥(uNε − uNε,h, λ
N
ε − λNε,h)∥ε ≤ h

1
2−η(∥uNε ∥ 3

2−η,Ω + ε−1∥λNε ∥0,ε) . (4.18)

The previous inequalities show that with respect to the approximation properties, the numerical schemes
with or without stabilization are equivalent and both are sub-optimal. We also observe that there is no
advantage in using high-order finite elements. As a consequence, since we are limited to the case k = 1,
the restriction k ≥ N for the scheme without stabilization entails that we can not exploit the additional
accuracy provided by high-order Fourier modes. In this respect, the stabilized scheme guarantees more
flexibility.

Remark 4.3. In the limit when ε → 0, the regularity of the continuous problem further decreases. In
particular, the Hs-norm of uNε for s ≥ 1, which pop out in (4.16)-(4.17) and (4.18) may tend to infinity
when ε→ 0. This can be illustrated by the very simple exterior problem

−∆v̂ε = 0 in ωΥ\ωε,

v̂ε = 0 on ∂ωΥ,

v̂ε = L on ∂ωε,

that features the following analytical solution

v̂ε(|x|) = L
ln(|x|/Υ)

ln(ε/Υ)
.

Thus, we obtain, for s ≥ 1,

∥v̂ε∥s,Ω ∼ 1

εs−1
when ε→ 0.

These considerations show that for small inclusions it is particularly difficult to achieve a desired accuracy
with a standard approximation method.

Remark 4.4. Under some additional assumptions on the mesh, we can prove convergence results better
than those stated in (4.16)-(4.17) and (4.18). Let T Ω

h be a δ-resolving mesh with respect to the interface,
that is the edges of T Ω

h have a maximum distance of δ to ∂ωε. This condition is in particular fulfilled
with δ = O(h2) when the nodes of the mesh T Ω

h fall on the interface ∂ωε. With a little abuse of notation,
we call this case the conforming mesh configuration. In this case, following the approach of Theorem 5.2
in [26], under the restriction that k = 1 ≥ N , we obtain the following quasi-optimal convergence results
for the numerical scheme without stabilization,

∥uNε − uNε,h∥1,Ω ≲ (1 +
h

ε
)Nh

(
∥uNε ∥2,Ωε + ∥uNε ∥2,ωε

)
,

∥λNε − λNε,h∥− 1
2 ,ε

≲ (1 +
h

ε
)2Nh

(
∥uNε ∥2,Ωε + ∥uNε ∥2,ωε

)
.

We note that for δ-meshes, the stabilized scheme remains sub-optimal because the consistency error, of
order h

1
2 , dominates over the approximation error.

Overall, the approximation properties of the proposed (original and stabilized) schemes are not sat-
isfactory, in particular because quadratic convergence rates or higher are prevented. To overcome this
limitation, we discuss an improvement of the approximation method in the next section.

4.4 Augmented finite element method

As pointed out in the previous section, the classical finite element method may suffer from numerical
locking when ε

h → 0. The other limitation of the classical finite element method is the sub-optimality of
the convergence in h for continuous finite elements when the mesh does not conform to the ∂ωε interface.
This is a classical limitation of fictitious domain problems and can be attributed to the poor estimation
of the gradient jump by C1 functions across the interface. In this section, we will introduce an augmented
finite element method which allows us to obtain an numerical approximation error independent of ε and
of arbitrary order in h.
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4.4.1 Definition of the augmented finite element space

In order to overcome the limitations described above, we propose to enrich the finite element space by
adding well-chosen functions that allow to better approximate the singular behaviour of uNε when ε tends
to 0 and the jump at the interface ∂ωε. The design of these functions directly comes from the expression
of the solution uNε in ωΥ with respect to its Fourier modes on ∂ωΥ and ∂ωε given by equation (3.18).

In what follows, we assume that ε > 0 is small enough to have 2ε < Υ where the parameter Υ is
defined at section 3.2 . We first define χ a radial cut-off C∞ function satisfying

χ(r) =

{
1 if r ≤ 1

2Υ,

0 if r > 3
4Υ.

Then, we set, for r > 0 and θ ∈ [0, 2π[,

ϕ0ε(r, θ) = χ(r)
ln(r/Υ)

ln(ε/Υ)
1r≥ε + 1r<ε

and, for 1 ≤ n ≤ N ,
ϕn,0ε (r, θ) := χ(r)

((
Υ
r

)n −
(
r
Υ

)n(
Υ
ε

)n −
(
ε
Υ

)n
)

cos(nθ)1r≥ε +
(r
ε

)n
cos(nθ)1r<ε,

ϕn,1ε (r, θ) := χ(r)

((
Υ
r

)n −
(
r
Υ

)n(
Υ
ε

)n −
(
ε
Υ

)n
)

sin(nθ)1r≥ε +
(r
ε

)n
sin(nθ)1r<ε.

We consider the augmented finite element space Xk,N
h (Ω) equal to

Xk,N
h (Ω) = Xk

h(Ω)
⋃

span
{
ϕ0ε, ϕ

n,j
ε , 1 ≤ n ≤ N, 0 ≤ j ≤ 1

}
.

In particular, we notice that the number of additional functions is equal to 2N + 1, that is the dimension
of MN

ε . Indeed, as we will see in the proof of Theorem 4.6, adding a Lagrange multiplier allows to better
solve the condition at the interface but also adds a term in the singular part when ε → 0 and in the
gradient jump at the ∂ωε interface.

We can now introduce the discrete formulation: find (ũNε,h, λ̃
N
ε,h) ∈ Xk,N

h (Ω) × MN
ε such that

(
∇ũNε,h,∇vh

)
Ω

+
(
λ̃Nε,h, vh

)
ε

= (f, vh)Ω , ∀vh ∈ Xk,N
h (Ω),(

µ, ũNε,h

)
ε

= (µ, φ)ε , ∀µ ∈ MN
ε .

(4.19)

4.4.2 Inf-sup stability

In the augmented finite element space, we are able to derive an inf-sup condition uniformly independent
of h, N and ε.

Lemma 4.5. There exists R ∋ β > 0 uniformly independent of h, N and ε such that for all λ ∈ MN
ε ,

sup
vh∈Xk,N

h (Ω)

(λ, vh)ε
∥vh∥1,Ω

≥ β∥λ∥− 1
2 ,ε
.

Proof. For all 1 ≤ n ≤ N and j ∈ {0, 1}, we define ϕn,jε,z as the solution of the equation (3.3) with

z = cos(nθ) if j = 0 or z = sin(nθ) if j = 1.

Then, we notice that ϕn,jε = χ(r)ϕn,jε,z . Similarly, we define ϕ0ε,z as the solution of the equation (3.3) with
z = 1. Then, we notice that ϕ0ε = χ(r)ϕ0ε,z.

For all λ ∈ MN
ε , we have

∥λ∥− 1
2 ,ε

= sup
ζ∈H

1
2 (∂ωε)

(λ, ζ)ε
∥ζ∥ 1

2 ,ε

.
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For a given ζ ∈ H
1
2 (∂ωε), we define vzζ and vh ∈ H1

0 (Ω) by

vzζ = A0
ε(ζ)ϕ0ε,z +

N∑
n=1

An
ε (ζ)ϕn,0ε,z + Bn

ε (ζ)ϕn,1ε,z and vh = χ(r)vzζ .

We have by linearity that vzζ satisfies equation (3.3) with z = ΠN
ε (ζ) and according to Lemma 3.4

∥vzζ∥1,Ω ≲ ∥ΠN
ε (ζ)∥ 1

2 ,ε
≲ ∥ζ∥ 1

2 ,ε
. Moreover, since χ(r) = 1 in ∂ωε, we have vh = vzζ = ΠN

ε (ζ) on ∂ωε.

Thus ∥vh∥1,Ω ≲ ∥vzζ∥1,Ω ≲ ∥ζ∥ 1
2 ,ε

, that is ∥vh∥1,Ω ≤ C0∥ζ∥ 1
2 ,ε

where C0 is a generic constant independent

of h, N and ε. At last, by definition of Xk,N
h (Ω), vh ∈ Xk,N

h (Ω). Thus, we obtain that, for all ζ ∈ H
1
2 (∂ωε)

(λ, ζ)ε
∥ζ∥ 1

2 ,ε

=
(λ,ΠN

ε (ζ))ε
∥ζ∥ 1

2 ,ε

≤ C0 sup
vh∈Xk

h(Ω)

(λ, vh)ε
∥vh∥1,Ω

.

By taking the supremum over ζ ∈ H
1
2 (∂ωε), this gives the result with β = 1

C0
.

4.4.3 Approximation properties and convergence

To conclude this section, we give an estimate of the approximation error for the augmented finite element
method.

Theorem 4.6. Let k ∈ N∗. We assume that Ω is of class Ck+1 and that f belongs to Hk−1(Ω). Let
(uNε , λ

N
ε ) be the solution of problem (2.16) and (ũNε,h, λ̃

N
ε,h) be the solution of problem (4.19). Then, we

have
∥uNε − ũNε,h∥1,Ω + ∥λNε − λ̃Nε,h∥− 1

2 ,ε
≲ hk

(
∥f∥k−1,Ω + ∥φ∥ 1

2 ,ε

)
. (4.20)

Let us mention that, up to now, we have assumed that the domain is polygonal in order to have
meshes that match the boundary. In the theorem, we assume that the domain is regular and we neglect
the error due to the approximation of this regular domain by a polygonal domain.

If we compare the result given by our theorem to the approximation properties of the original and
stabilized schemes presented in Section 4.3, we see that the augmented finite element method overcomes
the previous limitations of suboptimal convergence. In addition, if we gather the estimate (3.8) of the
error uε − uNε coming from the model reduction and the estimate (4.20) of the error uNε − ũNε,h coming
from the numerical approximation, we get this estimate for the global error:

∥uε − ũNε,h∥1,Ω ≲
(
εN+1 + hk

) (
∥f∥k−1,Ω + ∥φ∥ 1

2 ,ε

)
.

This estimate shows that, h and ε being fixed, it is possible to reach a given accuracy by adjusting the
parameters of the method k and N .

Proof of Theorem 4.6. Since, for all n ≥ 0 and j = 0, 1, ϕn,jε belongs to H1
0 (Ω), the enrichment of the

space Xk
h(Ω) preserves the coercivity condition. Moreover, according to Lemma 4.5, the inf-sup condition

is satisfied for the spaces Xk,N
h (Ω) and MN

ε . So, we have

∥uNε − ũNε,h∥1,Ω + ∥λNε − λ̃Nε,h∥− 1
2 ,ε

≲ inf
wh∈Xk,N

h (Ω)
∥uNε − wh∥1,Ω. (4.21)

As mentioned previously, the enrichment of the classical finite element space Xk
h(Ω) by Xk,N

h (Ω) will
allow to get a better approximation of uNε by providing a better estimate of the singular part of uNε . To
highlight this feature, we use (3.18) and write uNε as the sum of a regular part uNε,R and a singular part

uNε,S defined respectively by: for 0 < r < Υ and θ ∈ [0, 2π[, if x = (cos(θ), sin(θ)) ∈ ∂ω,

uNε,R(rx) := A0
Υ(uNε ) +

∑
n∈N∗

( r
Υ

)n (
An

Υ(uNε ) cos(nθ) + Bn
Υ(uNε ) sin(nθ)

)

23



and

uNε,S(rx) :=

−A0
Υ(uNε )

ln(r/Υ)

ln(ε/Υ)
−

∑
1≤n≤N

( ε
Υ

)n ( r
Υ

)n − (Υ
r )n(

ε
Υ

)n −
(
Υ
ε

)n (An
Υ(uNε ) cos(nθ) + Bn

Υ(uNε ) sin(nθ)
)

+A0
ε(φ)

ln(r/Υ)

ln(ε/Υ)
+

∑
1≤n≤N

(
r
Υ

)n −
(
Υ
r

)n(
ε
Υ

)n −
(
Υ
ε

)n (An
ε (φ) cos(nθ) + Bn

ε (φ) sin(nθ)
) 1r≥ε

+

−A0
Υ(uNε ) −

∑
1≤n≤N

( r
Υ

)n (
An

Υ(uNε ) cos(nθ) + Bn
Υ(uNε ) sin(nθ)

)

+A0
ε(φ) +

∑
1≤n≤N

(r
ε

)n (
An

ε (φ) cos(nθ) + Bn
ε (φ) sin(nθ)

) 1r<ε.

The functions uNε,R and uNε,S belong to H1(Ω) and, according to (3.18), we have uNε = uNε,R + uNε,S in ωΥ,
which leads in particular to

χuNε = χuNε,R + χuNε,S .

Let us now prove that the truncated singular part belongs to the approximation space, that is that χuNε,S
belongs to Xk,N

h (Ω). First, we notice that, by definition of ϕ0ε, we have, for all r > 0 and θ ∈ [0, 2π[,

χ(r)
(
−A0

Υ(uNε ) + A0
ε(φ)

)( ln(r/Υ)

ln(ε/Υ)
1r≥ε + 1r<ε

)
=
(
−A0

Υ(uNε ) + A0
ε(φ)

)
ϕ0ε(r, θ)

Moreover, by definition of ϕn,jε , we have, for all 1 ≤ n ≤ N

χ(r)

(
−An

Υ(uNε )
( ε

Υ

)n ( r
Υ

)n − (Υ
r )n(

ε
Υ

)n −
(
Υ
ε

)n + An
ε (φ)

(
r
Υ

)n −
(
Υ
r

)n(
ε
Υ

)n −
(
Υ
ε

)n
)

cos(nθ)1r≥ε

+χ(r)
(
−An

Υ(uNε )
( r

Υ

)n
+ An

ε (φ)
(r
ε

)n)
cos(nθ)1r<ε =

(
−An

Υ(uNε )
(
ε
Υ

)n
+ An

ε (φ)
)
ϕn,0ε

and

χ(r)

(
−Bn

Υ(uNε )
( ε

Υ

)n ( r
Υ

)n − (Υ
r )n(

ε
Υ

)n −
(
Υ
ε

)n + Bn
Υ(φ)

(
r
Υ

)n −
(
Υ
r

)n(
ε
Υ

)n −
(
Υ
ε

)n
)

sin(nθ)1r≥ε

+χ(r)
(
−Bn

Υ(uNε )
( r

Υ

)n
+ Bn

ε (φ)
(r
ε

)n)
sin(nθ)1r<ε =

(
−Bn

Υ(uNε )
(
ε
Υ

)n
+ Bn

ε (φ)
)
ϕn,1ε .

We deduce that for r > 0 and θ ∈ [0, 2π[,

χ(r)uNε,S(r, θ) = (−A0
Υ(uNε ) + A0

ε(φ))ϕ0ε(r, θ) +
∑

1≤n≤N

(
−An

Υ(uNε )
( ε

Υ

)n
+ An

ε (φ)
)
ϕn,0ε (r, θ)

+
∑

1≤n≤N

(
−Bn

Υ(uNε )
( ε

Υ

)n
+ Bn

ε (φ)
)
ϕn,1ε (r, θ),

and thus we get that χuNε,S ∈ Xk,N
h (Ω). Therefore, for the right hand side of (4.21), we have in particular

inf
wh∈Xk,N

h (Ω)
∥uNε − wh∥1,Ω ≤ inf

vh∈Xk
h(Ω)

∥uNε − χuNε,S − vh∥1,Ω.

Moreover, writing uNε = χuNε + (1 − χ)uNε , it comes

uNε − χuNε,S = χuNε,R + (1 − χ)uNε ,

so that estimate (4.21) becomes

∥uNε − ũNε,h∥1,Ω + ∥λNε − λ̃Nε,h∥− 1
2 ,ε

≲ inf
vh∈Xk

h(Ω)
∥χuNε,R + (1 − χ)uNε − vh∥1,Ω. (4.22)

It is now sufficient to prove that the function χuNε,R + (1 − χ)uNε is well estimated by the elements of

Xk
h(Ω). To do this, we will prove that this function belongs to Hk+1(Ω).

24



First, since uNε,R is an harmonic function, thanks to the interior regularizing property of elliptic
operators (we refer to [14]), we have

∥uNε,R∥2Hk+1(ω3Υ/4)
≲ ∥uNε,R∥2L2(ωΥ) ≲ |A0

Υ(uNε )|2 +
∑
n∈N∗

|An
Υ(uNε )|2 + |Bn

Υ(uNε )|2

≲ ∥uNε ∥L2(ωΥ) ≲ ∥f∥0,Ω + ∥φ∥ 1
2 ,ε

thanks to Theorem 3.1. Thus, by definition of χ, we get that χuNε,R belongs to Hk+1(Ω) and we have

∥χuNε,R∥k+1,Ω ≲ ∥f∥0,Ω + ∥φ∥ 1
2 ,ε

Moreover, since uNε satisfies −∆uNε = f in Ωε and uNε = 0 on ∂Ω and since Ω\ωΥ/2 is relatively compact
in Ωε∪∂Ω, the regularizing property of elliptic problems (we also refer to [14] for this result) implies that
uNε belongs to Hk+1(Ω \ ωΥ/2) and we have

∥uNε ∥Hk+1(Ω\ωΥ/2) ≲ ∥f∥k−1,Ω.

This implies that (1 − χ)uNε belongs to Hk+1(Ω) and we have

∥(1 − χ)uNε ∥k+1,Ω ≲ ∥f∥k−1,Ω.

Gathering these results, we deduce that χuNε,R + (1 − χ)uNε belongs to Hk+1(Ω) and

∥χuNε,R + (1 − χ)uNε ∥k+1,Ω ≲ ∥f∥k−1,Ω + ∥φ∥ 1
2 ,ε
.

By this way, using interpolation estimates for the finite element space Xk
h(Ω) in Hk+1(Ω) [13], (4.22)

becomes
∥uNε − ũNε,h∥1,Ω + ∥λNε − λ̃Nε,h∥− 1

2 ,ε
≲ Chk∥χuNε,R + (1 − χ)uNε ∥k+1,Ω

and thus we get (4.20).

Remark 4.7. Let us notice that the use of an enriched element space allows us to derive an error
estimate that is at the same time independent of ε and can be of any order in h. This is first made
possible by getting an inf-sup condition independent of ε and h, but also by the fact that the singular part
of the solution uNε is only in the first Fourier modes, and is therefore fully captured by the enrichment
functions.

Eventually, we see that the estimate of Theorem 3.1 requires only a regularity in H
1
2 (∂ωε) for φ. This

assumption, which may seem rather weak, is due to the fact that thanks to the enrichment of the finite
element space the convergence analysis of the scheme only relies on the regularity of the solution away
from the inclusion.

5 Numerical experiments

Following the main results of this work, we subdivide this section in two parts. First, we analyze the
behavior of the error due to the defective boundary conditions, referring to this part as the convergence
in ε. We perform numerical tests to illustrate that the properties stated in Theorem 3.5 are actually
observed in practice. Second, we analyze the approximation properties of the reduced problem discretized
by the finite element method, using both the standard formulation and the augmented formulation.
The numerical tests shown in the second section address the error analysis with respect to the space
discretization parameter h and complement the analysis shown in Section 4.

5.1 Convergence in ε

In this section we analyze first the case of a single inclusion, for which a rigorous analysis has been
presented here. However, as mentioned in the introduction, the proposed approach can be easily extended
to several obstacles of different sizes. The behavior of our method in this case is addressed in the second
paragraph of this section. Finally, in the third part of this section, for the case of multiple inclusions, we
analyze the effect of the distance between inclusions, which is an important factor in many applications.
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5.1.1 Single inclusion

We consider a rectangular domain Ω of width L and height l with an inclusion located in z (we have
taken L = l = 1 and z = (0.2, 0.1)) and we make ε vary in the set {0.05, 0.04, 0.03, 0.02, 0.01}. On the
external boundary ∂Ω, we have considered non homogeneous Dirichlet boundary conditions presented in
Figure 2. Although our mathematical study focused on homogeneous Dirichlet boundary conditions, the
results of the previous sections remain valid in this more general case. As for the inclusion, we set φ = 0.
To illustrate Theorem 3.5, we have computed the convergence rate with respect to ε of the reduced
problem towards the full problem for increasing values of N in the definition of MN

ε . In the general
case, the continuous solutions are not known a priori. Therefore, we have considered the linear finite
element approximation of the reduced and full problems for a conforming mesh (defined as δ-resolving
mesh in Remark 4.4) with h small enough (h ≈ 1e−3) in order to have a negligible discretization error in
comparison with the model reduction error. The convergence curves are given in Figure 3. They represent
the H1−norms of the difference eNε,h between the discrete solutions of the full problem and the reduced
problem for N = 0, 1 and 2 moments. If we compare the slopes of the error curves with the expected
slopes (represented by the black lines), we notice that the match is between theory and observations is
very satisfactory. The numerical solution of the reduced problem and the errors e0ε,h, e1ε,h and e2ε,h for
ε = 0.05 are reported in Figure 4.

u(x, y) = 0.1x

-
L

u(x, y)
= −0.1y

6

l

u(x, y) = −0.1x

u(x, y)
= 0.1yΩ

∂Ω

Figure 2: Boundary conditions for the square domain.

5.1.2 Multiple inclusions

We consider a rectangular domain Ω = [−0.5, 0.5]× [−0.5, 0.5] with four inclusions positioned respectively
in (0.2, 0.1), (−0.3, 0.1), (−0.2, 0.2), (0.1,−0.2) and of respective initial sizes 0.05, 0.04, 0.06 and 0.03.
As in the previous tests, the boundary conditions on ∂Ω are described by Figure 2 and φ = 0 on the
inclusions. The results obtained for N = 0, 1 and 2 are reported in Figure 5. There, the parameter ε
corresponds to the size of the first inclusion and all the other inclusions are scaled proportionally. Again,
we can notice that the convergence rates coincide with the expected ones. The numerical solution of the
reduced problem and the errors e0ε,h, e1ε,h and e2ε,h are reported in Figure 6.

5.1.3 Behavior of the model error for close obstacles

We consider here a test case to illustrate the behavior of the method when obstacles are close to each
other. The domain is the same as previously and we consider uniform Dirichlet boundary conditions
equal to 1 and two inclusions of radius 0.05 initially centered in (−0.1, 0) and (0.1, 0). The boundary
values imposed on each inclusion are respectively 0.5 and 1.5 and are enforced with N ∈ {0, 1, 2} modes.
The numerical solution of such problem is displayed in Figure 7 panel (a). Then, the distance between
the two inclusions is gradually reduced. The numerical solution with inclusions separated by a distance
of 0.01 is shown in panel (b). The comparison of the two top panels shows that the solution in the circle
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Figure 3: The modelling error behavior with respect to the radius for different values of N in the case of
a single inclusion.

(a) uε
(b) e0ε,h

(c) e1ε,h (d) e2ε,h

Figure 4: Contour plots of the solution uε and of the discrete model errors e0ε,h, e1ε,h and e2ε,h on a log-scale
axis for an inclusion of radius ε = 0.05.

deviates from the constant as the two inclusions get closer. More quantitative results are given in Figure
7 panel (c). We see that the model error increases as the distance between the two obstacles decreases,
as expected with the inverse dependence on Υ in the estimate stated in Theorem 3.5. We also notice
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Figure 5: The modelling error with respect to the radius of four inclusions for different values of N .

(a) uε (b) e0ε

(c) e1ε (d) e2ε

Figure 6: Contour plots of the solution uε and of the discrete model errors e0ε,h, e1ε,h and e2ε,h on a log-scale
axis for multiple obstacles of radius ε = 0.05.

that this effect becomes more severe as the number of modes increases.
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(a) Distance between the obstacles equal to 0.2. (b) Distance between the obstacles equal to 0.12.
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(c) Evolution of the error with respect to the distance between the obstacles.

Figure 7: Effect of the inter-inclusions distance on the model error. By comparing panels (a) and (b)
we see that the approximation of the solution at the interior boundary worsens when the centers of the
inclusions approach. In panel (c) we see the variation of the model error when the distance between the
inclusions progressively changes.
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Figure 8: Comparison of the numerical error for the finite element method without and with enrichment.
30



5.2 Convergence in h

We now study the behaviour of the discretization error when the mesh size decreases in order to illus-
trate the convergence results given by (4.16) and (4.17) for the classical finite element method without
stabilization and by Theorem 4.6 for the augmented finite element method.

Here, we have considered Ω = [−1.5, 1.5] × [1.5, 1.5] and a single inclusion of center z = (0, 0) and
radius ε ∈ {0.1, 0.01, 0.001}. For the number of modes, we have taken N = 0 or 1. Moreover, we consider
non homogeneous boundary conditions on ∂ωε. More precisely, denoting by ueε the continuous solution,
we take

(µ, ueε)ε = (µ, φ)ε , ∀µ ∈ MN
ε , with φ = 1 + cos(θ) + sin(θ).

By setting the appropriate Dirichlet boundary conditions, the continuous solution writes for N = 0,
ueε =


1 + (

r

ρ
) cos(θ) + (

r

ρ
) sin(θ) if r ≤ ε,

ln(r/ρ)

ln(ε/ρ)
+ (

r

ρ
) cos(θ) + (

r

ρ
) sin(θ) if r > ε,

λeε =
1

ε ln(ε/ρ)
,

and for N = 1,
ueε =


1 +

(r
ε

)
cos(θ) +

(r
ε

)
sin(θ) + (

r

ρ
)2 cos(2θ) + (

r

ρ
)2 sin(2θ) if r ≤ ε,

ln(r/ρ)

ln(ε/ρ)
+

(r/ρ) − (ρ/r)

(ε/ρ) − (ρ/ε)
cos(θ) +

(r/ρ) − (ρ/r)

(ε/ρ) − (ρ/ε)
sin(θ) +

(
r

ρ

)2

cos(2θ) +

(
r

ρ

)2

sin(2θ) if r > ε,

λeε =
1

ε ln(ε/ρ)
+ (

1/ρ− ρ/ε2

ε/ρ− ρ/ε
− 1

ε
) cos(θ) + (

1/ρ− ρ/ε2

ε/ρ− ρ/ε
− 1

ε
) sin(θ),

with ρ = 0.4. To solve this problem, we have implemented the classical finite element method given by
the formulation (4.1) and the augmented finite element method given by the formulation (4.19). In what
follows we analyze the relative error for the solution uNε,h in the H1 and L2 norms and for the Lagrange

multiplier λNε,h in the L2 norm, namely

∥uNε − uNε,h∥H1(Ω)

∥uNε ∥H1(Ω)
,

∥uNε − uNε,h∥L2(Ω)

∥uNε ∥L2(Ω)
,

∥λNε − λNε,h∥L2(∂ωε)

∥λNε ∥L2(∂ωε)
.

The numerical results for the h-convergence of the method without and with enrichment functions are
compared in Figure 8. We focus our attention on two items: the convergence rate with respect to h and
the influence of ε on the error, as in some cases the error estimates show the dependence on (1 + h/ε)N .
For the first item, we test the method for linear (FEM-P1) and quadratic (FEM-P2) finite elements
(corresponding to different Markers in each plot). For the second item, we exploit the fact that the exact
solutions are parametrized with respect to ε and we calculate the error for ε = 10−1, 10−2, 10−3. Again,
each test is identified by a different marker in the plots (as shown in the legend). Also, in both cases we
perform the error analysis for N = 0 (on the left column) and N = 1 (on the right column).

For the standard finite element formulation, we observe that independently of the choice of finite
elements order, linear or quadratic, the convergence rate in the H1-norm is limited to 0.5 because of
the low regularity of the solution on the whole domain, for any the value of N . We also observe that
the scatter of the error curves with respect to ε is more pronounced in the case N = 1, as expected
because of the factor (1 + h/ε)N of (4.16). According to the estimate, we see that the error increases
when decreasing ε for a fixed value of h. This behavior, predicted by the estimate (4.17) for the Lagrange
multipliers in the ∥ · ∥− 1

2 ,ε
-norm is only partially observed in the numerical experiments, as the effect of ε

increases moving from N = 0 to N = 1. We justify this discrepancy observing that we are not calculating
the same norm of (4.17). Surprisingly, but not in contrast with the theory, the convergence rate for the
Lagrange multiplier increases when increasing the polynomial order of the finite element method. This
super-convergence behavior may be due to the particular properties of the exact solution.

For the augmented finite element method, the situation changes completely, in fact the theoretical
order of convergence predicted by (4.20) is observed in all the numerical tests. For the H1-norm of
the solution, the theoretical order of convergence is almost exactly verified in the experiments. For the
Lagrange multipliers, super-convergence is clearly observed for linear finite elements, but the theoretical
rate is respected by the quadratic ones. Reminding again that we are not testing the same norm of
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the error estimate (but we are actually using a stronger norm), this result may be due to the particular
structure of the exact solution. Finally, we observe that for the augmented finite element method the
convergence error of the solution and of the Lagrange multipliers is not negatively affected by the size of
the inclusion, namely ε. In fact, we observe a slight influence of ε on the error, but it decreases almost
proportionally with ε. Indeed, this is a desirable feature of this numerical approach.

Conclusions

In this work we have considered a second order PDE defined on a domain with small circular holes
subject to non homogeneous Dirichlet boundary conditions. This problem can be seen as a template for
different families of applications. It may represent solid mechanics problem where the holes play the role
of small supports of a mechanical part, but it may also be used as a prototype problem for fluid-structure
interaction applications where the small inclusions represent particles or fibers immersed into a fluid.
To address these challenging applications using computational models, a thorough mathematical under-
standing of the fundamental mathematical aspects of the problem is extremely useful. As highlighted in
[2], a mathematically-informed approach is a prerequisite for safe and reliable computations.

For these reasons, we focused on the fundamental aspects of the approximation of the problem. On
one hand, we addressed the approximation of the Dirichlet boundary conditions on the inclusion by means
of a simplified modeling approach based on the projection on Fourier modes. On the other hand we have
studied the properties of the finite element method used for the approximation of the simplified model.

A particularly important question to be addressed is the robustness of this approach with respect to
the size of the holes, which may become arbitrarily small with respect to the domain. To this purpose,
we have studied three relevant problems: i) the full problem, corresponding to the standard enforcement
of the non homgeneous Dirichlet boundary condition on the holes by means of Lagrange multipliers;
ii) the simplified problem, characterized by the approximate weak enforcement of Dirichlet boundary
conditions by projection on Fourier modes; iii) the limit problem obtained when the diameter of the holes
vanishes. Understanding the mutual interaction of these problems characterizes what we call the model
error in terms of the size of the holes. By means of suitable a-priori estimates of the model error and
of the finite element approximation error, we provide guidelines to optimally balance the approximation
parameters of the proposed simplified modeling approach. In particular a crucial issue is to provide a good
approximation strategy of the Lagrange multiplier so that these theoretical results could be especially
useful in view of forthcoming applications of this methodology to fluid-structure interaction problems.
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A Appendix

In this appendix, we state several results that have been used in the previous sections. We recall that
ε ∈ (0, εmax) where εmax is the fixed parameter defined by εmax = sup{ε > 0 | ωε ⊂ Ω}.

Lemma A.1. For Φ ∈ H
1
2 (∂Ω) and f ∈ L2(Ω) such that ωε ∩ suppf = ∅, the following problem

−∆vε = f in Ωε,

vε = Φ on ∂Ω,

vε = 0 on ∂ωε,

(A.1)

admits a unique weak solution in H1(Ωε). Moreover,

∥vε∥1,Ωε
≲
(
∥Φ∥ 1

2 ,∂Ω
+ ∥f∥0,Ω

)
.

Proof. The proof is similar to the proof of [[9], Lemma C.1] for the Stokes equations which is itself based
on the results of [[39], Chapter 3]. In this proof, we will consider two cases, the first where f = 0 and the
second where Φ = 0 and conclude by linearity.
Let us first suppose that f = 0. We consider vεmax the solution of (A.1) for ε = εmax. It satisfies

|vεmax
|1,Ωεmax

=

(∫
Ωεmax

|∇vεmax
|2dx

) 1
2

≲ ∥Φ∥ 1
2 ,∂Ω

. (A.2)

Now consider ṽεmax
∈ H1(Ω) the extension by 0 of vεmax

to all Ω. Notice that since ε < εmax, εω ⊂ εmaxω
and Ωεmax

⊂ Ωε, so, by minimization of energy, we have

|vε|1,Ωε
≤ |ṽεmax

|1,Ωε
= |vεmax

|1,Ωεmax
,

and thanks to equation (A.2),

|vε|1,Ωε ≲ ∥Φ∥ 1
2 ,∂Ω

. (A.3)

Let u0 be the solution of the problem (2.2). Since ṽε−u0 ∈ H1
0 (Ω), we can apply the Poincaré inequality

given by Lemma 3.2, we get

∥vε∥0,Ωε = ∥ṽε∥0,Ω ≤ ∥ṽε − u0∥0,Ω + ∥u0∥0,Ω ≲ (|vε|1,Ωε + |u0|1,Ω) + ∥u0∥0,Ω.

The well-posedness of the problem (2.2) also gives

∥u0∥1,Ω ≲ ∥Φ∥ 1
2 ,∂Ω

. (A.4)

Combining equations (A.3) and (A.4) finally gives us

∥vε∥0,Ωε
≲ ∥Φ∥ 1

2 ,∂Ω
.

Now, let us suppose that Φ = 0. Let us note that for all v ∈ H1
0 (Ωε), denoting by ṽ the extension by

zero of v to Ω, we have
∥v∥0,Ωε = ∥ṽ∥0,Ω ≲ ∥∇ṽ∥0,Ω = ∥∇v∥0,Ωε .

Using this inequality and Lax-Milgram theorem, we get

∥vε∥1,Ωε
≲ ∥f∥0,Ω.

This concludes the proof of the lemma.

Lemma A.2. For any L ∈ R, the problem
−∆vε = 0 in Ωε,

vε = 0 on ∂Ω,

vε = L on ∂ωε,

admits a unique weak solution in H1(Ωε). Morevover,

∥vε∥1,Ωε
≲ (− ln(ε))−

1
2 |L|.
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Proof. As for the previous lemma, the proof is adapted from [[9], Lemma C.3] for the Stokes equations
itself presented in [[39], Chapter 3]. Let us define wε the unique solution of the system

−∆wε = 0 in ωεmax/ε\ω,
wε = 0 on ∂ωεmax/ε,

wε = L on ∂ω.

We also consider the function v̂ε defined on Ω
ε \ω by v̂ε(x) = vε(εx) for all x ∈ Ω

ε \ω. The function v̂ε
satisfies 

−∆v̂ε = 0 in Ω
ε \ω,

v̂ε = 0 on 1
ε∂Ω,

v̂ε = L on ∂ω.

(A.5)

Notice that we have ω ⊂ ωεmax/ε ⊂ Ω
ε . Now we consider w̃ε the extension of wε to Ω

ε \ω by zero in the
outer part of the extended domain. Therefore, by the principle of minimization of energy, we have

|vε|1,Ωε = |v̂ε|1,Ωε \ω ≤ |w̃ε|1,Ωε \ω = |wε|1,ωεmax/ε\ω. (A.6)

A computation provides for all x ∈ ωεmax/ε\ω,

wε(x) = L
ln(εmax/ε) − ln(|x|)

ln(εmax/ε)

and
|wε|1,ωεmax/ε\ω ≲ (− ln(ε))−

1
2 |L|.

So we get

|vε|1,Ωε ≲ (− ln(ε))−
1
2 |L|. (A.7)

Finally, we consider ṽε the extension of vε to Ω by L. Since this extension is in H1
0 (Ω), we can use the

Poincaré inequality given by Lemma 3.2,

∥vε∥0,Ωε
≤ ∥ṽε∥0,Ω ≲ |ṽε|1,Ω ≲ |vε|1,Ωε

.

Using equation (A.7), we get the result.

Lemma A.3. For any φ ∈ H
1
2 (∂ωε), the problem

−∆vε = 0 in Ωε,

vε = 0 on ∂Ω,

vε = φ on ∂ωε,

admits a unique weak solution in H1(Ωε). Moreover,

∥vε∥1,Ωε
≲ ∥φ(εx)∥ 1

2 ,∂ω
.

Proof. Once again, this proof is adapted from a similar proof conducted in [[9], Lemma B.2 and Lemma
4.2] for the Stokes problem which is itself inspired from a proof described in [[39], Chapter 3]. Lax-Milgram
theorem allows to prove that the problem{

−∆V = 0 in R2\ω,
V = φ(εx) in ∂ω,

(A.8)

is well posed and has a unique solution in

W 1,2
0 (R2\ω) = {u ∈ D

′
(R2\ω) | ln(ρ)−1u ∈ L2

−1(R2\ω),∇u ∈ L2(R2\ω)}

where
ρ(x) = (1 + |x|2)

1
2
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and
L2
−1(R2\ω) = {u ∈ D

′
(R2\ω) | ρ−1u ∈ L2(R2\ω)},

(see [15] for example). We will try to give an explicit representation of V . By setting −∆V = 0 in ω, the
problem (A.8) has a unique solution in R2 and we have that

−∆V = ∇V · n δ∂ω

in D′
(R2) where n is the exterior normal on ∂ω. Now let us define

W = E ∗ (∇V · n δ∂ω)

where E is the fundamental solution of the Laplace equation given for x ∈ R2\{0} by

E(x) = − ln(|x|)
2π

,

and * is the convolution product. We have

−∆W = ∇V · n δ∂ω

in D′
(R2). Then V −W is a harmonic tempered distribution. A classical result of Fourier analysis states

that harmonic tempered distribution are polynomials (see [12] for example). Then V = L+W with L a
polynomial and for y ∈ R2\ω,

W (y) =

∫
∂ω

t(x)E(y − x)ds(x),

with t(x) = ∇V · n. Using a Taylor development for E, we get

E(y − x) = E(y) −∇E(y − αx) · x

for some α ∈ (0, 1). We then have

W (y) = E(y)

∫
∂ω

t(x)ds(x) −
∫
∂ω

t(x)∇E(y − αx) · xds(x).

Let us denote

U(y) =

∫
∂ω

t(x)∇E(y − αx) · xds(x).

By computation, we get that U(y) = o(1/|y|) when |y| → ∞ so (ln(ρ))−1U ∈ L2
−1(R2\ω). As (ln(ρ))−1V ∈

L2
−1(R2\ω) and (ln(ρ))−1 ̸∈ L2

−1(R2\ω), we necessarily have that∫
∂ω

t(x)ds(x) = 0

and that L is a constant. By computation, we have that for ∥y∥ sufficiently large,

|W (y)| ≲ ∥φ(εx)∥ 1
2 ,∂ω

1

∥y∥
and |∇W (y)| ≲ ∥φ(εx)∥ 1

2 ,∂ω

1

∥y∥2
.

Let A > 0 such that the previous inequality is satisfied for ∥y∥ > A. We have for ∥y∥ > A,

|L| ≲ |V (y)| + ∥φ(εx)∥ 1
2 ,∂ω

1

∥y∥
.

Integrating for ∥y∥ > A, we get

|L|

(∫
∥y∥>A

1

log(∥y∥)2∥y∥2

) 1
2

≲

(∫
∥y∥>A

|V (y)|2

log(∥y∥)2∥y∥2

) 1
2

+ ∥φ(εx)∥ 1
2 ,∂ω

(∫
∥y∥>A

1

log(∥y∥)2∥y∥4

) 1
2

.
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The fact that A is independent of φ and the well-posedness of the problem (A.8) give

|L| ≲ ∥φ(εx)∥ 1
2 ,∂ω

.

Using similar computations as in [[19], Lemma 7.1], we also have

∥W (
x

ε
)∥1,Ωε ≲ ε∥φ(εx)∥ 1

2 ,∂ω
.

We then define zε := vε −W (x
ε ), zε satisfies

−∆zε = 0 in Ωε,

zε = −W (x
ε ) on ∂Ω,

zε = L on ∂ωε.

Using Lemma A.1 and Lemma A.2 we get that

∥zε∥1,Ωε ≲ ∥W (
x

ε
)∥ 1

2 ,∂Ω
+ (− ln(ε))−

1
2 |L|,

≲ ε∥φ(εx)∥ 1
2 ,∂ω

+ (− ln(ε))−
1
2 ∥φ(εx)∥ 1

2 ,∂ω
.

So finally, we get

∥vε∥1,Ωε
≲ ∥zε∥1,Ωε

+ ∥W (
x

ε
)∥1,Ωε

,

≲ ε∥φ(εx)∥ 1
2 ,∂ω

+ (− ln(ε))−
1
2 ∥φ(εx)∥ 1

2 ,∂ω
+ ∥φ(εx)∥ 1

2 ,∂ω
,

∥vε∥1,Ωε
≲ ∥φ(εx)∥ 1

2 ,∂ω
.
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