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Abstract

Given a string T of length n over an alphabet Σ ⊂ {1, 2, . . . , nO(1)} of size σ, we are to preprocess T so that
given a range [i, j], we can return a representation of a shortest string over Σ that is absent in the fragment
T [i] · · ·T [j] of T . We present an O(n)-space data structure that answers such queries in constant time and
can be constructed in O(n logσ n) time.

Keywords: string algorithms, internal queries, shortest absent word, bit parallelism

1. Introduction

Range queries are a classic data structure topic [59, 12, 11]. In 1d, a range query q = f(A, i, j) on an array
of n elements over some set U , denoted by A[1 . . n], takes two indices 1 ≤ i ≤ j ≤ n, a function f defined
over arrays of elements of U , and outputs f(A[i . . j]) = f(A[i], . . . , A[j]). Range query data structures in 1d
can thus be viewed as data structures answering queries on a string in the internal setting, where U is the
considered alphabet.

Internal queries on a string have received much attention in recent years. In the internal setting, we are
asked to preprocess a string T of length n over an alphabet Σ of size σ, so that queries about substrings
of T can be answered efficiently. Note that an arbitrary substring of T can be encoded in O(1) words of
space by the indices i, j of its occurrence as a fragment T [i] · · ·T [j] = T [i . . j] of T . Data structures for
answering internal queries are interesting in their own right, but also have numerous applications in the
design of algorithms and (more sophisticated) data structures. Because of these numerous applications, we
usually place particular emphasis on the construction time—other than on the tradeoff between space and
query time, which is the main focus in the classic data structure literature.

In data structures on strings it is typically assumed that the input alphabet is integer and polynomially
bounded, i.e., it is a subset of {1, 2, . . . , nO(1)} where n is the length of the input string T . One of the
most widely-used internal queries is that of asking for the longest common prefix of two suffixes T [i . . n] and
T [j . . n] of T . The classic data structure for this problem [45] consists of the suffix tree of T [25] and a lowest
common ancestor data structure [37] over the suffix tree. It occupies O(n) space, it can be constructed in
O(n) time, and it answers queries in O(1) time. In the word RAM model of computation with word size
Θ(log n) bits the construction time is not necessarily optimal when the input alphabet is {1, 2, . . . , σ} and
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the string is packed into O(n/ logσ n) machine words. A sequence of works [57, 49, 13] has culminated in
the recent optimal data structure of Kempa and Kociumaka [40]: it occupies O(n/ logσ n) space, it can be
constructed in O(n/ logσ n) time, and it answers queries in O(1) time.

Another fundamental problem in this setting is the internal pattern matching (IPM) problem. It consists
in preprocessing T so that we can efficiently compute the occurrences of a substring U of T in another
substring V of T . For the decision version of the IPM problem, Keller et al. [39] presented a data structure
of nearly-linear size supporting sublogarithmic-time queries. Kociumaka et al. [44] presented a data structure
of linear size supporting constant-time queries when the ratio between the lengths of V and U is bounded
by a constant. The O(n)-time construction algorithm of the latter data structure was derandomized in [42].
In fact, Kociumaka et al. [44], using their efficient IPM queries as a subroutine, managed to show efficient
solutions for other internal problems, such as for computing the periods of a substring (period queries,
introduced in [43]), and for checking whether two substrings are rotations of one another (cyclic equivalence
queries). Other problems that have been studied in the internal setting include string alignment [58, 18],
approximate pattern matching [21], dictionary matching [20, 19], longest common substring [4], counting
palindromes [55], range longest common prefix [3, 1, 46, 34], the computation of the lexicographically minimal
or maximal suffix, and minimal rotation [6, 41], as well as of the lexicographically kth suffix [7]. We refer
the interested reader to the Ph.D dissertation of Kociumaka [42], for a nice exposition.

In this work, we extend this line of research by investigating the following basic internal query, which, to
the best of our knowledge, has not been studied previously. Given a string T of length n over an alphabet
Σ ⊂ {1, 2, . . . , nO(1)}, preprocess T so that given a range [i, j], we can return a shortest string over Σ
that does not occur in T [i . . j]. The latter shortest string is also known as a shortest absent word in the
literature. We work on the standard unit-cost word RAM model with machine word-size w = Θ(log n) bits.
We measure the space used by our algorithms and data structures in machine words, unless stated otherwise.
We assume that we have random access to T and so our algorithms return a constant-space representation
of a shortest string (a witness) consisting of a substring of T and a letter. A näıve solution for this problem
precomputes a table of size O(n2) that stores the answer for every possible query [i, j]. Our main result is
the following theorem.

Theorem 1. Given a string T of length n over an alphabet Σ ⊂ {1, 2, . . . , nO(1)} of size σ, we can construct
in O(n logσ n) time a data structure of size O(n) that, for any given query [a, b], can compute in O(1) time
a shortest string over Σ that does not occur in T [a . . b].

In an earlier conference version of the present paper [8], we have obtained a weaker result: a data
structure of size O((n/k) · log logσ n) that can answer queries in O(log logσ k) time, where k is a user-defined
parameter from [1, log logσ n]. The improved data structure presented in this manuscript combines ideas
from the conference version and the utilization of succinct fusion trees introduced by Grossi et al. [36].

In the related range shortest unique substring problem, defined by Abedin et al. [2], the task is to construct
a data structure over T to be able to answer the following type of online queries efficiently. Given a range
[i, j], return a shortest string with exactly one occurrence (starting position) in [i, j]. Abedin et al. presented
a data structure of size O(n log n) supporting O(logw n)-time queries, where w = Θ(log n) is the word size.
Additionally, Abedin et al. [2] presented a data structure of size O(n) supporting O(

√
n logε n)-time queries,

where ε is an arbitrarily small positive constant.

Our Techniques. For clarity of exposition, in this overview, we skip the time-efficient construction algorithms
of our data structures and only describe how to compute the length of a shortest absent word (without a
witness) in T [a . . b]; note that this length is at most logσ n. Let us also recall that the length of a shortest
absent word of T can be computed in O(n) time using the suffix tree of T [25]. It suffices to traverse the
suffix tree of T recording the shortest string-depth `, where an implicit or explicit node has less than σ
outgoing edges.

First approach: We precompute, for each position i and for each length j ∈ [1, logσ n], the starting
position of the shortest suffix of T [1 . . i] that contains an occurrence of each of the σj distinct words of
length j. Then, a query for the length of a shortest absent word of T [a . . b] reduces to computing the
predecessor of a among the starting positions we have precomputed for position b. By maintaining these
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O(logσ n) starting positions in a fusion tree [32], we obtain a data structure of size O(n logσ n) supporting
queries in O(logw log n) = O(1) time.

Second approach: We precompute, for each length j ∈ [1, logσ n], all minimal fragments of T that contain
an occurrence of each of the distinct σj words of length j. As these fragments are inclusion-free, we can
encode them using two n-bit arrays storing their starting and ending positions in T , respectively. We thus
require O(n) words of space in total over all js. Observe that T [a . . b] does not have an absent word of
length j if and only if it contains a minimal fragment for length j; we can check this condition in O(1) time
after augmenting the computed bit arrays with succinct rank and select data structures [38]. Finally, due
to monotonicity (if T [a . . b] contains all strings of length j + 1 then T contains all strings of length j), we
can binary search for the answer in O(log logσ n) time.

Third approach: We optimize the first approach by utilizing succinct fusion trees to store the sets of
size O(logσ n) associated with positions of T , thus reducing the space on top of the sets to O(n logσ log n).
Instead of storing the O(logσ n)-size sets explicitly, we compute their elements on demand using O(logσ n)
select data structures, each occupying O(n) bits. This leads to an O(n logσ log n)-space solution. In order
to optimize it further, we rely on the following combinatorial observation: if the length of a shortest absent
word of a string X over Σ is λ, we need to append Ω(σd−1 · λ) letters to X in order to obtain a string
with a shortest absent word of length λ+ d. (For intuition, think of |X| as a constant; then, we essentially
need to append the de Bruijn sequence of order d over Σ to X in order to achieve the desired result.) This
observation allows us to lower the memory consumption by truncating all succinct fusion trees at positions
that are not multiples of log log n, by building them only for their first O(log n/ log log n) entries. The total
space thus reduces to O(n) words. A query for the length of a shortest absent word of T [a . . b] is performed
by first checking whether the answer is at most log n/ log log n, which is done using the (truncated) fusion
tree stored at b, and, if not, a query on T [a . . b′] is performed, where b′ is the closest multiple of log log n after
b. It can be shown using the combinatorial observation that the answer for T [a . . b] is within an O(1)-length
range of the answer for T [a . . b′], and it is computed by the data structure from the second approach.

Other Related Work. Let us recall that a string S that does not occur in T is called absent from T , and
if all its proper substrings appear in T it is called a minimal absent word of T . It should be clear that
every shortest absent word is also a minimal absent word. Minimal absent words (MAWs) are used in many
applications [56, 53, 28, 35, 14, 51, 24] and their theory is well developed [48, 27, 29], also from an algorithmic
and data structure point of view [47, 22, 9, 17, 16, 5, 33, 10, 23]. For example, it is well known that, given
two strings X and Y , one has X = Y if and only if X and Y have the same set of MAWs [48].

Paper Organization. Section 2 provides some preliminaries. The first approach is detailed in Section 3 and
the second one in Section 4. Section 5 provides the combinatorial foundations for the third approach, which
is detailed in Section 6. Sections 3–5 have essentially already appeared in the conference version [8] of our
paper; the main difference and novelty lie in Section 6. We conclude with open problems in Section 7.

2. Preliminaries

An alphabet Σ is a finite nonempty set whose elements are called letters. A string (or word) S = S[1 . . n]
is a sequence of length |S| = n over Σ. The empty string ε is the string of length 0. The concatenation of
two strings S and T is the string composed of the letters of S followed by the letters of T ; it is denoted by
S · T or simply by ST . The set of all strings (including ε) over Σ is denoted by Σ∗. The set of all strings
of length k > 0 over Σ is denoted by Σk. For 1 ≤ i ≤ j ≤ n, S[i] denotes the ith letter of S, and the
fragment S[i . . j] denotes an occurrence of the underlying substring P = S[i] · · ·S[j]. We say that P occurs
at (starting) position i in S. A string P is called absent from S if it does not occur in S. A substring S[i . . j]
is a suffix of S if j = n and it is a prefix of S if i = 1.

The following proposition is straightforward (as explained in Section 1).

Proposition 1. Let T be a string of length n over an alphabet Σ ⊂ {1, 2, . . . , nO(1)}. A shortest absent
word of T can be computed in O(n) time.
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Given an array A of n items taken from a totally ordered set, the range minimum query RMQA(`, r) =
arg minA[k] (with 1 ≤ ` ≤ k ≤ r ≤ n) returns the position of the minimal element in A[` . . r]. The following
result is known.

Theorem 2 ([11, 31]). Let A be an array of n integers. A data structure of size 2n+o(n) bits that supports
RMQs on A in O(1) time without the need to store and access A itself can be constructed in O(n) time.

We make use of rank and select data structures constructed over bit vectors. For a bit vector H we define
rankq(i,H) = |{k ∈ [1, i] : H[k] = q}| and selectq(i,H) = min{k ∈ [1, n] : rankq(k,H) = i}, for q ∈ {0, 1}.
The following result is known.

Theorem 3 ([38, 50]). Let H be a bit vector of n bits. A data structure of o(n) additional bits that supports
rank and select queries on H in O(1) time can be constructed in O(n) time.

The static predecessor problem consists in preprocessing a set Y of integers, over an ordered universe U ,
so that, for any integer x ∈ U one can efficiently return the predecessor pred(x) := max{y ∈ Y : y ≤ x}
of x in Y . The successor problem is defined analogously: upon a queried integer x ∈ U , the successor
min{y ∈ Y : y ≥ x} of x in Y is to be returned. Willard and Fredman designed the fusion tree data
structure for this problem [32]. In the dynamic variant of the problem, updates to Y are interleaved with
predecessor and successor queries. Pătraşcu and Thorup [52] presented a dynamic version of fusion trees,
which, in particular, yields an efficient construction of this data structure.

Theorem 4 ([32, 52]). Let Y be a set of at most n w-bit integers. A data structure of size O(n) can be
constructed in O(n logw n) time supporting insertions, deletions, and predecessor queries on Y in O(logw n)
time.

We also use a succinct version of the (static) fusion tree that utilizes only O(n logw) bits on top of a
read-only array Y of length n (in contrast, the fusion tree from Theorem 4 uses O(nw) bits). In this data
structure there is no need to store the array Y explicitly. Instead, Y can be “emulated” by computing
its elements on demand in O(1) time. Albeit it is not explicitly stated in [36, 15], it follows from their
construction that the succinct version can be constructed from a (usual) fusion tree in linear time.

Theorem 5 ([36, 15]). Let Y be a read-only array of at most n w-bit integers and n ≤ wO(1). A data
structure of size O(n logw) bits can be constructed in O(n logw n) time supporting predecessor queries on
the elements of Y in O(logw n) time, provided that a table computable in o(2w) time and independent of the
array has been precomputed.

Note that if we build multiple predecessor queries for sets of w-bit integers using the above theorem,
they can all share a unique table computable in o(2w) time.

If |U | = O(n), then, after an O(n)-time preprocessing, we can answer predecessor queries over the integer
universe U in O(1) time as follows. For each y ∈ Y , we set the yth bit of an initially all-zeros |U |-size bit
vector. We then preprocess this bit vector as in Theorem 3. Then, a predecessor query for any integer x
can be answered in O(1) time due to the following readily verifiable formula: pred(x) = select1(rank1(x)).

The main problem considered in this paper is formally defined as follows.

Internal Shortest Absent Word (ISAW)
Input: A string T of length n over an alphabet Σ ⊂ {1, 2, . . . , nO(1)} of size σ > 1.
Output: Given integers a and b, with 1 ≤ a ≤ b ≤ n, output a shortest string in Σ∗ with no occurrence
in T [a . . b].

If a = b then the answer is trivial. So, in what follows we assume that a < b. Let us also remark that the
output (shortest absent word) can be represented in O(1) space using: either a range [i, j] ⊆ [1, n] and a
letter α of Σ, such that the shortest string in Σ∗ with no occurrence in T [a . . b] is T [i . . j]α; or simply a
range [i, j] ⊆ [1, n] such that the shortest string in Σ∗ with no occurrence in T [a . . b] is T [i . . j].

Example 1. Given the string T = abaabaaabbabbbaaab and the range [a, b] = [8, 14] (shown in red), the
only shortest absent word of T [8 . . 14] is T [i . . j] = T [7 . . 8] = aa.
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3. O(n logσ n) Space and O(1) Query Time

Let T be a string of length n. We define ST (j) as the function counting the cardinality of the set of
length-j substrings of T . This is known as the substring complexity function [26, 54]. Note that ST (j) ≤ n,
for all j. We have the following simple fact.

Fact 6. The length ` of a shortest absent word of a string T of length n over an alphabet of size σ is equal
to the smallest j for which ST (j) < σj and hence ` ∈ [1, blogσ nc].

We denote the set of shortest absent words of T by SAWT . Recall that, by Proposition 1, a shortest
absent word of T can be computed in O(n) time. We denote the length of the shortest absent words of T
by `. By Fact 6, ` ≤ blogσ nc. Since ` is an upper bound on the length of the answer for any ISAW query
on T , in what follows, we consider only lengths in [1, ` − 1]. Let one such length be denoted by j. By
constructing and traversing the suffix tree of T , we can assign to each T [i . . i+ j − 1] its lexicographic rank
in Σj . The time required for each length j is O(n), since the suffix tree of T can be constructed within this
time [25]. Thus, the total time for all lengths j ∈ [1, `− 1] is O(n logσ n) by Fact 6.

We design the following warm-up solution to the ISAW problem. For all j ∈ [1, `− 1] we store an array
RNKj of n integers such that RNKj [i] is equal to the lexicographic rank of T [i . . i+ j−1] in Σj . Then, given
a range [a, b], in order to check if there is an absent word of length j in T [a . . b] we only need to compute
the number of distinct elements in RNKj [a . . b− j+ 1]. It is folklore that using a persistent segment tree, we
can preprocess an array A of n integers in O(n log n) time so that upon a range query [a, b] we can return
the number of distinct elements in A[a . . b] in O(log n) time. Thus, we could use this tool as a black box for
every array RNKj resulting, however, in Ω(log n)-time queries. We improve upon this solution as follows.

We employ a range minimum query (RMQ) data structure [11] over a slight modification of RNKj . For
each j, we have an auxiliary procedure checking whether all strings from Σj occur in T [a . . b] or not (i.e.,
it suffices to check whether any lexicographic rank is absent from the corresponding range). Similar to the
previous solution, we rank the elements of Σj by their lexicographic order. We append RNKj with all integers
in [1, σj ]. Let this array be APPj . By Fact 6, we have that |APPj | ≤ 2n. Then, we construct an array
PREj of size |APPj |: PREj [i] stores the position of the rightmost occurrence of APPj [i] in APPj [1 . . i − 1]
(or 0 if such an occurrence does not exist). This can be done in O(n) time per j by sorting the list of pairs
(T [i . . i+ j − 1], i), for all i, using the suffix tree of T to assign ranks for T [i . . i+ j − 1] and then radix sort
to sort the list of pairs.

We now rely on the following fact.

Fact 7. ST [a. .b](j) = σj if and only if min{PREj [i] : i ∈ [b− j + 2, |PREj |]} ≥ a.

Proof. If the smallest element in PREj [b − j + 2 . . |PREj |], say PREj [k], is such that PREj [k] ≥ a, then all
ranks of elements in Σj occur in APPj [a . . b− j+1]. This is because all elements (ranks) in Σj occur at least
once after b−j+2 (due to appending all integers in [1, σj ] to RNKj), and thus all must have a representative
occurrence after b− j + 2. Inspect Figure 1 for an illustration. (The opposite direction is analogous.)

a b
ranks appended

to RNK

the minimum

PREj

b− j + 2

Figure 1: Illustration of the setting in Fact 7.

The following two examples illustrate the construction of arrays RNKj , APPj , and PREj as well as Fact 7.
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Example 2 (Construction). Let T = abaabaaabbabbbaaab and Σ = {a, b}. The set SAWT of shortest
absent words of T over Σ, each of length ` = 4, is {aaaa, abab, baba, bbbb}. Arrays RNKj , APPj , and PREj ,
for all j ∈ [1, ` − 1], are as depicted in Table 1. For instance, RNK2[15] = APP2[15] = 1 denotes that the

Table 1: Arrays RNKj , APPj , and PREj in Example 2.

i 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19 20 21 22 23 24

T a b a a b a a a b b a b b b a a a b

RNK1 1 2 1 1 2 1 1 1 2 2 1 2 2 2 1 1 1 2

APP1 1 2 1 1 2 1 1 1 2 2 1 2 2 2 1 1 1 2 1 2

PRE1 0 0 1 3 2 4 6 7 5 9 8 10 12 13 11 15 16 14 17 18

RNK2 2 3 1 2 3 1 1 2 4 3 2 4 4 3 1 1 2

APP2 2 3 1 2 3 1 1 2 4 3 2 4 4 3 1 1 2 1 2 3 4

PRE2 0 0 0 1 2 3 6 4 0 5 8 9 12 10 7 15 11 16 17 14 13

RNK3 3 5 2 3 5 1 2 4 7 6 4 8 7 5 1 2

APP3 3 5 2 3 5 1 2 4 7 6 4 8 7 5 1 2 1 2 3 4 5 6 7 8

PRE3 0 0 0 1 2 0 3 0 0 0 8 0 9 5 6 7 15 16 4 11 14 10 13 12

lexicographic rank of aa in Σ2 is 1; and PRE2[15] = 7 denotes that the previous rightmost occurrence of aa
is at position 7.

Example 3 (Fact 7). Let [a, b] = [7, 11] and j = 2 (see Example 2). The smallest element in
{PRE2[11], . . . ,PRE2[21]} is PRE2[15] = 7 ≥ a = 7, which corresponds to rank APP2[15] = 1. Indeed
all other ranks 2, 3, 4 have at least one occurrence within APP2[7 . . 11] = 1, 2, 4, 3, 2.

To apply Fact 7, we construct, in O(n) time, an O(n)-space, O(1)-query-time RMQ data structure over
PREj ; see Theorem 2. This results in O(n`) = O(n logσ n) preprocessing time and space over all j.

For querying, let us observe that σj − ST [a. .b](j), for any T, a, b and increasing j, is non-decreasing. We
can thus apply binary search on j to find the smallest length j such that ST [a. .b](j) < σj . This results
in O(log `) = O(log logσ n) query time. We obtain the following proposition (retrieving a witness shortest
absent word is detailed later).

Proposition 2. Given a string T of length n over an alphabet Σ ⊂ {1, 2, . . . , nO(1)} of size σ, we can
construct a data structure of size O(n logσ n) in O(n logσ n) time, so that if query [a, b] is given, we can
compute a shortest string over Σ that does not occur in T [a . . b] in O(log logσ n) time.

We further improve the query time via employing fusion trees as follows. We create a 2d array FTR[1 . . `−
1][1 . . n] of integers, where

FTR[j][i] = min{PREj [i− j + 2], . . . ,PREj [|PREj |]},

for all j ∈ [1, `− 1] and i ∈ [1, n]. Intuitively, FTR[j][i] is the rightmost index of T such that T [FTR[j][i] . . i]
contains all strings of length j over Σ if such an index exists and 0 otherwise.

Array FTR can be constructed in O(n`) = O(n logσ n) time by scanning each array PREj from right
to left maintaining the minimum. Within the same complexities we also maintain satellite information
specifying the index k ∈ [i− j + 2, |PREj |] where the range minimum FTR[j][i] came from in the sub-array
PREj [i − j + 2 . . |PREj |]. We then construct n fusion trees, one for every collection of ` − 1 integers in
FTR[1 . . `− 1][i]. This takes total preprocessing time and space O(n`) = O(n logσ n) by Theorem 4. Given
the range query [a, b], we need to find the smallest j ∈ [1, ` − 1] such that FTR[j][b] < a. By Theorem 4,
we find where the predecessor of a lies in FTR[1 . . `− 1][b] in O(logw `) time, where w is the word size; this
time cost is O(1) since w = Θ(log n).

We finally retrieve a witness shortest absent word as follows. If there is no j < ` such that FTR[j][b] < a,
then we output any shortest absent word of length ` of T arbitrarily. If such a j < ` exists, by the definition
of FTR[j][b], we output T [FTR[j][b] . .FTR[j][b] + j − 1] if FTR[j][b] > 0 or T [k . . k + j − 1] if FTR[j][b] = 0,
where k is the index of PREj , where the minimum came from. Inspect the following illustrative example.
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Example 4 (Querying). We construct array FTR for T from Example 2. For a given [a, b] we look up
column b, and find the topmost entry whose value is less than a. If all entries have values greater than or
equal to a, we output any element from SAWT arbitrarily.

i 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18

T a b a a b a a a b b a b b b a a a b

FTR[1] 0 1 2 2 4 5 5 5 8 8 10 11 11 11 14 14 14 17

FTR[2] 0 0 0 0 0 0 0 0 0 5 7 7 7 7 7 11 11 13

FTR[3] 0 0 0 0 0 0 0 0 0 0 0 0 0 4 4 4 4 4

If [a, b] = [3, 14] then no entry in column b = 14 is less than a = 3, which means the length of the
shortest absent word is 4; we output one from {aaaa, abab, baba, bbbb} arbitrarily. If [a, b] = [5, 14] then
FTR[3][14] = 4 < 5 so the length of a shortest absent word of T [5 . . 14] is 3; a shortest absent word is
T [FTR[3][14] . .FTR[3][14] + 3− 1] = T [4 . . 6] = aba.

If [a, b] = [7, 9], FTR[2][9] = 0 < 7 so the length of a shortest absent word is 2; a shortest absent word is
T [k . . k + j − 1] = T [9 . . 10] = bb because FTR[2][9] = min{PRE2[9], . . . ,PRE2[|PRE2|]} = PRE2[9] = 0 tells
us that the minimum in this range came from index k = 9.

We obtain the following proposition.

Proposition 3. Given a string T of length n over an alphabet Σ ⊂ {1, 2, . . . , nO(1)} of size σ, we can
construct a data structure of size O(n logσ n) in O(n logσ n) time, so that if query [a, b] is given, we can
compute a shortest string over Σ that does not occur in T [a . . b] in O(1) time.

4. O(n) Space and O(log logσ n) Query Time

Definition 1 (Order-j Fragment). Given a string T over an alphabet of size σ and an integer j, V is called
an order-j fragment of T if and only if V is a fragment of T and SV (j) = σj . V is further called a minimal
order-j fragment of T if SU (j) < σj and SZ(j) < σj for U = V [1 . . |V | − 1] and Z = V [2 . . |V |].

In particular, minimal order-j fragments are pairwise not included in each other. The following fact
follows directly.

Fact 8. Given a string T of length n over an alphabet of size σ and an integer j we have O(n) minimal
order-j fragments. Moreover, an arbitrary fragment F of T has SF [j] = σj if and only if it contains at least
one of these minimal fragments.

For each j ∈ [1, logσ n], we consider all minimal order-j fragments T , separately. We encode the minimal
order-j fragments of T using two bit vectors SPj and EPj , standing for starting positions and ending
positions. Inspect the following example.

Example 5. We consider T from Example 2 and j = 2.

i 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19 20 21

T a b a a b a a a b b a b b b a a a b

APP2 2 3 1 2 3 1 1 2 4 3 2 4 4 3 1 1 2 1 2 3 4

PRE2 0 0 0 1 2 3 6 4 0 5 8 9 12 10 7 15 11 16 17 14 13

SP2 0 0 0 0 1 0 1 0 0 0 1 0 1 0 0 0 0 0

EP2 0 0 0 0 0 0 0 0 0 1 1 0 0 0 0 1 0 1

For instance, SP2[13] = 1 and EP2[18] = 1 denote the minimal order-2 fragment V = T [13 . . 18] =
bbaaab.

We construct a rank and select data structure on SPj and EPj , for all j ∈ [1, `−1] supporting O(1)-time
queries. The overall space is O(n) by Theorem 3 and Fact 6.
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Let us now explain how this data structure enables fast computation of absent words of length j. Given
a range [a, b], by Fact 8, we only need to find whether T [a . . b] contains a minimal order-j fragment. We
can do this in O(1) time using one rank and one select query: t = rank1(a− 1,SPj) + 1 and select1(t,EPj).
The select query returns the ending position of the leftmost minimal order-j fragment that starts after the
position a− 1; it remains to check whether this minimal order-j fragment is inside [a, b].

Example 6. We consider T , SP2 and EP2 from Example 5. Let [a, b] = [5, 14]. We have t = rank1(a −
1,SP2) + 1 = rank1(4,SP2) + 1 = 1, select1(t, SP2) = select1(1,SP2) = 5 < b = 14 and select1(t,EP2) =
select1(1,EP2) = 10 < b = 14, which means T [5, 14] contains a minimal order-2 fragment.

Let us now describe a time-efficient construction of SPj and EPj . We use arrays PREj and APPj of
T , which are constructible in O(n) time (see Section 3). Recall that PREj [i] stores the position of the
rightmost occurrence of rank APPj [i] in APPj [1 . . i − 1] (or 0 if such an occurrence does not exist). We
apply Fact 7 as follows. We start with all bits of SPj and EPj unset. Then, for each b ∈ [1, n] for which
PREj [b− j+ 1] < min{PREj [i] : i ∈ [b− j+ 2, |PREj |]} = a, we set the bth bit of EPj and the ath bit of SPj .
This can be done online in a right-to-left scan of PREj in O(n) time.

Example 7. We consider T , SP2 and EP2 from Example 5. We start by setting b = n = 18 and scan PRE2

from right to left: we have a = 13 because min{PRE2[i] : i ∈ [18, 21]} = 13. This gives fragment T [13 . . 18],
which is minimal since PRE2[b− 1] = PRE2[17] < 13. Then we set b = n− 1 = 17 and have a = 11 because
min{PRE2[i] : i ∈ [17, 21]} = 11. This gives fragment T [11 . . 17], which is not minimal since PRE2[b − 1] =
PRE2[16] ≥ 11. Then we set b = n− 2 = 16 and have a = 11 because min{PRE2[i] : i ∈ [16, 21]} = 11. This
gives fragment T [11 . . 16], which is minimal since PRE2[b− 1] = PRE2[15] < 11 .

Lemma 1. SPj and EPj can be constructed in O(n) time.

For all j, the construction time is O(n`) = O(n logσ n) by Theorem 3, Lemma 1, and Fact 6. All the
arrays SPj and EPj in total occupy O(n`) = O(n logσ n) bits of space, which is O(n) space when measured
in Θ(log n)-bit machine words. We obtain the following lemma.

Lemma 2. Given a string T of length n over an alphabet Σ ⊂ {1, 2, . . . , nO(1)} of size σ, we can construct
a data structure of size O(n) in O(n logσ n) time, so that if query (j, [a, b]) is given, we can check in O(1)
time whether there is any string in Σj that does not occur in T [a . . b], and if so return such a string.

We can now perform binary search on j using Lemma 2 to find the smallest j for which ST [a. .b](j) < σj .
This results in O(log `) = O(log logσ n) query time by Fact 6. It should now be clear that when we find the
j corresponding to the length of a shortest absent word, we can output the length-j suffix of the leftmost
minimal order-j fragment starting after a. Note that outputting this suffix is correct by the definition of
minimal order-j fragments.

Example 8. We consider T , SP2 and EP2 from Example 5. Let [a, b] = [2, 7]. The length of a shortest
absent word of T [2 . . 7] is 2. We output bb, which is the length-2 suffix of the leftmost minimal order-2
fragment T [5 . . 10] = baaabb starting after a = 2.

We obtain the following result.

Proposition 4. Given a string T of length n over an alphabet Σ ⊂ {1, 2, . . . , nO(1)} of size σ, we can
construct a data structure of size O(n) in O(n logσ n) time, so that if query [a, b] is given, we can compute
a shortest string over Σ that does not occur in T [a . . b] in O(log logσ n) time.

5. Combinatorial Insights

A positive integer p is a period of a string S if S[i] = S[i + p] for all i ∈ [1, |S| − p]. We refer to the
smallest period as the period of the string. Let us state the periodicity lemma, one of the most elegant
combinatorial results on strings.
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Lemma 3 (Periodicity Lemma (weak version) [30]). If a string S has periods p and q such that p+ q ≤ |S|,
then gcd(p, q) is also a period of S.

Lemma 4. If all strings in {UW : U ∈ Σk} for W 6= ε occur in some string S, then |S| ≥ |W | · σk/4.

Proof. Let p be the period of W , and let a ∈ Σ be such that the period of aW is also p. All strings ZbW
for a letter b 6= a and Z ∈ Σk−1 must occur in S. Let A = {UW : U ∈ Σk} \ {ZaW : Z ∈ Σk−1}, and note
that it is of size σk − σk−1 ≥ σk/2. The following claim immediately implies the statement of the lemma.

Claim. Let i and j be starting positions of occurrences of different strings UW,VW ∈ A in S, respectively.
Then, we have |j − i| ≥ |W |/2.

Proof. Let us assume, without loss of generality, that j > i. Further, let us assume towards a contradiction
that j − i < |W |/2. Then, j − i is a period of W and p+ j − i ≤ |W | since p ≤ j − i. Therefore, due to the
periodicity lemma (Lemma 3), j − i must be divisible by the period p of W . Hence, V ends with the letter
a and VW /∈ A, a contradiction.

This concludes the proof of this lemma.

Lemma 5. If a shortest absent word of a string X is of length λ, then the length of a shortest absent word
of XY is in [λ, λ+ max{10, 4 + logσ(|Y |/λ)}].

Proof. Let W and W ′ be shortest absent words of X and XY , respectively. Further, let d = |W ′| − |W |. In
order to have d > 0, all strings UW for U ∈ Σd−1 must occur in XY , and hence in X[|X|−|UW |+2 . . |X|]·Y ,
since none of them occurs in X. Lemma 4 implies that |Y |+ λ+ d > λ · σd−1/4. Then, since λ+ d ≤ 2λd
for any positive integers λ, d, we have |Y | > λ · (σd−1/4− 2d). Assuming that d ≥ 10, and since σ ≥ 2, we
conclude that |Y | > λ · σd−1/8. Consequently, logσ(8|Y |/λ) + 1 > d. Since logσ 8 ≤ 3 we get the claimed
bound.

Lemma 6. If a shortest absent word of XY is of length m, a shortest absent word of X is of length λ, and
|Y | ≤ m · τ , for a positive integer τ ≥ 16, then m− λ ≤ 10 + 2 logσ τ .

Proof. From Lemma 5 we have λ ∈ [m −max{10, 4 + logσ(|Y |/λ)},m]. If max{10, 4 + logσ(|Y |/λ)} = 10,
then m− λ ≤ 10 and we are done.

In the complementary case, since |Y | ≤ m · τ , we get the following:

λ ≥ m− logσ(m · τ/λ)− 4 ⇐⇒ λ ≥ m+ logσ λ− logσm− logσ τ − 4.

In particular, λ ≥ m− logσm− logσ τ − 4.
From the above, if m ≤ τ , then m− λ ≤ 4 + 2 logσ τ .
In what follows we assume that m > τ ≥ 16. Rearranging the original equation, and since logσ(·) is an

increasing function and λ ≥ m− logσm− logσ τ − 4, we have

m− λ ≤ 4 + logσ(m · τ/λ) ≤ 4 + logσ

(
m

m− logσm− logσ τ − 4

)
+ logσ τ

≤ 4 + logσ

(
m

m− 2 logσm− 4

)
+ logσ τ.

Then, we have m− 2 logσm− 4 ≥ m/5 since, for any σ ≥ 2, 4x/5− 2 logσ x− 4 is an increasing function on
[16,∞) and positive for x = 16. Hence, m− λ ≤ 4 + logσ 5 + logσ τ ≤ 7 + logσ τ .

By combining the bounds on m− λ we get the claimed bound.
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6. O(n) Space and O(1) Query Time

Our linear-space solution of the ISAW problem with constant query time is an optimization of the
O(n logσ n)-space solution from Section 3 with some “boundary” cases processed using the data structure of
Section 4. Let us first describe a simpler O(n logσ log n)-space data structure, which will be then optimized
using the combinatorial insights from Section 5.

Recall that we denote by ` the length of a shortest absent word of T . The issue with the solution of
Section 3 is that the 2d array FTR[1 . . `− 1][1 . . n], equipped with fusion trees, occupies O(n logσ n) space.
In order to reduce the memory consumption, we store the array FTR implicitly, computing its entries on
demand, and utilize succinct fusion trees from Theorem 5 instead of usual fusion trees.

Recall that FTR[j][i] is the rightmost index of T such that T [FTR[j][i] . . i] contains as substrings all
strings of length j over Σ and it is equal to min{PREj [i− j + 2], . . . ,PREj [|PREj |]}. Therefore, the content
of the 2d array FTR can be “emulated” without storing it explicitly if one can compute in O(1) time
the minima min{PREj [a], . . . ,PREj [|PREj |]}, for any a ∈ [1, n]. For j ∈ [1, ` − 1] and a ∈ [1, n], denote
Mj,a = min{PREj [a], . . . ,PREj [|PREj |]}. Let us fix some j. Since the sequence Mj,1,Mj,2, . . . ,Mj,n is non-
decreasing, we can encode it in a 2n-bit array Bj using the select data structure from Theorem 3 as follows:
we construct Bj (initially empty) by considering a = 1, 2, . . . , n in increasing order and, for each a, we
append to the end of Bj exactly Mj,a −Mj,a−1 zeroes followed by 1, setting Mj,0 = 0 (i.e., we append the
number Mj,a −Mj,a−1 written in unary); then, we have Mj,a = select1(a,Bj)− a.

Example 9. We consider T from Example 2 and j = 2.

i 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19 20 21

T a b a a b a a a b b a b b b a a a b

APP2 2 3 1 2 3 1 1 2 4 3 2 4 4 3 1 1 2 1 2 3 4

PRE2 0 0 0 1 2 3 6 4 0 5 8 9 12 10 7 15 11 16 17 14 13

M2,i 0 0 0 0 0 0 0 0 0 5 7 7 7 7 7 11 11 13

In this case, we have B2 = 1111111110000010011111000011001.

Besides access to the 2d array FTR, the algorithm of Section 3 also required access to the values
arg min{PREj [a], . . . ,PREj [|PREj |]} in order to retrieve a witness shortest absent word. To this end, we
build the 2n-bit RMQ data structure from Theorem 2 on each array PREj ; the data structure does not need
to store the array PREj itself to compute arg min. The arrays Bj , for j ∈ [1, ` − 1], equipped with select
data structures, and the RMQ data structures on arrays PREj , for j ∈ [1, `− 1], can be constructed in total
O(n`) = O(n logσ n) time and they altogether occupy O(n logσ n) bits of space, which is O(n) space when
measured in machine words.

To answer a query [a, b], it suffices to find the smallest j such that FTR[j][b] < a. We do this by finding
where the predecessor of a lies in FTR[1 . . ` − 1][b]. To this end, we constructed n fusion trees: one per
FTR[1 . . `−1][i], resulting in a data structure of size Θ(n`) = O(n logσ n) with O(1) query time. But now we
do not store the arrays FTR[1 . . `−1][i] explicitly, while still having O(1)-time “oracle” access to their entries
on demand. Hence, we can construct a succinct fusion tree of Theorem 5, for each array FTR[1 . . ` − 1][i],
which takes O(` log log n) bits of space since the size of machine words is w = Θ(log n) bits (a shared table
mentioned in Theorem 5 is also precomputed for all the trees in o(2w) = o(n) time).

Thus, all the succinct fusion trees can be constructed in O(n logσ n) time and occupy O(n logσ n log log n)
bits, which is O(n logσ log n) space when measured in Θ(log n)-bit machine words. The ISAW queries are
answered in O(1) time by the same algorithm as in Section 3.

Now we are to further reduce the memory usage of the data structure. We truncate all the arrays
FTR[0 . . ` − 1][i] except those where i is a multiple of blog log nc or i = n: namely, if i is a multiple of
blog log nc or i = n, then the succinct fusion tree for the whole array FTR[1 . . ` − 1][i] is stored, occupying
O(` log log n) bits, by Theorem 5; otherwise (i 6= n is not a multiple of blog log nc), we store the succinct
fusion tree only for the subarray FTR[1 . . dlog n/ log log ne][i], thus taking O(log n) bits, by Theorem 5. In
total, the space used is O( n

log logn` log log n+ n log n) = O(n log n) in bits or O(n) in words.
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In order to answer an ISAW query for T [a . . b], we first check whether the length λ of a shortest absent
word in T [a . . b] is smaller than log n/ log log n by querying the fusion tree of FTR[1 . . dlog n/ log log ne][b].
If it is the case, then we have computed the length λ and we find the absent word itself using RMQs exactly
as in the O(n logσ log n)-space solution described above.

Suppose that λ ≥ log n/ log log n. We compute b′, the successor of b among the positions i for which we
have not truncated FTR[1 . . ` − 1][i]: b′ = min{n, db/blog log nce · blog log nc}. Observe that [a, b] ⊆ [a, b′].
Then, using the fusion tree of FTR[1 . . `−1][b′], we compute the smallest m such that FTR[m][b′] < a. Then,
m is the length of a shortest absent word in T [a . . b′]. Denote X = T [a . . b] and T [a . . b′] = XY where
Y is a suffix of T [a . . b′] of length b′ − b. We obviously have λ ≤ m. Since |Y | = b′ − b < log log n and
m ≥ log n/ log log n, we have |Y | < m. It follows from Lemma 6 that the answer λ is within a range of
length 18 from m. Therefore, λ belongs to the range [m− 18,m] and we can find it in O(1) time using O(1)
queries of the O(n)-space data structure encapsulated by Lemma 2. We thus arrive at the main result of
the paper.

Theorem 1. Given a string T of length n over an alphabet Σ ⊂ {1, 2, . . . , nO(1)} of size σ, we can construct
in O(n logσ n) time a data structure of size O(n) that, for any given query [a, b], can compute in O(1) time
a shortest string over Σ that does not occur in T [a . . b].

7. Open Problems

It remains open whether a data structure for the ISAW problem with the same query time and space
complexities as the one encapsulated in Theorem 1 can be constructed in linear time. Also, it is natural
to pose the following related open problem, which may require the development of fundamentally different
techniques. Given a string T of length n over an alphabet Σ ⊂ {1, 2, . . . , nO(1)}, preprocess T so that given
a range [i, j], we can return a representation of a shortest string over Σ[i,j] that is absent in the fragment
T [i] · · ·T [j] of T , where Σ[i,j] is the set of letters from Σ occurring in the fragment T [i] · · ·T [j].
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[10] Barton, C., Héliou, A., Mouchard, L., Pissis, S.P., 2015. Parallelising the computation of minimal absent words, in: Parallel
Processing and Applied Mathematics - 11th International Conference, PPAM 2015. Revised Selected Papers, Part II,
Springer. pp. 243–253. URL: https://doi.org/10.1007/978-3-319-32152-3_23, doi:10.1007/978-3-319-32152-3\_23.

11

https://doi.org/10.1007/978-3-319-94776-1_51
http://dx.doi.org/10.1007/978-3-319-94776-1_51
http://dx.doi.org/10.1007/978-3-319-94776-1_51
https://doi.org/10.3390/a13110276
http://dx.doi.org/10.3390/a13110276
https://doi.org/10.1016/j.jcss.2014.02.010
http://dx.doi.org/10.1016/j.jcss.2014.02.010
https://doi.org/10.1007/s00453-020-00744-0
http://dx.doi.org/10.1007/s00453-020-00744-0
https://doi.org/10.1109/DCC.2019.00062
http://dx.doi.org/10.1109/DCC.2019.00062
https://doi.org/10.1016/j.tcs.2015.08.023
http://dx.doi.org/10.1016/j.tcs.2015.08.023
https://doi.org/10.1137/1.9781611973730.39
http://dx.doi.org/10.1137/1.9781611973730.39
https://doi.org/10.1186/s12859-014-0388-9
http://dx.doi.org/10.1186/s12859-014-0388-9
https://doi.org/10.1007/978-3-319-32152-3_23
http://dx.doi.org/10.1007/978-3-319-32152-3_23


[11] Bender, M.A., Farach-Colton, M., 2000. The LCA problem revisited, in: LATIN 2000: Theoretical Informatics, 4th
Latin American Symposium, Proceedings, Springer. pp. 88–94. URL: https://doi.org/10.1007/10719839_9, doi:10.
1007/10719839\_9.

[12] Berkman, O., Vishkin, U., 1993. Recursive star-tree parallel data structure. SIAM J. Comput. 22, 221–242. URL:
https://doi.org/10.1137/0222017, doi:10.1137/0222017.

[13] Birenzwige, O., Golan, S., Porat, E., 2020. Locally consistent parsing for text indexing in small space, in: Proceedings of
the 2020 ACM-SIAM Symposium on Discrete Algorithms, SODA 2020, SIAM. pp. 607–626. URL: https://doi.org/10.
1137/1.9781611975994.37, doi:10.1137/1.9781611975994.37.

[14] Chairungsee, S., Crochemore, M., 2012. Using minimal absent words to build phylogeny. Theor. Comput. Sci. 450,
109–116. URL: https://doi.org/10.1016/j.tcs.2012.04.031, doi:10.1016/j.tcs.2012.04.031.
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