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Abstract
In the classic longest common substring (LCS) problem, we are given two strings S and T , each of
length at most n, over an alphabet of size σ, and we are asked to find a longest string occurring as a
fragment of both S and T . Weiner, in his seminal paper that introduced the suffix tree, presented
an O(n log σ)-time algorithm for this problem [SWAT 1973]. For polynomially-bounded integer
alphabets, the linear-time construction of suffix trees by Farach yielded an O(n)-time algorithm
for the LCS problem [FOCS 1997]. However, for small alphabets, this is not necessarily optimal
for the LCS problem in the word RAM model of computation, in which the strings can be stored
in O(n log σ/ log n) space and read in O(n log σ/ log n) time. We show that, in this model, we can
compute an LCS in time O(n log σ/

√
log n), which is sublinear in n if σ = 2o(

√
log n) (in particular,

if σ = O(1)), using optimal space O(n log σ/ log n).
We then lift our ideas to the problem of computing a k-mismatch LCS, which has received

considerable attention in recent years. In this problem, the aim is to compute a longest substring of S

that occurs in T with at most k mismatches. Flouri et al. showed how to compute a 1-mismatch LCS
in O(n log n) time [IPL 2015]. Thankachan et al. extended this result to computing a k-mismatch
LCS in O(n logk n) time for k = O(1) [J. Comput. Biol. 2016]. We show an O(n logk−1/2 n)-time
algorithm, for any constant k > 0 and irrespective of the alphabet size, using O(n) space as the
previous approaches. We thus notably break through the well-known n logk n barrier, which stems
from a recursive heavy-path decomposition technique that was first introduced in the seminal paper
of Cole et al. [STOC 2004] for string indexing with k errors.
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1 Introduction

In the classic longest common substring (LCS) problem, we are given two strings S and T ,
each of length at most n, over an alphabet of size σ, and we are asked to find a longest string
occurring as a fragment of both S and T . The problem was conjectured by Knuth to require
Ω(n log n) time until Weiner, in his paper introducing the suffix tree [66], showed that the
LCS problem can be solved in O(n) time when σ is constant via constructing the suffix tree
of string S#T , for a sentinel letter #. Later, Farach showed that if σ is not constant, the
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2 Faster Algorithms for Longest Common Substring

suffix tree can be constructed in linear time in addition to the time required for sorting its
letters [35]. This yielded an O(n)-time algorithm for the LCS problem in the word RAM
model for polynomially-bounded integer alphabets. While Farach’s algorithm for suffix tree
construction is optimal for all alphabets (the suffix tree by definition has size Θ(n)), the
same does not hold for the LCS problem. We were thus motivated to answer the following
basic question:

Can the LCS problem be solved in o(n) time when log σ = o(log n)?
We consider the word RAM model and assume an alphabet [0, σ). Any string of length n

can then be stored in O(n log σ/ log n) space and read in O(n log σ/ log n) time. Note that if
log σ = Θ(log n), one requires Θ(n) time to read the input. We answer this basic question
positively when log σ = o(

√
log n):

▶ Theorem 1. Given two strings S and T , each of length at most n, over an alphabet [0, σ),
we can solve the LCS problem in O(n log σ/

√
log n) time using O(n/ logσ n) space.

We also consider the following generalisation of the LCS problem that allows mismatches.

k-Mismatch Longest Common Substring (k-LCS)
Input: Two strings S, T of length up to n over an integer alphabet and an integer k.
Output: A pair S′, T ′ of substrings of S and T , respectively, with Hamming distance
(i.e., number of mismatches) at most k and maximal length.

Flouri et al. presented an O(n log n)-time algorithm for the 1-LCS problem [37]. (Earlier
work on this problem includes [6].) This was generalised by Thankachan et al. [63] to an
algorithm for the k-LCS problem that works in O(n logk n) time if k = O(1). Both algorithms
use O(n) space. In [26], Charalampopoulos et al. presented an O(n + n logk+1 n/

√
ℓ)-time

algorithm for k-LCS with k = O(1), where ℓ is the length of a k-LCS. For general k, Flouri et
al. presented an O(n2)-time algorithm that uses O(1) additional space [37]. Grabowski [43]
presented two algorithms with running times O(n((k + 1)(ℓ0 + 1))k) and O(n2k/ℓk), where
ℓ0 and ℓk are, respectively, the length of an LCS of S and T and the length of a k-LCS of S

and T . Abboud et al. [1] employed the polynomial method to obtain a k1.5n2/2Ω(
√

log n/k)-
time randomised algorithm. In [52], Kociumaka et al. showed that, assuming the Strong
Exponential Time Hypothesis (SETH) [48, 49], no strongly subquadratic-time solution for
k-LCS exists for k = Ω(log n). The authors of [52] additionally presented a subquadratic-time
2-approximation algorithm for k-LCS for general k.

Analogously to Weiner’s solution to the LCS problem via suffix trees, the algorithm of
Thankachan et al. [63] builds upon the ideas of the k-errata tree, which was introduced
by Cole et al. [32] in their seminal paper for indexing a string of length n with the aim of
answering pattern matching queries with up to k mismatches. For constant k, the size of the
k-errata tree is O(n logk n). (Note that computing a k-LCS using the k-errata tree directly
is not straightforward as opposed to computing an LCS using the suffix tree.)

We show the following result, breaking through the n logk n barrier, for any constant
integer k > 0 and irrespective of the alphabet size. Note that, in the word RAM, the letters
of S and T can be renumbered in O(n log log n) time [45] so that they belong to [0, σ).

▶ Theorem 2. Given two strings S and T , each of length at most n, and a constant integer
k > 0, the k-LCS problem can be solved in O(n logk−1/2 n) time using O(n) space.

Notably, on the way to proving the above theorem, we improve upon [26] by showing
an O(n + n logk+1 n/ℓ)-time algorithm for k-LCS with k = O(1), where ℓ is the length of a
k-LCS. (Our second summand is smaller by a

√
ℓ multiplicative factor compared to [26].)
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Our Techniques

At the heart of our approaches lies the following Two String Families LCP Problem.
(Here, the length of the longest common prefix of two strings U and V is denoted by
LCP(U, V ); see Preliminaries for a precise definition of compacted tries.)

Two String Families LCP Problem
Input: Compacted tries T (F1), T (F2) of F1, F2 ⊆ Σ∗ and two sets P, Q ⊆ F1 × F2,
with |P|, |Q|, |F1|, |F2| ≤ N .
Output: The value
maxPairLCP(P, Q) = max{LCP(P1, Q1) + LCP(P2, Q2) : (P1, P2) ∈ P, (Q1, Q2) ∈ Q}.

This abstract problem was introduced in [26]. Its solution, shown in the lemma below, is
directly based on a technique that was used in [20, 34] and then in [37] to devise an O(n log n)-
time solution for 1-LCS. In particular, Lemma 3 immediately implies an O(n log n)-time
algorithm for 1-LCS.

▶ Lemma 3 ([26, Lemma 3]). The Two String Families LCP Problem can be solved in
O(N log N) time and O(N) space.1

In the algorithm underlying Lemma 3, for each node v of T (F1) we try to identify a
pair of elements, one from P and one from Q, whose first components are descendants of
v and the LCP of their second components is maximised. The algorithm traverses T (F1)
bottom-up and uses mergeable height-balanced trees with O(N log N) total merging time to
store elements of pairs; see [21].

An o(N log N) time solution to the Two String Families LCP Problem is not known
and devising such an algorithm seems hard. The key ingredient of our algorithms is an
efficient solution to the following special case of the problem. We say that a family of string
pairs P is an (α, β)-family if each (U, V ) ∈ P satisfies |U | ≤ α and |V | ≤ β.

▶ Lemma 4. An instance of the Two String Families LCP Problem in which P and Q
are (α, β)-families can be solved in time O(N(α + log N)(log β +

√
log N)/ log N) and space

O(N + Nα/ log N).

The algorithm behind this solution uses a wavelet tree of the first components of P ∪ Q.

Solution to LCS. For the LCS problem, we design three different algorithms depending
on the length of the solution. For short LCS (≤ 1

3 logσ n), we employ a simple tabulation
technique. For long LCS (≥ log4 n), we employ the technique of Charalampopoulos et al. [26]
for computing a long k-LCS, plugging in the sublinear LCE data structure of Kempa and
Kociumaka [50]. Both of these solutions work in O(n/ logσ n) time.

As for medium-length LCS, let us first consider a case when the strings do not contain
highly periodic fragments. In this case, we use the string synchronising sets of Kempa
and Kociumaka [50] to select a set of O(n

τ ) anchors over S and T , where τ = Θ(logσ n),
such that for any common substring U of S and T of length ℓ ≥ 3τ − 1, there exist
occurrences S[iS . . jS ] and T [iT . . jT ] of U , for which we have anchors aS ∈ [iS , jS ] and
aT ∈ [iT , jT ] with aS − iS = aT − iT ≤ τ . For each anchor a in S, we add a string pair
((S[a − τ . . a))R, S[a . . a + β)) to P (and similarly for T and Q). This lets us apply Lemma 4

1 The original formulation of [26, Lemma 3] does not discuss the space complexity. However, it can be
readily verified that the underlying algorithm, described in [34, 37], uses linear space.
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with N = O(n/τ), α = O(τ), and β = O(log4 n). In the periodic case, we cannot guarantee
that aS − iS = aT − iT is small, but we can obtain a different set of anchors based on
maximal repetitions (runs) that yields multiple instances of the Two String Families
LCP Problem, which have extra structure leading to a linear-time solution.

Solution to k-LCS. In this case we also obtain a set of O(n/ℓ) anchors, where ℓ is the
length of k-LCS. If the common substring is far from highly periodic, we use a synchronising
set for τ = Θ(ℓ), and otherwise we generate anchors using a technique of misperiods that was
initially introduced for k-mismatch pattern matching [19, 29]. Now the families P, Q need
to consist not simply of substrings of S and T , but rather of modified substrings generated
by an approach that resembles k-errata trees [32]. This requires combining the ideas of
Thankachan et al. [63] and Charalampopoulos et al. [26]; this turns out to be technically
challenging in order to stay within linear space. We apply Lemma 3 or Lemma 4 depending
on the length ℓ, which allows us to break through the n logk n barrier for k-LCS.

Other Related Work

A large body of work has been devoted to exploiting bit-parallelism in the word RAM model
for string matching [7, 61, 59, 38, 39, 51, 15, 23, 9, 16, 11, 18, 42, 12, 17].

Other results on the LCS problem include the linear-time computation of an LCS of
several strings over an integer alphabet [46], trade-offs between the time and the working
space for computing an LCS of two strings [13, 53, 60], and the dynamic maintenance of
an LCS [2, 3, 27]. Very recently, a strongly sublinear-time quantum algorithm and a lower
bound for the quantum setting were shown [41]. The k-LCS problem has also been studied
under edit distance and subquadratic-time algorithms for k = o(log n) are known [62, 4].

The problem of indexing a string of length n over an alphabet [0, σ) in sublinear time in
the word RAM model, with the aim of answering pattern matching queries, has attracted
significant attention. Since by definition the suffix tree occupies Θ(n) space, alternative
indexes have been sought. The state of the art is an index that occupies O(n log σ/ log n)
space and can be constructed in O(n log σ/

√
log n) time [50, 57]. Interestingly, the running

time of our algorithm (Theorem 1) matches the construction time of this index. Note that, in
contrast to suffix trees, such indexes cannot be used directly for computing an LCS. Intuitively,
these indexes sample suffixes of the string to be indexed, and upon a pattern matching query,
they have to treat separately the first O(logσ n) letters of the pattern.

As for k-mismatch indexing, for k = O(1), a k-errata tree occupies O(n logk n) space, can
be constructed in O(n logk+1 n) time, and supports pattern matching queries with at most k

mismatches in O(m+logk n log log n+occ) time, where m is the length of the pattern and occ
is the number of the reported pattern occurrences. Other trade-offs for this problem, in which
the product of space and query time is still Ω(n log2k n), were shown in [25, 64], and solutions
with O(n) space but Ω(min{n, σkmk−1})-time queries were presented in [24, 30, 47, 65].
More efficient solutions for k = 1 are known (see [10] and references therein). Cohen-Addad
et al. [31] showed that, under SETH, for k = Θ(log n) any indexing data structure that can
be constructed in polynomial time cannot have O(n1−δ) query time, for any δ > 0. They
also showed that in the pointer machine model, for k = o(log n), exponential dependency on
k either in the space or in the query time cannot be avoided (for the reporting version of the
problem). We hope that our techniques can fuel further progress in k-mismatch indexing.
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2 Preliminaries

Strings. Let T = T [1]T [2] · · · T [n] be a string (or text) of length n = |T | over an alphabet
Σ = [0, σ). The elements of Σ are called letters.

By ε we denote the empty string. For two positions i and j of T , we denote by T [i . . j] the
fragment of T that starts at position i and ends at position j (the fragment is empty if i > j).
A fragment of T is represented using O(1) space by specifying the indices i and j. We define
T [i . . j) = T [i . . j−1] and T (i . . j] = T [i+1 . . j]. The fragment T [i . . j] is an occurrence of the
underlying substring P = T [i] · · · T [j]. We say that P occurs at position i in T . A prefix of T

is a fragment of T of the form T [1 . . j] and a suffix of T is a fragment of T of the form T [i . . n].
We denote the reverse string of T by T R, i.e., T R = T [n]T [n − 1] · · · T [1]. By UV we denote
the concatenation of two strings U and V , i.e., UV = U [1]U [2] · · · U [|U |]V [1]V [2] · · · V [|V |].

A positive integer p is called a period of a string T if T [i] = T [i + p] for all i ∈ [1, |T | − p].
We refer to the smallest period as the period of the string, and denote it by per(T ). A string
T is called periodic if per(T ) ≤ |T |/2 and aperiodic otherwise. A run in T is a periodic
substring that cannot be extended (to the left nor to the right) without an increase of its
shortest period. All runs in a string can be computed in linear time [8, 54].

▶ Lemma 5 (Periodicity Lemma (weak version) [36]). If a string S has periods p and q such
that p + q ≤ |S|, then gcd(p, q) is also a period of S.

Tries. Let M be a finite set containing m > 0 strings over Σ. The trie of M, denoted
by R(M), contains a node for every distinct prefix of a string in M; the root node is ε;
the set of leaf nodes is M; and edges are of the form (u, α, uα), where u and uα are nodes
and α ∈ Σ. The compacted trie of M, denoted by T (M), contains the root, the branching
nodes, and the leaf nodes of R(M). Each maximal branchless path segment from R(M) is
replaced by a single edge, and a fragment of a string M ∈ M is used to represent the label of
this edge in O(1) space. The best known example of a compacted trie is the suffix tree [66].
Throughout our algorithms, M always consists of a set of substrings or modified substrings
with k = O(1) modifications (see Section 5 for a definition) of a reference string. The value
val(u) of a node u is the concatenation of labels of edges on the path from the root to u,
and the string-depth of u is the length of val(u). The size of T (M) is O(m). We use the
following well-known construction (cf. [33]).

▶ Lemma 6. Given a sorted list of N strings with longest common prefixes between pairs of
consecutive strings, the compacted trie of the strings can be constructed in O(N) time.

Packed strings. We assume the unit-cost word RAM model with word size w = Θ(log n)
and a standard instruction set including arithmetic operations, bitwise Boolean operations,
and shifts. We count the space complexity of our algorithms in machine words used by the
algorithm. The packed representation of a string T over alphabet [0, σ) is a list obtained by
storing Θ(logσ n) letters per machine word thus representing T in O(|T |/ logσ n) machine
words. If T is given in the packed representation we simply say that T is a packed string.

String synchronising sets. Our solution uses the string synchronising sets introduced
by Kempa and Kociumaka [50]. Informally, in the simpler case that T is cube-free, a τ -
synchronising set of T is a small set of synchronising positions in T such that each length-τ
fragment of T contains at least one synchronising position, and the leftmost synchronising
positions within two sufficiently long matching fragments of T are consistent.
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Formally, for a string T and a positive integer τ ≤ 1
2 n, a set A ⊆ [1, n − 2τ + 1] is a

τ -synchronising set of T if it satisfies the following two conditions:
1. If T [i . . i + 2τ) = T [j . . j + 2τ), then i ∈ A if and only if j ∈ A.
2. For i ∈ [1, n − 3τ + 2], A ∩ [i, i + τ) = ∅ if and only if per(T [i . . i + 3τ − 2]) ≤ 1

3 τ .

▶ Theorem 7 ([50, Proposition 8.10, Theorem 8.11]). For a string T ∈ [0, σ)n with σ = nO(1)

and τ ≤ 1
2 n, there exists a τ -synchronising set of size O(n/τ) that can be constructed in O(n)

time or, if τ ≤ 1
5 logσ n, in O(n/τ) time if T is given in a packed representation.

As in [50], for a τ -synchronising set A, let succA(i) := min{j ∈ A ∪ {n − 2τ + 2} : j ≥ i}.

▶ Lemma 8 ([50, Fact 3.2]). If p = per(T [i . . i + 3τ − 2]) ≤ 1
3 τ , then T [i . . succA(i) + 2τ − 1)

is the longest prefix of T [i . . |T |] with period p.

▶ Lemma 9 ([50, Fact 3.3]). If a string U with |U | ≥ 3τ − 1 and per(U) > 1
3 τ occurs at

positions i and j in T , then succA(i) − i = succA(j) − j ≤ |U | − 2τ .

A τ -run R is a run of length at least 3τ − 1 with period at most 1
3 τ . The Lyndon root of

R is the lexicographically smallest cyclic shift of R[1 . . per(R)]. The proof of the following
lemma resembles an argument given in [50, Section 6.1.2].

▶ Lemma 10. For a positive integer τ , a string T ∈ [0, σ)n contains O(n/τ) τ -runs.
Moreover, if τ ≤ 1

9 logσ n, given a packed representation of T , we can compute all τ -runs in
T and group them by their Lyndon roots in O(n/τ) time. Within the same complexities, for
each τ -run, we can compute the two leftmost occurrences of its Lyndon root.

Proof. The first claim of the lemma follows by the periodicity lemma (Lemma 5). Recall
that a τ -run is a run of length at least 3τ − 1 with period at most 1

3 τ . Suppose, towards
a contradiction, that two distinct τ -runs overlap by more than 2

3 τ positions. By the fact
that their periods are at most 1

3 τ and an application of the periodicity lemma (Lemma 5),
we obtain that these two τ -runs cannot be distinct as they share the same shortest period;
a contradiction. This implies that two distinct τ -runs can overlap by no more than 2

3 τ

positions. In turn, this implies that T contains O(n/τ) runs.
Let us now show how to efficiently compute τ -runs. We first compute a τ -synchronising set

A in O(n/τ) time using Theorem 7. By the definition of such a set, a position i ∈ [1, n−3τ +2]
in T is a starting position of a τ -run if and only if [i, i + τ) ∩ A = ∅ and i − 1 ∈ A. The period
of this τ -run is equal to p = per(T [i . . i + 3τ − 2]). Then, by Lemma 8, the longest prefix of
T [i . . n] with period p is T [i . . succA(i) + 2τ − 2]. Using these conditions, we can compute all
τ -runs in O(n/τ) time in a single scan of A. (We assume that T is concatenated with 3τ

occurrences of a letter not occurring in T and ignore any τ -run containing such letters.)
We now show how to group all τ -runs by Lyndon roots. By the conditions of the statement,

there are no more than σ3τ ≤ n1/3 distinct strings of length 3τ − 1. We generate all of
them, and for each of them that is periodic we compute its Lyndon root in O(n1/3 logσ n)
time in total [8]. We store these pairs in a table: the index is the string and the value is
the Lyndon root. As the Lyndon root of a τ -run T [i . . j] coincides with the Lyndon root of
T [i . . i + 3τ − 2], we can group all τ -runs as desired using this table in O(n/τ) time. This is
because T [i . . i + 3τ − 2] can be read in O(1) time in the word RAM model, and so each
τ -run is processed in O(1) time.

Similarly, within the same tabulation process, in O(τ) time, for each distinct string S of
length 3τ − 1 with Lyndon root R, we compute and store the position iR of the leftmost
occurrence of R in S [8]. Then, for each τ -run T [a . . b] with period p and Lyndon root R, we
can obtain, due to periodicity, in O(1) time the starting positions a+ iR −1 and a+ iR +p−1
of the two leftmost occurrences of R in T [a . . b]. ◀
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▶ Theorem 11 ([50, Theorem 4.3]). Given a packed representation of T and a τ -synchronising
set A of T of size O(n/τ) for τ = O(logσ n), we can compute in O(n/τ) time the lexicographic
order of all suffixes of T starting at positions in A.

We often want to preprocess a string T to be able to answer queries of the form
LCP(T [i . . n], T [j . . n]) [55]. For this case, there exists an optimal data structure that
applies synchronising sets.

▶ Theorem 12 ([50, Theorem 5.4]). Given a packed representation of a string T ∈ [0, σ)n,
LCP queries on T can be answered in O(1) time after O(n/ logσ n)-time preprocessing.

3 Sublinear-Time LCS

We provide different solutions depending on the length ℓ of an LCS. Lemmas 13, 14, and 19
directly yield Theorem 1.

3.1 Solutions for Short and Long LCS
▶ Lemma 13. The LCS problem can be solved in O(n/ logσ n) time if ℓ ≤ 1

3 logσ n.

Proof. Let us set m = ⌈ 1
3 logσ n⌉. We use the so-called standard trick: we split both S and

T into O(n/m) fragments, each of length 2m (perhaps apart from the last one), starting
at positions equal to 1 mod m. For each of the strings, we obtain at most σ2m = O(n2/3)
distinct substrings. For each of the two strings, we can compute the distinct such substrings
in O(n/m + n2/3) time; let S1, . . . , Sp and T1, . . . , Tq be the resulting substrings. Then
the problem reduces to computing the LCS of strings X = S1 a1 S2 a2 . . . Sp ap and Y =
T1 b1 T2 b2 . . . Tq bq for distinct letters a1, . . . , ap, b1, . . . , bq. Strings X and Y have length
O(n2/3m) and their LCS can be computed in linear time by constructing the suffix tree
of X#Y , where # /∈ Σ [35]. Thus, the overall time complexity is O(n/m + n2/3m) =
O(n/ logσ n). ◀

The proof of the following lemma, for the case where an LCS is long, i.e., of length
ℓ = Ω( log4 n

log2 σ
), uses difference covers and the O(N log N)-time solution to the Two String

Families LCP Problem. This proof closely follows [26].

▶ Lemma 14. The LCS problem can be solved in O(n/ logσ n) time if ℓ = Ω( log4 n
log2 σ

).

Before proceeding to the proof, we need to introduce difference covers. We say that a
set D ⊆ Z+ is a d-cover if there is a constant-time computable function h such that for
positive integers i, j we have 0 ≤ h(i, j) < d and i + h(i, j), j + h(i, j) ∈ D. The following
fact synthesises a well-known construction implicitly used in [22], for example.

▶ Theorem 15 ([56, 22]). For each positive integer d there is a d-cover D such that D ∩ [1, n]
is of size O( n√

d
) and can be constructed in O( n√

d
) time.

Proof of Lemma 14. Let us assume that the answer to LCS is of length ℓ ≥ d for some
parameter d. We first compute a d-cover D of [1, n] in O(n/

√
d) time. Let us now consider a

position i from S and a position j from T . We have that 0 ≤ h(i, j) < d and i + h(i, j), j +
h(i, j) ∈ D. Hence, if we want to find an LCS whose length is at least d, we can use the
elements of the d-cover as anchors between occurrences of the sought LCS, the length of
which equals

max
i,j∈D

{LCP((S[1 . . i))R, (T [1 . . j))R) + LCP(S[i . . n], T [j . . m])}. (1)
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As also done in [26], we set:
P := {((S[1 . . i))R, S[i . . |S|]) : i ∈ D}, Q := {((T [1 . . i))R, T [i . . |T |]) : i ∈ D}, and
F := {U : (U, V ) ∈ P ∪ Q or (V, U) ∈ P ∪ Q}.

It is then readily verified that, after building the compacted trie T (F), evaluating Equa-
tion (1) reduces to solving the Two String Families LCP Problem for P, Q and
F1 = F2 = F with N = O(|D|) = O(n/

√
d). In order to build T (F), due to Lemma 6, it

suffices to sort the elements of F lexicographically and answer LCP queries between consec-
utive elements in the resulting sorted list. To this end, we first preprocess S#1SR#2T #3T R,
where #i ̸∈ Σ for all i are distinct letters, in O(n/ logσ n) time as in Theorem 12, in order to
allow for O(1)-time LCP queries. Then, we employ merge sort in order to sort the elements
of F , performing each comparison using an LCP query. This step requires O(|F| log |F|) time.
Then, answering LCP queries for consecutive elements requires O(|F|) time in total. We
finally employ Lemma 3. We have that each of P , Q, and F is of size at most N = O(n/

√
d).

The overall time complexity is

O (N log N + n/ logσ n) = O(n log n/
√

d + n/ logσ n),

which is O(n/ logσ n) if d = Ω( log4 n
log2 σ

). ◀

▶ Remark 16. The only modification compared to the solution of [26] lies in the construction
of T (F). In [26], T (F) is extracted from the generalised suffix tree of strings S, T , SR, and
T R, which we cannot afford to construct, as its construction requires Ω(n) time.

3.2 Solution for Medium-Length LCS

We now give a solution to the LCS problem for ℓ ∈ [ 1
3 logσ n, 2

√
log n]. We first construct three

subsets of positions in S$T , where $ ̸∈ Σ, of size O(n/ logσ n) as follows. For τ = ⌊ 1
9 logσ n⌋,

let AI be a τ -synchronising set of S$T . For each τ -run in S$T , we insert to AII the starting
positions of the first two occurrences of the Lyndon root of the τ -run and to AIII the last
position of the τ -run. The elements of AII and AIII store the τ -run they originate from.
Finally, we denote AS

j = Aj ∩ [1, |S|] and AT
j = {a − |S| − 1 : a ∈ Aj , a > |S| + 1} for

j = I, II , III . The following lemma shows that there exists an LCS of S and T for which
AI ∪ AII ∪ AIII is a set of anchors that satisfies certain distance requirements.

▶ Lemma 17. If an LCS of S and T has length ℓ ≥ 3τ , then there exist positions iS ∈ [1, |S|],
iT ∈ [1, |T |], a shift δ ∈ [0, ℓ), and j ∈ {I, II , III } such that S[iS . . iS + ℓ) = T [iT . . iT + ℓ),
iS + δ ∈ AS

j , iT + δ ∈ AT
j , and

if j = I, then δ ∈ [0, τ);
if j = II , then S[iS . . iS + ℓ) is contained in the τ -run from which iS + δ ∈ AS originates;
if j = III , then δ ≥ 3τ −1 and S[iS . . iS +δ] is a suffix of the τ -run from which iS +δ ∈ AS

originates.

Proof. By the assumption, there exist iS ∈ [1, |S|] and iT ∈ [1, |T |] such that S[iS . . iS +ℓ) =
T [iT . . iT + ℓ). Let us choose any such pair (iS , iT ) minimising the sum iS + iT . We have
the following cases.
1. If per(S[iS . . iS + 3τ − 2]) > 1

3 τ , then, by the definition of a τ -synchronising set, in this
case there exist some elements aS ∈ AS

I ∩ [iS , iS + τ) and aT ∈ AT
I ∩ [iT , iT + τ). Let us

choose the smallest such elements. By Lemma 9, we have aS − iS = aT − iT .
2. Else, p = per(S[iS . . iS + 3τ − 2]) ≤ 1

3 τ . We have two subcases.
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a. If p = per(S[iS . . iS + ℓ)), then, by the choice of iS and iT there exists a τ -run RS in
S that starts at position in (iS − p . . iS ] and a τ -run RT in T that starts at position
in (iT − p . . iT ]. Moreover, by Lemma 5, both runs have equal Lyndon roots. For each
X ∈ {S, T}, let us choose aX as the leftmost starting position of a Lyndon root of
RX that is ≥ iX . We have aS − iS = aT − iT ∈ [0, 1

3 τ). Each position aX will be the
starting position of the first or the second occurrence of the Lyndon root of RS , so
aS ∈ AS

II and aT ∈ AT
II .

b. Else, p ̸= per(S[iS . . iS + ℓ)). We have d = min{b ≥ p : S[iS + b] ̸= S[iS + b − p]} < ℓ

(and d ≥ 3τ − 1). In this case, aS = iS + d − 1 and aT = iT + d − 1 are the
ending positions of τ -runs with period p in S and T , respectively, so aS ∈ AS

III and
aT ∈ AT

III . ◀

Case j = I from the above lemma corresponds to the Two String Families LCP
Problem with P and Q being (τ, 2

√
log n)-families. Let us introduce a variant of the Two

String Families LCP Problem that intuitively corresponds to the case j ∈ {II , III }. A
family of string pairs P is called a prefix family if there exists a string Y such that, for each
(U, V ) ∈ P , U is a prefix of Y . We arrive at this special case with first components of P and
Q being prefixes of some cyclic shift of a power of a (common) Lyndon root of τ -runs.

▶ Lemma 18. An instance of the Two String Families LCP Problem in which P ∪ Q
is a prefix family can be solved in O(N) time.

Proof. By traversing T (F2) we can compute in O(N) time a list R being a union of sets P
and Q in which the second components are ordered lexicographically.

Consider an element e = (U, V ) ∈ P. Let lex-pred(e) = (Y1, Y2) be the predecessor of e

in R that originates from Q and satisfies |Y1| ≥ |U |. Similarly, let lex-succ(e) = (Z1, Z2) be
the successor of e in R that originates from Q and satisfies |Z1| ≥ |U | (inspect Figure 1).
Further, let λ(e) = max{LCP(U, Y1) + LCP(U, Y2), LCP(V, Z1) + LCP(V, Z2)}. We also define
the same notations for e ∈ Q with P and Q swapped around.

▷ Claim. maxPairLCP(P, Q) = maxe∈P∪Q λ(e).

Proof. First, we clearly have maxPairLCP(P, Q) ≥ maxe∈P∪Q λ(e).
Let (P1, P2) ∈ P and (Q1, Q2) ∈ Q be such that

LCP(P1, Q1) + LCP(P2, Q2) = maxPairLCP(P, Q).

Without loss of generality, let us assume that |P1| ≤ |Q1| and that (Q1, Q2) precedes (P1, P2)
in R.

Let (Y1, Y2) = lex-pred((P1, P2)). Now, we have LCP(P1, Y1) = |P1| ≥ LCP(P1, Q1), since
P1 and Y1 are prefixes of the same string and |P1| ≤ |Y1|. Further, we have LCP(P2, Y2) ≥
LCP(P2, Q2) since (Q1, Q2), (Y1, Y2), and (P1, P2) appear in R in this order. Thus, we get

maxPairLCP(P, Q) = LCP(P1, Q1) + LCP(P2, Q2) ≤
LCP(P1, Y1) + LCP(P2, Y2) ≤ max

e∈P∪Q
λ(e),

which concludes the proof of this claim. ◁

To compute lex-succ(e) and lex-pred(e) for each e ∈ P ∪ Q we proceed as follows. We
process the list R in the order of non-decreasing lengths with respect to the first component.
After processing all elements e of some length, we remove them from R.
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UR V

predecessor

successor

Y1
R

Z1
R

Y2

Z2

Figure 1 The setting in Lemma 18 on list R. With red colour we denote the elements of P and
with blue colour the elements of Q. For element e = (U, V ) from Q, we have that Y1 from P is the
predecessor with |Y1| ≥ |U | and Z1 from P is the successor with |Z1| ≥ |U |.

We maintain the list R using the data structure of Gabow and Tarjan [40] for a special
case of the union-find problem, in which the sets are formed by consecutive integers. Let us
think of elements originating from P to be coloured by red and elements originating from Q
to be coloured by blue. The sets the union-find data structure is initialised with correspond
to maximal sequences of elements of the same colour in R. Each set has as an id its smallest
element. Each set also maintains the following satellite information: pointers to the head
and to the tail of a list of all non-deleted elements in this set. Every element of R stores a
pointer to the element in the list in which it is represented. It can thus be deleted at any
moment in O(1) time. When the satellite list of a set Si becomes empty, we union Si−1, Si,
and Si+1. To find pred(e) we perform the following; the procedure of succ(e) is analogous.
We find the set Si to which e belongs using a find operation. Let the id of Si be α. By using
another find operation to find α − 1, we find the set Si−1. The tail of the list of Si−1 is
pred(e); in the analogous procedure, the head of the list of Si+1 is succ(e). The algorithm
is correct because we process R in the order of non-decreasing lengths. Each union or find
operation requires O(1) amortized time [40]. Thus, this procedure takes O(N) time in total.

Finally, we preprocess the compacted tries T (F1) and T (F2) in O(N) time to be able to
answer lowest common ancestor (LCA) queries in O(1) time [14]. For any e = (U, V ), given
lex-pred(e) and lex-succ(e) we can compute λ(e) in O(1) time by answering LCP queries using
the LCA data structure. ◀

We are now ready to state the main result of this subsection.

▶ Lemma 19. The LCS problem can be solved in O(n log σ/
√

log n) time using O(n/ logσ n)
space, provided that ℓ ∈ [ 1

3 logσ n, 2
√

log n].

Proof. Recall that τ = ⌊ 1
9 logσ n⌋. The set of anchors A = AI ∪ AII ∪ AIII consists of a

τ -synchronising set and of O(1) positions per each τ -run in S$T . Hence, |A| = O(n/τ) and
A can be constructed in O(n/τ) time by Theorem 7 and Lemma 10.

We construct sets of pairs of substrings of X = S$1T $2SR$3T R. First, for ∆ = ⌊2
√

log n⌋:

PI = {((S[a − τ . . a))R, S[a . . a + ∆)) : a ∈ AS
I }.

Then, for each group G of τ -runs in S and T with equal Lyndon root, we construct the
following set of string pairs:

PG
II = {((S[x . . a))R, S[a . . y)) : a ∈ AS

II that originates from τ -run S[x . . y] ∈ G}.

We define the tail of a τ -run S[i . . j] with period p and Lyndon root S[i′ . . i′ + p) as
(j + 1 − i′) mod p (and same for τ -runs in T ). For each group of τ -runs in S and T with
equal Lyndon roots, we group the τ -runs belonging to it by their tails. This can be done in
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O(n/τ) time using tabulation, since the tail values are up to 1
3 τ . For each group G of τ -runs

in S and T with equal Lyndon root and tail, we construct the following set of string pairs:

PG
III = {((S[x . . y))R, S[y . . |S|]) : S[x . . y] ∈ G}.

Simultaneously, we create sets QI , QG
II and QG

III defined with T instead of S.
Now, it suffices the output the maximum of maxPairLCP(PI , QI), maxPairLCP(PG

II , QG
II ),

and maxPairLCP(PG
III , QG

III ), where G ranges over groups of τ -runs. Computing any indi-
vidual maxPairLCP value can be expressed as an instance of the Two String Families
LCP Problem provided that all the first and second components of families are represented
as nodes of compacted tries. We will use Lemma 6 to construct these compacted tries. LCP
queries can be answered efficiently due to Theorem 12, so it suffices to be able to sort all
the first and second components of each pair of string pair sets lexicographically. Each of
the sets PI , QI can be ordered by the second components using Theorem 11 since AI is a
τ -synchronising set, and by the first components with easy preprocessing using the fact that
the number of possible τ -length strings is στ = O(n1/9). In a set PG

II , both all first and all
second components are prefixes of a single string (a power of the common Lyndon root).
Hence, they can be sorted simply by comparing their lengths. This sorting is performed
simultaneously for all the families PG

II , QG
II in O(n/τ) time via radix sort. Finally, to sort the

second components of the sets PG
III QG

III , instead of comparing strings of the form S[y . . |S|]
(and same for T ), we can equivalently compare strings S[y − 2τ + 1 . . |S|] which are known
to start at positions from a τ -synchronising set by Lemma 8. This sorting is done across all
groups using radix sort and Theorem 11. The correctness follows by Lemma 17.

Finally, we observe that (PI , QI) is a (τ, ∆)-family of size N = O(n/τ), and thus
maxPairLCP(PI , QI) can be computed in O(n log σ/

√
log n) time and O(n/ logσ n) space

using Lemma 4. On the other hand, (PG
II , QG

II ) and (PG
III , QG

III ) are prefix families of total
size O(n/τ), so the corresponding instances of the Two String Families LCP Problem
can be solved in O(n/ logσ n) total time using Lemma 18. ◀

4 Proof of Lemma 4 via Wavelet Trees

Wavelet trees. For an arbitrary alphabet Σ, the skeleton tree for Σ is a full binary tree T
together with a bijection between Σ and the leaves of T . For a node v ∈ T , let Σv denote
the subset of Σ that corresponds to the leaves in the subtree of v.

The T -shaped wavelet tree of a string T ∈ Σ∗ consists of bit vectors assigned to internal
nodes of T (inspect Figure 2(a)). For an internal node v with children vL and vR, let
Tv denote the maximal subsequence of T that consists of letters from Σv; the bit vector
Bv[1 . . |Tv|] is defined so that Bv[i] = 0 if Tv[i] ∈ ΣvL

and Bv[i] = 1 if Tv[i] ∈ ΣvR
.

Wavelet trees were introduced in [44], whereas efficient construction algorithms were
presented in [58, 5].

▶ Theorem 20 (see [58, Theorem 2]). Given the packed representation of a string T ∈ [0, σ)n

and a skeleton tree T of height h, the T -shaped wavelet tree of T takes O(nh/ log n + σ) space
and can be constructed in O(nh/

√
log n + σ) time.

Wavelet trees are sometimes constructed for sequences T ∈ M∗ over an alphabet M ⊆ Σ∗

that itself consists of strings (see e.g. [50]). In this case, the skeleton tree T is often chosen
to resemble the compacted trie of M. Formally, we say that a skeleton tree T for M is
prefix-consistent if each node v ∈ T admits a label val(v) ∈ Σ∗ such that:

if v is a leaf, then val(v) is the corresponding string in M;
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T = 12 7 11 15 9 6 4 0 1 2 10 3 13 5 8 14

1011100000101011

11100001 10100101

0011 1100 1010 0101

01 01 01 10 10 10 01 10

0 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15

(a) Standard skeleton tree with |T | = σ = 16.

u1 u2 u3 u4 u5 u6

v

v

u1 u2

u3

u4

u5

u6

(b) Binarisation with height O(α + log N).

Figure 2 (a) Let v be left child of the root node. Then Σv = {0, 1, . . . , 7}, Tv = 7, 6, 4, 0, 1, 2, 3, 5
and so Bv = 11100001: 7, 6, 4, 5 belong to the right subtree of v and 0, 1, 2, 3 to the left. (b) For
each i, let the size of the subtree rooted at ui be 2i. The binarisation from [5] leads to height
O(α + log N), favouring heavier children.

if v is a node with children vL, vR, then, for all leaves uL, uR in the subtrees of vL and
vR, respectively, the string val(v) is the longest common prefix of val(uL) and val(uR).

Observe that if M ⊆ {0, 1}α for some integer α, then the compacted trie T (M) is a
prefix-consistent skeleton tree for M. For larger alphabets, we binarise T (M) as follows:

▶ Lemma 21. Given the compacted trie T (M) of a set M ⊆ Σα, a prefix-consistent skeleton
tree of height O(α + log |M|) can be constructed in O(|M|) time, with each node v associated
to a node v′ of T (M) such that val(v) = val(v′).

Proof. We use [5, Corollary 3.2], where the authors showed that any rooted tree of size m

and height h can be binarised in O(m) time so that the resulting tree is of height O(h+log m).
For T (M), we obtain height O(α + log |M|) and time O(|M|) (inspect Figure 2(b)). ◀

▶ Lemma 4. An instance of the Two String Families LCP Problem in which P and Q
are (α, β)-families can be solved in time O(N(α + log N)(log β +

√
log N)/ log N) and space

O(N + Nα/ log N).

Proof. By traversing T (F2) we can compute in O(N) time a list R being a union of sets
P and Q in which the second components are ordered lexicographically. We also store a
bit vector G of length |R| that determines, for each element of R, which of the sets P, Q
it originates from. We construct the wavelet tree of the sequence of strings being the first
components of pairs from R using Theorem 20 and the skeleton tree from Lemma 21. Before
the wavelet tree is constructed, we pad each string with a symbol $ ̸∈ Σ to make them all of
length α; we will ignore the nodes of the wavelet tree with a path-label containing a $.

For a sublist X = (U1, V1), . . . , (Um, Vm) of R, by LCPs(X ) we denote the representation
of the list 0, LCP(V1, V2), . . . , LCP(Vm−1, Vm) as a packed string over alphabet [0, β] in space
O(N/ logβ N). Together with each LCPs(X ) we also store the bit vector G(X ) of origins
of elements of X without increasing the complexity. The list LCPs(R) can be computed in
O(N) time when constructing R. For each node v of the wavelet tree, we wish to compute
Lv = LCPs(Rv), where Rv is the sublist of R composed of elements whose first component is
in the leaf list Σv of v. We will construct the lists LCPs(Rv) without actually computing Rv.

Computation of LCPs lists. The lists are computed recursively using the bit vectors from
the wavelet tree. Assume we have computed Lu and wish to compute Lv for the left child v

of u—the computations for the right child are symmetric.
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Let c ∈ (0, 1) be a constant. Let us partition Lu into blocks of λ = max(1, ⌊c logβ N⌋)
LCP values. We will process the blocks in order, constructing Lv. Each block of Lu can
be represented in a single word and this representation can be extracted from the packed
representation of Lu in O(1) time. For each block W = Lu(aλ . . (a+1)λ], we retrieve in O(1)
time the corresponding block D = Bu(aλ . . (a + 1)λ] in the bit vector from the wavelet tree.
Further, we store µa = min Lv(pa . . aλ], where pa = max{i ∈ [0, aλ) : i = 0 or Bu[i] = 0}.
Let us show how, given W , D and µa, we can determine µa+1 and the chunk of Lv that
corresponds to i ∈ [1, λ] such that D[i] = 0. The calculations are based on the following
well-known fact.

▶ Fact 22. If U1, U2, U3 are strings such that U1 ≤ U2 ≤ U3, then we have LCP(U1, U3) =
min(LCP(U1, U2), LCP(U2, U3)).

For each i ∈ [1, λ] such that D[i] = 0, in increasing order, if a previous position j with
D[j] = 0 exists, then min W (i′ . . i] should be appended to Lv, where i′ is the predecessor
of i satisfying D[i′] = 0, and otherwise min({µa} ∪ W [1 . . i]) should. Then, for the last
position i ∈ [1, λ] such that D[i] = 0, µa+1 = min W (i . . λ], and if no such position exists,
then µa+1 = min({µa} ∪ W [1 . . λ]).

If λ = 1, the calculations can be performed in O(1) time. Otherwise, we make use of
preprocessing: for every possible combination of (W, D, µa), i.e., up to 2c log N + log β <

3c log N bits, precompute the block to be appended to Lv and µa+1, i.e., up to c log N+log β <

2c log N bits. We can choose c > 0 small enough to make the preprocessing O(N1−ε) for
some ε > 0. Thus, the computation takes O(|Lu|/λ) time. Within this time, we can also
populate the bit vector of origins for v.

Application of LCPs lists. For each node u of the wavelet tree, we must extract the maximum
LCP between suffixes of different origins, add the string-depth |val(u)|, and compare the result
with the stored candidate. The former can be computed in O(|Lu|/ logβ N) time as follows.
Due to Fact 22, the answer will be the LCP between a pair of second components of consecutive
elements of Ru that originate from different sets, i.e. max{Lu[i] : i ∈ [2, |Ru|], G(Ru)[i − 1] ̸=
G(Ru)[i]}. We can cover all pairs of consecutive elements of Lu using Θ(1 + |Lu|/ logβ N)
blocks of max(2, ⌊c logβ N⌋) LCP values. Each such block, augmented with its corresponding
bit vector of origins, consists of at most 2c log N bits. We can thus precompute all possible
answers in O(N1−ϵ) time, and then process each node u in Θ(1 + |Lu|/ logβ N) time.

Time complexity. The wavelet tree can be built in O(Nh/
√

log N) time using space
O(Nh/ log N) by Theorem 20, where h = O(α + log N). Computing LCPs for children of a
single node u takes O(1 + |Lu|/ logβ N) time; over all nodes, this is O(Nh log β/ log N). ◀

5 Faster k-LCS

In this section, we present our O(n logk−1/2 n)-time algorithm for the k-LCS problem with
k = O(1), that underlies Theorem 2. For simplicity, we focus on computing the length
of a k-LCS; an actual pair of strings forming a k-LCS can be recovered easily from our
approach. If the length of an LCS of S and T is d, then the length of a k-LCS of S and T is
in [d, (k + 1)d + k]. Below, we show how to compute a k-LCS provided that it belongs to an
interval (ℓ/2, ℓ] for a specified ℓ; it is sufficient to call this subroutine O(log k) = O(1) times.

Similarly to our solutions for long and medium-length LCS, we first distinguish anchors
AS ⊆ [1, |S|] in S and AT ⊆ [1, |T |] in T , as summarised in the following lemma.
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▶ Lemma 23. Consider an instance of the k-LCS problem for k = O(1) and let ℓ ∈ [1, n]. In
O(n) time, one can construct sets AS ⊆ [1, |S|] and AT ⊆ [1, T ] of size O( n

ℓ ) satisfying the
following condition: If a k-LCS of S and T has length ℓ′ ∈ (ℓ/2, ℓ], then there exist positions
iS ∈ [1, |S|], iT ∈ [1, |T |] and a shift δ ∈ [0, ℓ′) such that iS + δ ∈ AS, iT + δ ∈ AT , and the
Hamming distance between S[iS . . iS + ℓ′) and T [iT . . iT + ℓ′) is at most k.

Proof. As in [29], we say that position a in a string X is a misperiod with respect to a substring
X[i . . j) if X[a] ̸= X[b], where b is the unique position such that b ∈ [i, j) and (j − i) | (b − a);
for example, j − i is a period of X if and only if there are no misperiods with respect to
X[i . . j). We define the set LeftMisperk(X, i, j) as the set of k maximal misperiods that are
smaller than i and RightMisperk(X, i, j) as the set of k minimal misperiods that are not
smaller than j. Either set may have fewer than k elements if the corresponding misperiods do
not exist. Further, let us define Misperk(X, i, j) = LeftMisperk(X, i, j) ∪ RightMisperk(X, i, j)
and Misper(X, i, j) =

⋃∞
k=0 Misperk(X, i, j).

Similar to Lemma 17, we construct three subsets of positions in Y = #S$T , where
#, $ ̸∈ Σ. For τ = ⌊ℓ/(6(k + 1))⌋, let AI be a τ -synchronising set of Y . Let Y [i . . j] be a
τ -run with period p and assume that the first occurrence of its Lyndon root is at a position
q of Y . Then, for Y [i . . j], for each x ∈ LeftMisperk+1(Y, i, i + p), we insert to AII the two
smallest positions in [x + 1, |Y |] that are equivalent to q (mod p). Moreover, we insert to
AIII the positions in Misperk+1(Y, i, i + p). Finally, we denote A = AI ∪ AII ∪ AIII , as well
as AS = {a − 1 : a ∈ A ∩ [2, |S| + 1]} and AT = {a − |S| − 2 : a ∈ A ∩ [|S| + 3, |Y |]}. The
proof of the following claim resembles that of Lemma 17.

▷ Claim 24. The sets AS and AT satisfy the condition stated in Lemma 23.

Proof. For two strings U, V ∈ Σn, we define the mismatch positions MP(U, V ) = {i ∈ [1, n] :
U [i] ̸= V [i]}. Moreover, for k ∈ Z≥0, we write U =k V if |MP(U, V )| ≤ k.

By the assumption of Lemma 23, a k-LCS of S and T has length ℓ′ ∈ (ℓ/2, ℓ]. Consequently,
there exist iS ∈ [1, |S|] and iT ∈ [1, |T |] such that U =k V , for U = S[iS . . iS + ℓ′) and
V = T [iT . . iT + ℓ′). Let us choose any such pair (iS , iT ) minimising the sum iS + iT .
We shall prove that there exists δ ∈ [0, ℓ′) such that iS + δ ∈ AS and iT + δ ∈ AT . In
each of the three main cases, we actually show that iS + δ ∈ AS

j and iT + δ ∈ AT
j for

δ ∈ [0, ℓ′) and for some j ∈ {I, II , III }, where AS
j = {a − 1 : a ∈ Aj ∩ [2, |S| + 1]} and

AT
j = {a − |S| − 2 : a ∈ Aj ∩ [|S| + 3, |Y |]} (recall that Y = #S$T ).

Recall that τ = ⌊ℓ/(6(k + 1))⌋. There exists a shift s ∈ [0, ℓ′ − 3τ + 2] such that

W := S[iS + s . . iS + s + 3τ − 2] = T [iT + s . . iT + s + 3τ − 2].

First, assume that per(W ) > 1
3 τ . By the definition of a τ -synchronising set, in this case there

exist some elements aS ∈ AS
I ∩ [iS + s, iS + s + τ) and aT ∈ AT

I ∩ [iT + s, iT + s + τ). Let us
choose the smallest such elements. By Lemma 9, we have aS − iS = aT − iT .

From now on we consider the case that p = per(W ) ≤ 1
3 τ . Thus, each of the two

distinguished fragments of S and T that match W belongs to a τ -run with period p.
In the case where Misperk+1(U, 1 + s, 1 + s + p) ∩ Misperk+1(V, 1 + s, 1 + s + p) ̸= ∅, there

exist aS ∈ AS
III and aT ∈ AT

III that satisfy the desired condition. This is because, for any
string Z and its run Z[i . . j] with period p and i′ ∈ [i, j − p + 1], Misperk+1(Z, i, i + p) =
Misperk+1(Z, i′, i′ + p).

In order to handle the complementary case, we rely on the following claim. We recall its
short proof for completeness.
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▷ Claim 25 ([29, Lemma 13]). Assume that U =k V and that U [i . . j) = V [i . . j). Let

I = Misperk+1(U, i, j) and I ′ = Misperk+1(V, i, j).

If I ∩ I ′ = ∅, then MP(U, V ) = I ∪ I ′, I = Misper(U, i, j), and I ′ = Misper(V, i, j).

Proof. Let J = Misper(U, i, j) and J ′ = Misper(V, i, j). We first observe that I ∪ I ′ ⊆
MP(U, V ) since I ∩ I ′ = ∅. Then, U =k V implies that |MP(U, V )| ≤ k and hence |I| ≤ k

and |I ′| ≤ k, which in turn implies that I = J and I ′ = J ′. The observation that
MP(U, V ) ⊆ J ∪ J ′ concludes the proof. ◁

Towards a contradiction, let us suppose that there are no aS ∈ AS
II and aT ∈ AT

II satisfying
the desired condition. By Claim 25, we have

|LeftMisperk+1(U, 1 + s, 1 + s + p)|, |LeftMisperk+1(V, 1 + s, 1 + s + p)| ≤ k.

Therefore, at least one of the following holds:

iS ∈ Misperk+1(#S, 1+iS +s, 1+iS +s+p) or iT ∈ Misperk+1($T, 1+iT +s, 1+iT +s+p);

otherwise, S[iS − 1] = T [iT − 1] provides a contradiction. Let us assume that the first of
these two conditions holds; the other case is symmetric. Then, [iS , iS + 2p) contains two
elements of AS

II . If AT
II ∩ [iT , iT + 2p) = ∅, then this implies that

[iT − p + 1, iT ] ∩ Misperk+1($T, 1 + iT + s, 1 + iT + s + p) = ∅.

In particular, we have iT > p. Now, let us consider U and V ′ = T [iT − p . . iT + ℓ′ − p).
By Claim 25, we have that |Misper(U, 1 + s, 1 + s + p)| + |Misper(V, 1 + s, 1 + s + p)| ≤ k.
Further, we have |Misper(V ′, 1 + s + p, 1 + s + 2p)| ≤ |Misper(V, 1 + s, 1 + s + p)|. Thus,
|MP(U, V ′)| ≤ |Misper(U, 1+s, 1+s+p)|+ |Misper(V ′, 1+s, 1+s+p)| ≤ k. This contradicts
our assumption that iS + iT was minimum possible. ◀

It remains to show that the sets AS and AT can be constructed efficiently. A τ -
synchronising set can be computed in O(n) time by Theorem 7 and all the τ -runs, together
with the position of the first occurrence of their Lyndon root, can be computed in O(n)
time [8]. After an O(n)-time preprocessing, for every τ -run, we can compute the set of the
k + 1 misperiods of its period to either side in O(1) time; see [29, Claim 18]. ◀

The next step in our solutions to long LCS and medium-length LCS was to construct
an instance of the Two String Families LCP Problem. To adapt this approach, we
generalise the notions of LCP and maxPairLCP so that they allow for mismatches. By
LCPk(U, V ), for k ∈ Z≥0, we denote the maximum length ℓ such that U [1 . . ℓ] and V [1 . . ℓ]
are at Hamming distance at most k.

▶ Definition 26. Given two sets U , V ⊆ Σ∗ × Σ∗ and two integers k1, k2 ∈ Z≥0, we define
maxPairLCPk1,k2(U , V) = max{LCPk1(U1, V1) + LCPk2(U2, V2) : (U1, U2) ∈ U , (V1, V2) ∈ V}.

Note that maxPairLCP(U , V) = maxPairLCP0,0(U , V).
By Lemma 23, if a k-LCS of S and T has length ℓ′ ∈ (ℓ/2, ℓ], then

ℓ′ = kmax
k′=0

maxPairLCPk′,k−k′(U , V), for U = {((S[a − ℓ . . a))R, S[a . . a + ℓ)) : a ∈ AS},

V = {((T [a − ℓ . . a))R, T [a . . a + ℓ)) : a ∈ AT }.
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Here, k′ bounds the number of mismatches between S[iS . . iS +δ) and T [iT . . iT +δ), whereas
k − k′ bounds the number of mismatches between S[iS + δ . . iS + ℓ′) and T [iT + δ . . iT + ℓ′).
The following theorem, whose full proof given in Section 6 is the most technical part of our
contribution, allows for efficiently computing the values maxPairLCPk′,k−k′(U , V).

▶ Theorem 27. Consider two (ℓ, ℓ)-families U , V of total size N consisting of pairs of
substrings of a given length-n text. For any non-negative integers k1, k2 = O(1), the value
maxPairLCPk1,k2(U , V) can be computed:

in O(n + N logk1+k2+1 N) time and O(n + N) space if ℓ > log3/2 N ,
in O(n + Nℓ logk1+k2−1/2 N) time and O(n + Nℓ/ log N) space if log N < ℓ ≤ log3/2 N ,
in O(n + Nℓk1+k2

√
log N) time and O(n + N) space if ℓ ≤ log N .

Proof Outline. We reduce the computation of maxPairLCPk1,k2(U , V) into multiple com-
putations of maxPairLCP(U ′, V ′) across a family P of pairs (U ′, V ′) with U ′, V ′ ⊆ Σ∗ × Σ∗.
Each pair (U ′

1, U ′
2) ∈ U ′ is associated to a pair (U1, U2) ∈ U , with the string U ′

i represented
as a pointer to the source Ui and up to ki substitutions needed to transform Ui to U ′

i .
Similarly, each pair (V ′

1 , V ′
2) ∈ V ′ consists of modified strings with sources (V1, V2) ∈ V. In

order to guarantee maxPairLCPk1,k2(U , V) = max(U ′,V′)∈P maxPairLCP(U ′, V ′), we require
LCP(U ′

i , V ′
i ) ≤ LCPki

(Ui, Vi) for every (U ′
1, U ′

2) ∈ U ′ and (V ′
1 , V ′

2) ∈ V ′ with (U ′, V ′) ∈ P and
that, for every (U1, U2) ∈ U and (V1, V2) ∈ V, there exists (U ′, V ′) ∈ P with (U ′

1, U ′
2) ∈ U ′

and (V ′
1 , V ′

2) ∈ V ′, with sources (U1, U2) and (V1, V2), respectively, such that LCP(U ′
i , V ′

i ) =
LCPki(Ui, Vi). Our construction is based on a technique of [63] which gives an analogous
family for two subsets of Σ∗ (rather than Σ∗ × Σ∗) and a single threshold: We apply the
approach of [63] to Ui = {Ui : (U1, U2) ∈ U} and Vi = {Vi : (V1, V2) ∈ V} with threshold ki,
and then combine the two resulting families Pi to derive P.

Strengthening the arguments of [63], we show that each string Fi ∈ Ui ∪ Vi is the source
of O(1) modified strings F ′

i ∈ U ′
i ∪ V ′

i for any single (U ′
i , V ′

i) ∈ Pi and O(min(ℓ, log N)ki)
modified strings across all (U ′

i , V ′
i) ∈ Pi. This allows bounding the size of individual sets

(U ′, V ′) ∈ P by O(N) and the overall size by O(N min(ℓ, log N)k1+k2). In order to efficiently
build the compacted tries required at the input of the Two String Families LCP Problem,
the modified strings F ′

i ∈ U ′
i ∪ V ′

i are sorted lexicographically, and the two derived linear
orders (for i ∈ {1, 2}) are maintained along with every pair (U ′, V ′) ∈ P. Overall, the family
P is constructed in O(n + N min(ℓ, log N)k1+k2) time and O(n + N) space.

The resulting instances of the Two String Families LCP Problem are solved using
Lemma 3 (if ℓ > log3/2 N) or Lemma 4 otherwise; note that U ′, V ′ are (ℓ, ℓ)-families. ◀

Recall that the algorithm of Theorem 27 is called k + 1 = O(1) times, always with
N = |AS |+ |AT | = O(n/ℓ). Overall, the value maxk

k′=0 maxPairLCPk′,k−k′(U , V) is therefore
computed in O(n logk−1/2 n) time and O(n) space in each of the following cases:

in O(n + n
ℓ logk+1 N) = O(n logk−1/2 n) time and O(n + n

ℓ ) = O(n) space if ℓ > log3/2 N ;
in O(n + n

ℓ ℓ logk−1/2 N) = O(n logk−1/2 n) time and O(n + n
ℓ ℓ/ log N) = O(n) space if

log N < ℓ ≤ log3/2 N ;
in O(n + n

ℓ ℓk
√

log N) = O(n logk−1 n) time and O(n + n
ℓ ) = O(n) space if ℓ ≤ log N .

Accounting for O(n) time and space to determine the length d of an LCS between S and
T , and the O(log k) values ℓ that need to be tested so that that the intervals (ℓ/2, ℓ] cover
[d, (k + 1)d + k], this concludes the proof of Theorem 2.

Moreover, the three cases yield the following complexities: O(n + n
ℓ logk+1 n) if ℓ >

log3/2 N , O(n logk−1/2 n) = O(n
ℓ logk+1 n) if log N < ℓ ≤ log3/2 N , and O(n logk−1 n) =

O(n
ℓ logk+1 n) if ℓ ≤ log N , which gives an O(n + n

ℓ logk+1 n)-time solution for any ℓ, thus
improving [26] for k = O(1).
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6 Computing maxPairLCPk1,k2(U , V)—Proof of Theorem 27

For two strings U, U ′ ∈ Σm, we define the mismatch positions MP(U, U ′) = {i ∈ [1, n] : U [i] ̸=
U ′[i]} and the mismatch information MI(U, U ′) = {(i, U ′[i]) : i ∈ MP(U, U ′)}. Observe that
U and MI(U, U ′) uniquely determine U ′. This motivates the following definition:

▶ Definition 28. Given U ∈ Σm and ∆ ⊆ [1, m] × Σ, we denote by U∆ the unique string U ′

such that MI(U, U ′) = ∆. If there is no such string U ′, then U∆ is undefined. We say that
U∆, represented using a pointer to U and the set ∆, is a modified string with source U .

▶ Example 29. Let U = ababbab and ∆ = {(2, a), (3, b)}. Then U∆ = U ′ = aabbbab.

▶ Definition 30 (see [63]). Given strings U, V ∈ Σ∗ and an integer k ∈ Z≥0, we say that
two modified strings (U∆, V ∇) form a (U, V )k-maxpair if the following holds for every i:

if i ∈ [1, LCPk(U, V )] and U [i] ̸= V [i], then U∆[i] = V ∇[i]
otherwise, U∆[i] = U [i] (assuming i ∈ [1, |U |]) and V ∇[i] = V [i] (assuming i ∈ [1, |V |]).

▶ Example 31. Let U = ababbabb, V = aacbaaab and k = 3. Further let ∆ =
{(2, a), (3, b)} and ∇ = {(3, b), (5, b))}. We have U∆ = aabbbabb and U∇ = aabbbaab.
Then LCPk(U, V ) = 6 and (U∆, V ∇) = (aabbbaab, aabbbabb) form a (U, V )3-maxpair.

The following simple fact characterises this notion.

▶ Fact 32. Let U∆, V ∇ be modified strings with sources U, V ∈ Σ∗ and let k ∈ Z≥0.
(a) If (U∆, V ∇) is a (U, V )k-maxpair, then |∆ ∪ ∇| ≤ k and LCP(U∆, V ∇) ≥ LCPk(U, V ).
(b) If |∆ ∪ ∇| ≤ k, then LCPk(U, V ) ≥ LCP(U∆, V ∇).

Proof. (a) Let d = LCPk(U, V ) and M = MP(U [1 . . d], V [1 . . d]). By Definition 30, we have
U∆[i] = V ∇[i] for i ∈ [1, d]. Consequently, LCP(U∆, V ∇) ≥ d and, if (i, a) ∈ ∆ and (i, b) ∈ ∇
holds for some i ∈ [1, d], then a = b. Furthermore, Definition 30 yields ∆, ∇ ⊆ M × Σ, and
hence |∆ ∪ ∇| ≤ |M | ≤ k.
(b) Let d′ = LCP(U∆, V ∇) and M ′ = MP(U [1 . . d′], V [1 . . d′]). For every i ∈ M ′, we
have U [i] ̸= V [i] yet U∆[i] = V ∇[i]. This implies U [i] ̸= U∆[i] or V [i] ̸= V ∇[i], i.e.,
(i, U∆[i]) = (i, V ∇[i]) ∈ ∆ ∪ ∇. Consequently, |M ′| ≤ |∆ ∪ ∇| ≤ k, which means that
LCPk(U, V ) ≥ d′ holds as claimed. ◀

▶ Definition 33. Consider a set of strings F ⊆ Σ∗ and an integer k ∈ Z≥0. A k-complete
family for F is a family F of sets of modified strings of the form F ∆ for F ∈ F and |∆| ≤ k

such that, for every U, V ∈ F , there exists a set F ′ ∈ F and modified strings U∆, V ∇ ∈ F ′

forming a (U, V )k-maxpair.

▶ Example 34. Let U and V be the sets of all suffixes of strings S and T , respectively, and
F be a k-complete family for U ∪ V. Then

k-LCS(S, T ) = max
F ′∈F

{LCP(U∆, V ∇) : U ∈ U , V ∈ V, |∆ ∪ ∇| ≤ k, U∆, V ∇ ∈ F ′}.

Our construction of a k-complete family follows the approach of Thankachan et al. [63]
(which, in turn, is based on the ideas behind k-errata trees of [32]) with minor modifications.
For completeness, we provide a full proof of the following proposition in Appendix A.

▶ Proposition 35 (see [63]). Let F ⊆ Σ≤ℓ and k ∈ Z≥0 with k = O(1). There exists a
k-complete family F for F such that, for each F ∈ F :

Every individual set F ′ ∈ F contains O(1) modified strings with source F .
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In total, the sets F ′ ∈ F contain O(min(ℓ, log |F|)k) modified strings with source F .
Moreover, if F consists of substrings of a given length-n text, then the family F can be
constructed in O(n + |F|) space and O(n + |F| min(ℓ, log |F|)k) time with sets F ′ ∈ F
generated one by one and modified strings within each set F ′ ∈ F sorted lexicographically.

Intuitively, in the approach of Thankachan et al. [63] a k-LCS was computed as the
maximum LCPk of any two suffixes originating from different strings S, T . Hence, using the
k-complete family shown in Example 34 was sufficient. However, in our approach, a k-LCS
is anchored at some pair of synchronised positions. This motivates the following generalised
notion aimed to account for the parts of a k-LCS on both sides of the anchor.

▶ Definition 36. Consider a set G ⊆ Σ∗ × Σ∗ of string pairs and integers k1, k2 ∈ Z≥0.
A (k1, k2)-bicomplete family for G is a family G of sets G′ of modified string pairs of
the form (F ∆1

1 , F ∆2
2 ) for (F1, F2) ∈ G, |∆1| ≤ k1, and |∆2| ≤ k2, such that, for every

(U1, U2), (V1, V2) ∈ G, there exists a set G′ ∈ G with (U∆1
1 , U∆2

2 ), (V ∇1
1 , V ∇2

2 ) ∈ G′ such that
(U∆1

1 , V ∇1
1 ) is a (U1, V1)k1-maxpair and (U∆2

2 , V ∇2
2 ) is a (U2, V2)k2-maxpair.

▶ Example 37. Let U and V be the sets of string pairs and G be a (k1, k2)-bicomplete family
for U ∪ V. Then

maxPairLCPk1,k2(U , V) = max
G′∈G

{LCP(U∆1
1 , V ∇1

1 ) + LCP(U∆2
2 , V ∇2

2 ) :

(U1, U2)∈U , (V1, V2)∈V, |∆1 ∪ ∇1| ≤ k1, |∆2 ∪ ∇2| ≤ k2, (U∆1
1 , U∆2

2 ), (V ∇1
1 , V ∇2

2 )∈G′}.

Complete families can be used to efficiently construct a bicomplete family as shown in the
following lemma. The construction requires proper care to ensure that only linear space is
used.

▶ Lemma 38. Let G be an (ℓ, ℓ)-family and k1, k2 ∈ Z≥0 with k1, k2 = O(1). There exists a
(k1, k2)-bicomplete family G for G such that, for each (F1, F2) ∈ G:

Every individual set G′ ∈ G contains O(1) pairs of the form (F ∆1
1 , F ∆2

2 );
In total, the sets G′ ∈ G contain O(min(ℓ, log |G|)k1+k2) pairs of the form (F ∆1

1 , F ∆2
2 ).

Moreover, if G consists of pairs of substrings of a given length-n text, then the family G can
be constructed in O(n + |G|) space and O(n + |G| min(ℓ, log |G|)k1+k2) time with sets G′ ∈ G
generated one by one and each set G′ sorted in two ways: according to the lexicographic order
of the modified strings on the first and the second coordinate, respectively.

Proof. Let F1 = {F1 : (F1, F2) ∈ G} and F2 = {F2 : (F1, F2) ∈ G}. Moreover, for i ∈ {1, 2},
let Fi be the ki-complete family for Fi obtained using Proposition 35. The family G is
defined as follows:

G = {{(F ∆1
1 , F ∆2

2 ) ∈ F ′
1 × F ′

2 : (F1, F2) ∈ G} : (F ′
1, F ′

2) ∈ F1 × F2} \ {∅}.

Clearly, each set G′ ∈ G consists of modified string pairs of the form (F ∆1
1 , F ∆2

2 ) with
(F1, F2) ∈ G, |∆1| ≤ k1, and |∆2| ≤ k2. Let us fix pairs (U1, U2), (V1, V2) ∈ G. By Defini-
tion 33, for i ∈ {1, 2}, there exists a set F ′

i ∈ Fi and modified strings U∆i
i , V ∇i

i ∈ F ′
i that form

a (Ui, Vi)ki
-maxpair. The family G contains a set G′ = {(F ∆1

1 , F ∆2
2 ) ∈ F ′

1×F ′
2 : (F1, F2) ∈ G}

and this set G′ contains both (U∆1
1 , U∆2

2 ) and (V ∇1
1 , V ∇2

2 ). Thus, G is a (k1, k2)-bicomplete
family for G.

Now, let us fix a pair (F1, F2) ∈ G in order to bound the number of modified string pairs
of the form (F ∆1

1 , F ∆2
2 ) contained in the sets G′ ∈ G. Observe that if (F ∆1

1 , F ∆2
2 ) ∈ G′,

where G′ is constructed for (F ′
1, F ′

2) ∈ F1 × F2, then F ∆i
i ∈ F ′

i . By Proposition 35,
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for i ∈ {1, 2}, the set F ′
i ∈ Fi contains O(1) modified strings of the form F ∆i

i . Con-
sequently, the set G′ ∈ G contains O(1) modified string pairs of the form (F ∆1

1 , F ∆2
2 ).

Moreover, Proposition 35 implies that, for i ∈ {1, 2}, the sets F ′
i ∈ Fi in total contain

O(min(ℓ, log |Fi|)ki) = O(min(ℓ, log |G|)ki) modified strings of the form F ∆i
i . Thus, the sets

G′ ∈ G in total contain O(min(ℓ, log |G|)k1+k2) modified string pairs of the form (F ∆1
1 , F ∆2

2 ).
It remains to describe an efficient algorithm constructing the family G. We first generate

the family F1 and batch it into subfamilies F′
1 ⊆ F1 using the following procedure applied

on top of the algorithm of Proposition 35 after it outputs a set F ′
1 ∈ F1. For each modified

string F ∆1
1 ∈ F ′

1, we augment each pair of the form (F1, F2) ∈ G with a triple consisting
of F ∆1

1 , the lexicographic rank of F ∆1
1 within F ′

1, and the index of F ′
1 within F′

1. After
processing a set F ′

1 ∈ F1 in this manner, we resume the algorithm of Proposition 35 provided
that the total number of triples stored is smaller than n + |G|. Otherwise (and when the
algorithm of Proposition 35 terminates), we declare the construction of the current batch
F′

1 ⊆ F1 complete.
For each batch F′

1 ⊆ F1, we generate the family F2 and batch it into subfamilies F′
2 ⊆ F2

using the following procedure applied on top of the algorithm of Proposition 35 after it
outputs a set F ′

2 ∈ F2. For each modified string F ∆2
2 ∈ F ′

2, we retrieve all pairs of the form
(F1, F2) ∈ G and iterate over the triples stored at (F1, F2). For each such triple, consisting
of a modified string F ∆1

1 , the lexicographic rank of F ∆1
1 within F ′

1 ∈ F′
1, and the index of

F ′
1 within F′

1, we generate the corresponding triple for F ∆2
2 and combine the two triples

into a 6-tuple. After processing a set F ′
2 ∈ F2 in this manner, we resume the algorithm

of Proposition 35 provided that the total number of 6-tuples stored is smaller than n + |G|.
Otherwise (and when the algorithm of Proposition 35 terminates), we declare the construction
of the current batch F′

2 ⊆ F2 complete.
For each pair of batches F′

1, F′
2, we group the 6-tuples by the index of F ′

1 within F′
1

and the index of F ′
2 within F′

2, and we sort the 6-tuples in each group in two ways: by the
lexicographic rank of F ∆1

1 within F ′
1 and by the lexicographic rank of F ∆2

2 within F ′
2. The keys

used for sorting and grouping are integers bounded by nO(1), so we implement this step using
radix sort. Finally, for each group, we create a set G′ by preserving only the modified strings
(F ∆1

1 , F ∆2
2 ) out of each 6-tuple. We output G′ along with the two linear orders: according to

F ∆1
1 and F ∆2

2 . It is easy to see that this yields G′ = {(F ∆1
1 , F ∆2

2 ) ∈ F ′
1 × F ′

2 : (F1, F2) ∈ G}.
Consequently, for the two batches F′

1, F′
2, the algorithm produces

G′ = {{(F ∆1
1 , F ∆2

2 ) ∈ F ′
1 × F ′

2 : (F1, F2) ∈ G} : (F ′
1, F ′

2) ∈ F′
1 × F′

2} \ {∅}.

Since, for i ∈ {1, 2}, each set F ′
i ∈ Fi belongs to exactly one batch F′

i, across all pairs of
batches we obtain the family G defined above.

We conclude with the complexity analysis. The generators of F1 and F2 use O(n+ |F1|) =
O(n + |G|) and O(n + |F2|) = O(n + |G|) space, respectively. Each set F ′

1 ∈ F1 contains
O(1) modified strings with the same source, so the number of triples generated for F ′

1 is
O(|G|), so the number of triples generated for each batch F′

1 is O(n + |G|). Similarly, each
set F ′

2 ∈ F2 contains O(1) modified strings with the same source, so the number of 6-tuples
generated for each batch pair F′

1, F′
2 is O(n + |G|). The triples are removed after processing

each batch F′
1 and the 6-tuples are removed after processing each pair of batches F′

1, F′
2, so

the space complexity of the entire algorithm is O(n + |G|).
As for the running time, note that the generator of F1 takes O(n+|F1| min(ℓ, log |F1|)k1) =

O(n + |G| min(ℓ, log |G|)k1) time. In the post-processing of the sets F ′
1 ∈ F1, we generate

O(|G| min(ℓ, log |F1|)k1) = O(|G| min(ℓ, log |G|)k1) triples in O(1) time per triple. The number
of batches F′

1 is therefore O(1 + |G|
n+|G| min(ℓ, log |G|)k1). For each such batch, we run the
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generator of F2, which takes O(n+ |F2| min(ℓ, log |F2|)k2) = O(n+ |G| min(ℓ, log |G|)k2) time.
Across all batches F′

1, this sums up to O((1+ |G|
n+|G| min(ℓ, log |G|)k1)(n+|G| min(ℓ, log |G|)k2))=

O(n + |G| min(ℓ, log |G|)k1+k2). In the post-processing of the sets F ′
2 ∈ F2, we generate∑

G′∈G |G′| = O(|G| min(ℓ, log |G|)k1+k2) 6-tuples, in O(1) time per tuple. The number of
batch pairs F′

1, F′
2 is therefore O(1 + |G|

n+|G| min(ℓ, log |G|)k1 + |G|
n+|G| min(ℓ, log |G|)k1+k2) =

O(1 + |G|
n+|G| min(ℓ, log |G|)k1+k2). Each batch pair is processed in O(n + |G|) time, so this

yields O(n + |G| min(ℓ, log |G|)k1+k2) time in total. ◀

Next we will use bicomplete families to reduce the computation of maxPairLCPk1,k2(U , V)
for (ℓ, ℓ)-families of substrings of a given string to a number of computations of
maxPairLCP(U ′, V ′) for (ℓ, ℓ)-families of modified substrings. Similarly to [63], we need
to group the elements of a bicomplete family for U ∪ V by subsets of modifications so that, if
two modified strings have a common modification, it is counted as one mismatch between
them. Intuitively, we primarily want to avoid checking the conditions |∆i ∪ ∇i| ≤ ki for
i ∈ {1, 2} in the formula in Example 37.

▶ Proposition 39. Let U , V be (ℓ, ℓ)-families and k1, k2 ∈ Z≥0 with k1, k2 = O(1). There
exists a family P such that:
1. each element of P is a pair of sets (U ′, V ′), where the elements of U ′ are of the form

(U∆1
1 , U∆2

2 ) for (U1, U2) ∈ U with |∆1| ≤ k1 and |∆2| ≤ k2, whereas the elements of V ′

are of the form (V ∇1
1 , V ∇2

2 ) for (V1, V2) ∈ V with |∇1| ≤ k1 and |∇2| ≤ k2;
2. max(U ′,V′)∈P(|U ′| + |V ′|) = O(|U| + |V|);
3.

∑
(U ′,V′)∈P(|U ′| + |V ′|) = O((|U| + |V|) min(ℓ, log(|U| + |V|))k1+k2);

4. max(U ′,V′)∈P maxPairLCP(U ′, V ′) = maxPairLCPk1,k2(U , V).
Moreover, if U and V consist of pairs of substrings of a given length-n text, then the family P
can be constructed in O(n + (|U| + |V|) min(ℓ, log(|U| + |V|))k1+k2) time and O(n + |U| + |V|)
space, with pairs (U ′, V ′) generated one by one and each set U ′ ∪ V ′ sorted in two ways:
according to the lexicographic order of the modified strings on the first and the second
coordinate, respectively.

Proof. Let G = U ∪ V and let G be the (k1, k2)-bicomplete family for G. Given G′ ∈ G and
δ1, δ2 ⊆ Z≥0 × Σ, we define

G′
δ1,δ2

= {(F ∆1
1 , F ∆2

2 ) ∈ G′ : δ1 ⊆ ∆1, δ2 ⊆ ∆2}.

For all non-empty sets G′
δ1,δ2

with G′ ∈ G, and all integers d1 ∈ [0, k1] and d2 ∈ [0, k2], we
insert to P a pair (U ′, V ′), where

U ′ = {(U∆1
1 , U∆2

2 ) ∈ G′
δ1,δ2

: (U1, U2) ∈ U , |∆1| ≤ d1, |∆2| ≤ d2},

V ′ = {(V ∇1
1 , V ∇2

2 ) ∈ G′
δ1,δ2

: (V1, V2) ∈ V, |∇1| ≤ k1 + |δ1| − d1, |∇2| ≤ k2 + |δ2| − d2}.

Clearly, the elements of U ′ and V ′ satisfy requirement 1. Moreover, |U ′| + |V ′| ≤ 2|G′| =
O(|G|) = O(|U| + |V|), so requirement 2 is fulfilled. Furthermore, each pair (F ∆1

1 , F ∆2
2 ) ∈ G′

belongs to 2|∆1|+|∆2| ≤ 2k1+k2 = O(1) sets G′
δ1,δ2

and thus to O(k1k2) = O(1) sets U ′

or V ′ created for G′. Consequently, due to
∑

G′∈G |G′| = O(|G| min(ℓ, log |G|)k1+k2), we
have

∑
(U ′,V′)∈P(|U ′| + |V ′|) = O(|G| min(ℓ, log |G|)k1+k2) = O((|U| + |V|) min(ℓ, log(|U| +

|V|))k1+k2), which yields requirement 3.
Our next goal is to prove maxPairLCPk1,k2(U , V) = max(U ′,V′)∈P maxPairLCP(U ′, V ′)

(requirement 4).
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▶ Example 40. As in Example 31, consider U = ababbabb, V = aacbaaab, k = 3, ∆ =
{(2, a), (3, b)}, and ∇ = {(3, b), (5, b)}. Recall that (U∆, V ∇) form a (U, V )3-maxpair. We
have δ = ∆ ∩ ∇ = {(3, b)}. U∆ has d = 2 modifications, and V ∇ has k + |δ| − d = 2
modifications. Note that, if we instead had ∇ = {(3, b), (5, b), (7, b)}, then LCP(U∆, V ∇)
would be greater than LCP3(U, V ), and we would thus not want to consider the pair (U∆, V ∇).

Let us fix (U ′, V ′) ∈ P generated for G′, δ1, δ2, d1, and d2. For every (U∆1
1 , U∆2

2 ) ∈ U ′ and
(V ∇1

1 , V ∇2
2 ) ∈ V ′, we have |∆i ∪∇i| = |∆i|+ |∇i|− |∆i ∩∇i| ≤ di +(ki + |δi| − di)−|δi| ≤ ki

for i ∈ {1, 2} and thus, by Fact 32(b), LCP(U∆i
i , V ∇i

i ) ≤ LCPki(Ui, Vi). Consequently,
we have LCP(U∆1

1 , V ∇1
1 ) + LCP(U∆2

2 , V ∇2
2 ) ≤ LCPk1(U1, V1) + LCPk2(U2, V2), and thus

maxPairLCP(U ′, V ′) ≤ maxPairLCPk1,k2(U , V).
As for the converse inequality, suppose that (U1, U2) ∈ U and (V1, V2) ∈ V satisfy

maxPairLCPk1,k2(U , V) = LCPk1(U1, V1) + LCPk2(U2, V2). By the definition of a bicomplete
family (Definition 36), there exists G′ ∈ G and (U∆1

1 , U∆2
2 ), (V ∇1

1 , V ∇2
2 ) ∈ G′ such that

(U∆i
i , V ∇i

i ) is a (Ui, Vi)ki
-maxpair for i ∈ {1, 2}. By Fact 32(a), this yields LCPki

(Ui, Vi) ≤
LCP(U∆i

i , V ∇i
i ) and |∆i ∪ ∇i| ≤ ki. Define δi = ∆i ∩ ∇i and di = |∆i|, and consider the

pair (U ′, V ′) constructed for G′, δ1, δ2, d1, and d2. Note that |∆i| ≤ di and δi ⊆ ∆i, so
(U∆1

1 , U∆2
2 ) ∈ U ′. Moreover, |∇i| = |∆i ∪ ∇i| + |δi| − |∆i| ≤ ki + |δi| − di and δi ⊆ ∇i, so

(V ∇1
1 , V ∇2

2 ) ∈ V ′. Consequently, maxPairLCPk1,k2(U , V) ≤ maxPairLCP(U ′, V ′).
Finally, we need to design an efficient algorithm constructing the family P. We apply

the construction of a bicomplete family (Lemma 38) to generate the family G in batches G′

consisting of sets of total size Θ(n + |G|) (the last batch might be smaller) 2. For each batch
G′ ⊆ G, we first construct all the non-empty sets G′

δ1,δ2
for G′ ∈ G′. For this, we iterate

over sets G′ ∈ G′, pairs (F ∆1
1 , F ∆2

2 ) ∈ G′, subsets δ1 ⊆ ∆1, and subsets δ2 ⊆ ∆2, creating
5-tuples consisting of the index of G′ in G′, as well as δ1, δ2, F ∆1

1 , and F ∆2
2 . We group these

5-tuples according to the first three coordinates; the key consists of O(1 + k1 + k2) = O(1)
integers bounded by nO(1), so we use radix sort. Moreover, since radix sort is stable, the sets
G′

δ1,δ2
can be constructed along with both linear orders derived from G′. Finally, for each

non-empty set G′
δ1,δ2

with G′ ∈ G′, we iterate over d1 ∈ [0, k1] and d2 ∈ [0, k2], generating
the subsets U ′ and V ′ of G′

δ1,δ2
according to the formulae above. The two linear orders of

U ′ ∪ V ′ are derived from G′
δ1,δ2

.
We conclude with the complexity analysis. The algorithm of Lemma 38 takes O(n +

|G| min(ℓ, log |G|)k1+k2) time and O(n+ |G|) space. The total size of the sets in each batch G′

is O(n+|G|) and the number of batches is O(1+ |G|
n+|G| min(ℓ, log |G|)k1+k2). For each modified

string (F ∆1
1 , F ∆2

2 ) ∈ G′, we construct 2|∆1|+|∆2| ≤ 2k1+k2 = O(1) tuples corresponding to
elements of the sets G′

δ1,δ2
, in O(1) time per tuple. Consequently, this phase uses O(n + |G|)

space and O(|G| min(ℓ, log |G|)k1+k2) time. For each batch, we use O(n + |G|) time and
space for radix sort, yielding a total of O(n + |G|) space and O(n + |G| min(ℓ, log |G|)k1+k2)
time. Finally, for each non-empty set G′

δ1,δ2
with G′ ∈ G, each d1 ∈ [0, k1], and each

d2 ∈ [0, k2], we spend O(|G′
δ1,δ2

|) time and space to generate U ′ and V ′. Since k1, k2 = O(1),
the overall time of this final phase is proportional to the total size of the sets G′

δ1,δ2
, which is

O(|G| min(ℓ, log |G|)k1+k2) as argued above. ◀

▶ Theorem 27. Consider two (ℓ, ℓ)-families U , V of total size N consisting of pairs of
substrings of a given length-n text. For any non-negative integers k1, k2 = O(1), the value

2 G is processed in batches of size Ω(n) (and not, say, set by set) so that the time required to bucket sort
integers of magnitude nO(1) in the algorithm does not make the overall time complexity worse.
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maxPairLCPk1,k2(U , V) can be computed:
in O(n + N logk1+k2+1 N) time and O(n + N) space if ℓ > log3/2 N ,
in O(n + Nℓ logk1+k2−1/2 N) time and O(n + Nℓ/ log N) space if log N < ℓ ≤ log3/2 N ,
in O(n + Nℓk1+k2

√
log N) time and O(n + N) space if ℓ ≤ log N .

Proof. First, we augment the given text with a data structure for O(1)-time LCP quer-
ies (see Theorem 12). Next, we apply Proposition 39 to generate a family P such that
maxPairLCPk1,k2(U , V) = max(U ′,V′)∈P maxPairLCP(U ′, V ′). We process pairs (U ′, V ′) ∈ P
in batches P′ ⊆ P consisting of pairs of sets of total size Θ(N) (in the last batch, the total
size might be smaller). Each batch P′ = {(U ′

j , V ′
j) : j ∈ [1, p]} is processed as follows.

First, for each j ∈ [1, p] and i ∈ {1, 2}, we construct the compacted trie T (Fi,j) of the
set

Fi,j = {F ∆i
i : (F ∆1

1 , F ∆2
2 ) ∈ U ′

j ∪ V ′
j}.

The two linear orders associated with the set U ′
j ∪ V ′

j yield the lexicographic order of the sets
F1,j and F2,j . Thus, in order to build the compacted tries T (Fi,j) using Lemma 6, it suffices
to determine the longest common prefixes between any two consecutive modified strings in
Fi,j , which reduces to LCP queries on the text.

Then, for i ∈ {1, 2}, we construct the compacted trie T (Fi) of the set

Fi =
p⋃

j=1
{j · F ∆i

i : (F ∆1
1 , F ∆2

2 ) ∈ U ′
j ∪ V ′

j} ⊆ (Σ ∪ [1, p])≤(ℓ+1).

For this, we create a new root node and, for j ∈ [1, m], attach the compacted trie T (Fi,j)
with a length-1 edge; if the root of T (Fi,j) has degree 1 and ε /∈ Fi,j , we also dissolve the
root. Finally, we construct two sets P, Q ⊆ F1 × F2:

P =
p⋃

j=1
{(j · U∆1

1 , j · U∆2
2 ) : (U∆1

1 , U∆2
2 ) ∈ U ′

j},

Q =
p⋃

j=1
{(j · V ∇1

1 , j · V ∇2
2 ) : (V ∇1

1 , V ∇2
2 ) ∈ V ′

j}.

This yields an instance of the Two String Families LCP Problem, which we solve
using Lemma 3 if ℓ > log3/2 N or Lemma 4 otherwise. The obtained value satisfies
maxPairLCP(P, Q) = 2 + maxm

j=1 maxPairLCP(U ′
j , V ′

j) and, taking the maximum across all
batches P′ ⊆ P, we retrieve maxPairLCPk1,k2(U , V) = max(U ′,V′)∈P maxPairLCP(U ′, V ′).

We conclude with the complexity analysis. Applying the algorithm of Proposition 39
costs O(n + N min(ℓ, log N)k1+k2) time and O(n + N) space. The resulting family P
satisfies max(U ′,V′)∈P(|U ′|+|V ′|) = O(N) and

∑
(U ′,V′)∈P = O(N min(ℓ, log N)k1+k2). Hence,

the number of batches P′ is O(min(ℓ, log N)k1+k2). Let us now focus on a single batch
P′ = {(U ′

j , V ′
j) : 1 ≤ j ≤ p}; recall that it satisfies

∑p
j=1(|U ′

j | + |V ′
j |) = O(N). Each set

Fi,j (with strings sorted lexicographically) is obtained from U ′
j ∪ V ′

j in O(|U ′
j | + |V ′

j |) time.
Each modified string in Fi,j contains up to ki modifications, so the LCP computation for two
such modified strings requires up to 2ki + 1 = O(1) LCP queries on T . Consequently, each
trie T (Fi,j) is constructed in O(|U ′

j | + |V ′
j |) time. Merging these tries into T (Fi) requires

O(p) additional time, i.e., the construction of T (Fi) takes O(N) time in total. The sets
P and Q are of size O(N) and also take O(N) time to construct. Overall, preparing the
instance (T (F1), T (F2), P, Q) of Two String Families LCP Problem takes O(N) time
and space. Solving this instance takes O(N log N) time and O(N) space if we use Lemma 3 or
O(N(ℓ+log N)(log ℓ+

√
log N)/ log N) time and O(N +Nℓ/ log N) space if we use Lemma 4.
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In either case, this final step dominates both the time and the space complexity of processing a
single batch P′. Across all O(min(ℓ, log N)k1+k2) batches, we obtain the following trade-offs:

O(N log N · logk1+k2 N) time and O(N) space if ℓ > log3/2 N ;
O(Nℓ/

√
log N · logk1+k2 N) time and O(Nℓ/ log N) space if log N < ℓ ≤ log3/2 N ;

O(N
√

log N · ℓk1+k2) time and O(N) space if ℓ ≤ log N .
Accounting for O(n) space and construction time of the data structure for LCP queries on
the text, we retrieve the claimed trade-offs. ◀
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A Proof of Proposition 35

Our construction follows [63, Section 4] along with the efficient implementation described
in [63, Section 5.1]. However, we cannot use these results in a black-box manner since we are
solving a slightly more general problem: In [63], the input consists of two strings X and Y ,
and the output family F must satisfy the following condition: for every suffix U of X and
every suffix V of Y , there exists a set F ′ ∈ F and modified strings U∆, V ∇ ∈ F ′ forming
a (U, V )k-maxpair. Instead, in Proposition 35, we have a set F of (selected) substrings of
a single text, and the output family F must be a k-complete family for F , i.e., satisfy the
following condition: for every U, V ∈ F , there exists a set F ′ ∈ F and modified strings
U∆, V ∇ ∈ F ′ forming a (U, V )k-maxpair. Additionally, we need stronger bounds on the sizes
of sets F ′ ∈ F. The original argument [63, Lemma 3] yields maxF ′∈F |F ′| = O(|F|) and∑

F ′∈F |F ′| = O(|F| logk |F|). Instead, we need to prove that each string F ∈ F is the source
of O(1) modified strings in any single set F ′ ∈ F and that there are O(min(ℓ, log |F|)k)
modified strings across all sets F ′ ∈ F provided that F ⊆ Σ≤ℓ.

On the high-level, the algorithm behind Proposition 35 constructs d-complete families
Fd for F for each d ∈ [0, k]. In this setting, the input set F is interpreted as a 0-complete
family F0 = {F}. For the sake of space efficiency, all families are built in parallel, and the
construction algorithm is organised into 2k + 1 levels, indexed with 0 through 2k. Each even
level 2d is given a stream of sets F ′ ∈ Fd and its task is to construct the compacted trie
T (F ′) for each given F ′ ∈ Fd (which, in particular, involves sorting the modified strings in
F ′). Each odd level 2d − 1 is given a stream of tries T (F ′) for F ′ ∈ Fd−1, and its task is to
output a stream of sets F ′′ ∈ Fd.

The claimed properties of the constructed k-complete family Fk naturally generalise
to analogous properties of the intermediate d-complete families Fd. Moreover, efficient
implementation of even levels relies on the following additional invariant:

▶ Invariant 41. Every set F ′ ∈ Fd contains a pivot P ∇ ∈ F ′ such that, for every F ∆ ∈ F ′,
we have ∆ ⊆ [1, LCP(F ∆, P ∇)] × Σ.

The invariant is trivially true for d = 0 due to ∆ = ∅ for every F ∆ ∈ F ′.

A.1 Implementation and Analysis of Even Levels
Recall that the goal of an even level 2d is to construct T (F ′) for each F ′ ∈ Fd. For this, we
rely on Lemma 6, which requires sorting the modified strings in F ∆ ∈ F ′ and computing the
longest common prefixes between pairs of consecutive strings.

For the latter task, in the preprocessing, we augment the input text with a data structure
for O(1)-time LCP queries (Theorem 12). Since each modified string F ∆ ∈ F ′ satisfies |∆| ≤ d,
the longest common prefix of any two modified strings in F ′ can be computed in O(1) time
using up to 2d + 1 LCP queries. In particular, this yields O(1)-time lexicographic comparison
of any two modified strings in F ′, which means that F ′ can be sorted in O(|F ′| log |F ′|) time.
Nevertheless, this is too much for our purposes. A more efficient procedure requires buffering
the sets F ′ ∈ Fd into batches F′

d ⊆ Fd of total size Θ(n + |F|) and using the following result:

▶ Theorem 42 ([28, Theorem 12]). Any m substrings of a given length-n text can be sorted
lexicographically in O(n + m) time.

Unfortunately, the possibility of generalising this result to modified substrings remains an
open question. A workaround proposed in [63] relies on Invariant 41. A pivot P ∇ ∈ F ′ can
be retrieved in O(|F ′|) time as any modified string F ∆ ∈ F ′ for which max{i : (i, c) ∈ ∆} is
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maximised. In the lexicographic order of F ′, the strings satisfying F ∆ ≤ P ∇ come before
those satisfying F ∆ > P ∇. Moreover, in the former group, the values LCP(F ∆, P ∇) form
a non-decreasing sequence and, in the latter group, these values form a non-increasing
sequence. This way, the task of sorting F ′ reduces to partitioning F ′ into F ′

ℓ = {F ∆ ∈ F ′ :
LCP(F ∆, P ∇) = ℓ} and sorting each set F ′

ℓ. We first compute LCP(F ∆, P ∇) for all F ∆ ∈ F ′

in O(|F ′|) time. Then, in order to construct sets F ′
ℓ, we use radix sort for the whole batch

F′
d ⊆ Fd—the keys (LCP(F ∆, P ∇) for F ∆ ∈ F ′) are integers bounded by n. In order to sort

the elements of each set F ′
ℓ, we exploit the fact that the lexicographic order of a modified

string F ∆ ∈ F ′
ℓ is determined by F ∆[ℓ + 1 . . |F |]. Moreover, as ℓ = LCP(F ∆, P ∇) for the

pivot P ∇, we have ∆ ⊆ [1, ℓ] × Σ by Invariant 41 and thus F ∆[ℓ + 1 . . |F |] = F [ℓ + 1 . . |F |].
Thus, F ∆[ℓ + 1 . . |F |] is a substring of the input text and hence we can use Theorem 42 to
sort all such substrings arising as we process the batch F′

d ⊆ Fd, and then classify them back
into individual subsets F ′

ℓ using radix sort.
The overall time and space complexity for processing a single batch F′

d ⊆ Fd is therefore
O(n + |F|). Across all batches, the space remains O(n + |F|) and the running time becomes
O(n + |F| min(ℓ, log |F|)d) due to

∑
F ′∈Fd

|F ′| = O(|F| min(ℓ, log |F|)d).

A.2 Implementation and Analysis of Odd Levels
Recall that the goal of an odd level 2d+1 is to transform a stream of tries T (F ′) for F ′ ∈ Fd−1
into a stream of sets F ′′ ∈ Fd. This process is guided by the heavy-light decomposition of
T (F ′), which classifies the nodes of T (F ′) into heavy and light so that the root is light
and exactly one child of each internal node is heavy: the one whose subtree contains the
maximum number of leaves (with ties broken arbitrarily). Each light node w is therefore
associated with the heavy path which starts at w and repeatedly proceeds to the unique
heavy child until reaching a leaf, which we denote h(w). The key property of the heavy-light
decomposition is that each node has O(log |F ′|) light ancestors. However, since the height of
T (F ′) is O(ℓ), we can also bound the number of light ancestors by O(min(ℓ, log |F ′|)).

The algorithm constructs the heavy-light decomposition of T (F ′) and, for each light node
w, creates a set F ′

w ∈ Fd constructed as follows. We traverse the subtree of w and, for each
modified string F ∆ ∈ F ′ prefixed by val(w), we compute ℓ = LCP(F ∆, val(h(w))), which is
the string depth of the lowest common ancestor of h(w) and the locus of F ∆. If ∆ ⊆ [1, ℓ]×Σ,
we add F ∆ to F ′

w. If additionally |F ∆| > ℓ, we also add F ∆∪{(ℓ+1,val(h(w))[ℓ+1])} to F ′
w. This

way, we guarantee that val(h(w)) ∈ F ′
w forms a pivot of F ′

w, as defined in Invariant 41. Note
that each string F ∆ ∈ F ′ is prefixed by val(w) for O(min(ℓ, log |F ′|)) light nodes w. Hence,
each trie T (F ′) for F ′ ∈ Fd−1 is processed in O(|F ′| min(ℓ, log |F ′|)) = O(|F ′| min(ℓ, log |F|))
time and O(|F ′|) = O(|F|) space. Across all F ′ ∈ Fd−1, this yields O(|F| min(ℓ, log |F|)d)
time and O(|F|) space.

It remains to prove that Fd satisfies all the conditions of Proposition 35. Each modified
string F ∆ ∈ F ′ gives rise to at most two modified strings added to a single set F ′

w and
O(min(ℓ, log |F|)) modified strings across sets F ′

w for light nodes w in T (F ′). Since each
string F ∈ F is the source of O(1) modified strings in any single set F ′ ∈ Fd−1 and
O(min(ℓ, log |F|)d−1) modified strings across all sets F ′ ∈ Fd−1, it is the source of O(1)
modified strings in any single set F ′

w ∈ Fd and O(min(ℓ, log |F|)d) modified strings across
all sets F ′

w ∈ Fd.
Finally, we shall argue that Fd is indeed a d-complete family. The modified strings

in F ′ ∈ Fd−1 have sources in F and up to d − 1 modifications. Each string inserted
to F ′

w ∈ Fd retains its source and may have up to one more modification, for a total
of up to d. Next, consider two strings U, V ∈ F . Since Fd−1 is a (d − 1)-complete
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family, there is a set F ′ ∈ Fd−1 and modified strings U∆, V ∇ ∈ F ′ forming a (U, V )d−1-
maxpair. Let v be the node of T (F ′) representing the longest common prefix of U∆ and
V ∇, and let w be the lowest light ancestor of v (so that v lies on the path from w to
h(w)). By Fact 32, we have p := LCP(U∆, V ∇) = LCPd−1(U, V ). Definition 30 further yields
∆, ∇ ⊆ [1, p]×Σ. If LCPd(U, V ) = p, then U∆, V ∇ ∈ F ′

w form a (U, V )d-maxpair. Otherwise,
let c = val(h(w))[p + 1] and note that U [p + 1] ̸= V [p + 1]. If U [p + 1] ̸= c ̸= V [p + 1], then
U∆∪{(p+1,c)}, V ∇∪{(p+1,c)} ∈ F ′

w form a (U, V )d-maxpair. If U [p + 1] ̸= c = V [p + 1], then
U∆∪{(p+1,c)}, V ∇ ∈ F ′

w form a (U, V )d-maxpair. Symmetrically, if U [p + 1] = c ≠ V [p + 1],
then U∆, V ∇∪{(p+1,c)} ∈ F ′

w form a (U, V )d-maxpair. Thus, in all four cases, F ′
w ∈ Fd

contains a (U, V )d-maxpair. This completes the proof of Proposition 35.
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