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Abstract

Federated Learning (FL) is a paradigm for
large-scale distributed learning which faces
two key challenges: (i) training efficiently
from highly heterogeneous user data, and (ii)
protecting the privacy of participating users.
In this work, we propose a novel FL ap-
proach (DP-SCAFFOLD) to tackle these two
challenges together by incorporating Differ-
ential Privacy (DP) constraints into the pop-
ular SCAFFOLD algorithm. We focus on the
challenging setting where users communicate
with a “honest-but-curious” server without
any trusted intermediary, which requires to
ensure privacy not only towards a third party
observing the final model but also towards
the server itself. Using advanced results from
DP theory and optimization, we establish
the convergence of our algorithm for con-
vex and non-convex objectives. Our paper
clearly highlights the trade-off between util-
ity and privacy and demonstrates the supe-
riority of DP-SCAFFOLD over the state-of-
the-art algorithm DP-Fed Avg when the num-
ber of local updates and the level of hetero-
geneity grows. Our numerical results confirm
our analysis and show that DP-SCAFFOLD
provides significant gains in practice.

1 INTRODUCTION

Federated Learning (FL) enables a set of users with lo-
cal datasets to collaboratively train a machine learn-
ing model without centralizing data (Kairouz et al.,
2021). Compared to machine learning in the cloud, the
promise of FL is to avoid the costs of moving data and
to mitigate privacy concerns. Yet, this promise can
only be fulfilled if two key challenges are addressed.
First, FL algorithms must be able to efficiently deal

with the high heterogeneity of data across users, which
stems from the fact that each local dataset reflects the
usage and production patterns specific to a given user.
Heterogeneous data may prevent FL algorithms from
converging unless they use a large number of communi-
cation rounds between the users and the server, which
is often considered as a bottleneck in FL (Khaled et al.,
2020; Karimireddy et al., 2020b). Second, when train-
ing data contains sensitive or confidential information,
FL algorithms must provide rigorous privacy guaran-
tees to ensure that the server (or a third party) cannot
accurately reconstruct this information from model
updates shared by users (Geiping et al., 2020). The
widely recognized way to quantify such guarantees is
Differential Privacy (DP) (Dwork and Roth, 2013).

Since the seminal FedAvg algorithm proposed by
McMahan et al. (2017a), a lot of effort has gone into
addressing these two challenges separately. FL algo-
rithms like SCAFFOLD (Karimireddy et al., 2020b) and
FedProx (Li et al., 2020a) can better deal with het-
erogeneous data, while versions of FedAvg with Dif-
ferential Privacy (DP) guarantees have been proposed
based on the addition of random noise to the model
updates (McMahan et al., 2017b; Geyer et al., 2018;
Triastcyn and Faltings, 2019). Yet, we are not aware
of any approach designed to tackle data heterogene-
ity while ensuring differential privacy, or of any work
studying the associated trade-offs. This appears to be
a challenging problem: on the one hand, data hetero-
geneity can hurt the privacy-utility trade-off of DP-FL
algorithms (by requiring more communication rounds
and thus more noise). On the other hand, it is not
clear how to extend existing heterogeneous FL algo-
rithms to satisfy DP and what the resulting privacy-
utility trade-off would be in theory and in practice.

Our work precisely aims to tackle the issue of data
heterogeneity in the context of FL under DP con-
straints. We aim to protect the privacy of any user’s
data against a honest-but-curious server observing all
user updates, and against a third-party observing only
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the final model. We present DP-SCAFFOLD, a novel dif-
ferential private FL algorithm for training a global
model from heterogeneous data based on SCAFFOLD
(Karimireddy et al., 2020b) augmented with the ad-
dition of noise in the local model updates. Our con-
vergence analysis leverages a particular initialization
of the algorithm, and controls a different set of quan-
tities than in the original proof.

Relying on recent tools for tightly keeping track of
the privacy loss of the subsampled Gaussian mecha-
nism (Wang et al., 2020) under Rényi Differential Pri-
vacy (RDP) (Mironov, 2017), we formally character-
ize the privacy-utility trade-off of DP-FedAvg, consid-
ered as the state-of-the-art DP-FL algorithm (Geyer
et al., 2018), and DP-SCAFFOLD in convex and non-
convex regimes. Our results show the superiority of
DP-SCAFFOLD over DP-FedAvg when the number of lo-
cal updates is large and/or the level of heterogeneity
is high. Finally, we provide experiments on simulated
and real-world data which confirm our theoretical find-
ings and show that the gains achieved by DP-SCAFFOLD
are significant in practice.

The rest of the paper is organized as follows. Section 2
reviews some background and related work on FL,
data heterogeneity and privacy. Section 3 describes
the problem setting and introduces DP-SCAFFOLD. In
Section 4, we provide theoretical guarantees on both
privacy and utility for DP-SCAFFOLD and DP-FedAvg.
Finally, Section 5 presents the results of our exper-
iments and we conclude with some perspectives for
future work in Section 6.

2 RELATED WORK

Federated learning & heterogeneity. The base-
line FL algorithm FedAvg (McMahan et al., 2017a) is
known to suffer from instability and convergence issues
in heterogeneous settings, related to device variabil-
ity or non-identically distributed data (Khaled et al.,
2020). In the last case, these issues stem from a user-
drift in the local updates, which occurs even if all users
are available or full-batch gradients are used (Karim-
ireddy et al., 2020b). Several FL algorithms have been
proposed to better tackle heterogeneity. FedProx (Li
et al., 2020a) features a proximal term in the objective
function of local updates. However, it is often numer-
ically outperformed by SCAFFOLD (Karimireddy et al.,
2020b), which relies on variance reduction through
control variates. In a nutshell, the update direction of
the global model at the server (¢) and the update direc-
tion of each user ¢’s local model (¢;) are estimated and
combined in local Stochastic Gradient Descent (SGD)
steps (¢ — ¢;) to correct the user-drift (see Section 3.3
for more details).

MIME (Karimireddy et al., 2020a) also focuses on client
heterogeneity and improves on SCAFFOLD by using the
stochastic gradient evaluated on the global model as
the local variate ¢; and the synchronized full-batch gra-
dient as the global control variate c. However, com-
puting full-batch gradients is very costly in practice.
Similarly, incorporating DP noise into FedDyn (Acar
et al., 2020), which is based on the exact mini-
mization of a proxy function, is not straightforward.
On the other hand, the adaptation of SCAFFOLD to
DP-SCAFFOLD is more natural as control variates only
depend on stochastic gradients and thus do not de-
grade the privacy level throughout the iterations (see
details in Section 4.1).

Extension to other optimization schemes. While
Fed-Opt (Reddi et al., 2020) generalizes FedAvg by
using different optimization methods locally (e.g.,
Adam (Kingma and Ba, 2014), AdaGrad (Duchi et al.,
2011), etc., instead of vanilla local SGD steps) or a dif-
ferent aggregation on the central server, these methods
may also suffer from user-drift. Their main objective
is to improve the convergence rate (Wang et al., 2021)
without focusing on heterogeneity. We thus choose to
focus on the simplest algorithm to highlight the impact
of DP and heterogeneity.

Federated learning & differential privacy. Even
if datasets remain decentralized in FL, the privacy
of users may still be compromised by the fact that
the server (which may be “honest-but-curious”) or a
third-party has access to model parameters that are
exchanged during or after training (Fredrikson et al.,
2015; Shokri et al., 2017; Geiping et al., 2020). Differ-
ential Privacy (DP) (Dwork and Roth, 2013) provides
a robust mathematical way to quantify the informa-
tion that an algorithm A leaks about its input data.
DP relies on a notion of neighboring datasets, which in
the context of FL may refer to pairs of datasets differ-
ing by one user (user-level DP) or by one data point
of one user (record-level DP).

Definition 2.1 (Differential Privacy, Dwork and
Roth, 2013). Let €, > 0. A randomized algorithm
A: X" = Y is (e,0)-DP if for all pairs of neighboring
datasets D, D’ and every subset S C Y, we have:

P[A(D) € S] < e‘P[A(D') € S] + 4.

The privacy level is controlled by the parameters € and
0 (the lower, the more private). A standard building
block to design DP algorithms is the Gaussian mech-
anism (Dwork and Roth, 2013), which adds Gaussian
noise to the output of a non-private computation. The
variance of the noise is calibrated to the sensitivity of
the computation, i.e., the worst-case change (measured
in 5 norm) in its output on two neighboring datasets.
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The design of private ML algorithms heavily relies on
the Gaussian mechanism to randomize intermediate
data-dependent computations (e.g. gradients). The
privacy guarantees of the overall procedure are then
obtained via composition (Dwork et al., 2010; Kairouz
et al., 2017). Recent theoretical tools like Rényi Dif-
ferential Privacy (Mironov, 2017) (see Appendix B) al-
low to obtain tighter privacy bounds for the Gaussian
mechanism under composition and data subsampling
(Wang et al., 2020).

In the context of FL, the output of an algorithm A in
the sense of Definition 2.1 contains all information ob-
served by the party we aim to protect against. Some
work considered a trusted server and thus only protect
against a third-party who observes the final model.
In this setting, McMahan et al. (2017b) introduced
DP-FedAvg and DP-FedSGD (i.e., DP-FedAvg with a
single local update), which was also proposed inde-
pendently by Geyer et al. (2018). These algorithms
extend FedAvg and FedSGD by having the server add
Gaussian noise to the aggregated user updates. Tri-
astcyn and Faltings (2019) used a relaxation of DP
known as Bayesian DP to provide sharper privacy loss
bounds. However, these papers do not discuss the the-
oretical trade-off between utility and privacy. Some
recent work by Wei et al. (2020) has formally exam-
ined this trade-off for DP-FedSGD, providing a utility
guarantee for strongly convex loss functions. However,
they do not consider multiple local updates.

Some papers also considered the setting with a
“honest-but-curious” server, where users must ran-
domize their updates locally before sharing them. This
corresponds to a stronger version of DP, referred to as
Local Differential Privacy (LDP) (Duchi et al., 2014;
Zhao et al., 2021; Duchi et al., 2018). DP-FedAvg
and DP-FedSGD can be easily adapted to this setting
by pushing the Gaussian noise addition to the users,
which induces a cost in utility. Zhao et al. (2021) con-
sider DP-FedSGD in this setting but do not provide any
utility analysis. Girgis et al. (2020) provide utility and
compression guarantees for variants of DP-FedSGD in
an intermediate model where a trusted shuffler be-
tween the server and the users randomly permutes the
user contributions, which is known to amplify privacy
(Balle et al., 2019; Cheu et al., 2019; Ghazi et al., 2019;
Erlingsson et al., 2019). However, both of these stud-
ies do not consider multiple local updates, which is
key to reduce the number of communication rounds.
Li et al. (2020b) consider the server as “honest-but-
curious” but does not ensure end-to-end privacy to the
users. Finally, Hu et al. (2020) present a personalized
DP-FL approach as a way to tackle data heterogeneity,
but it is limited to linear models.

Summary. To the best of our knowledge, there ex-
ists no FL approach designed to tackle data hetero-
geneity under DP constraints, or any study of existing
DP-FL algorithms capturing the impact of data het-
erogeneity on the privacy-utility trade-off.

3 DP-SCAFFOLD

In this section, we first describe the framework that
we consider for FL and DP, before giving a detailed
description of DP-SCAFFOLD. A table summarizing all
notations is provided in Appendix A.

3.1 Federated Learning Framework

We consider a setting with a central server and M
users. Each user ¢ € [M], holds a private local dataset
D; = {d},...,d%} C X%, composed of R observations
living in a space X'. We denote by D := Dy U...U Dy
the disjoint union of all user datasets. Each dataset D;
is supposed to be independently sampled from distinct
distributions. The objective is to solve the following
empirical risk minimization problem over parameter x:

| M
;rEuRg F(z):= i ;Fl(i),

where Fj(z) :== & Zf’:l fi(x,d}) is the empirical risk
on user i, and for all + € RY and d € X, f;(z,d)
is the loss of the model x on observation d. We de-
note by V fz(m,dé) the gradient of the loss f; com-
puted on a sample d; € D;, and by extension, for any
S; C Dy, Vfi(x,S;) := ‘S—ll Zjesi Vfi(x,dé) is the av-
eraged mini-batch gradient. We note that our results
can easily be adapted to optimize any weighted average
of the loss functions and to imbalanced local datasets.

3.2 Privacy Model

We aim at controlling the information leakage from
individual datasets D; in the updates shared by the
users. For simplicity, our analysis focuses on record-
level DP with respect to (w.r.t) the joint dataset D.
We thus consider the following notion of neighbor-
hood: D, D' € XME are neighboring datasets (denoted
[|[D — D'|| < 1) if they differ by at most one record,
that is if there exists at most one i € [M] such that
D, and D} differ by one record. We want to ensure
privacy (or quantify privacy level) (i) towards a third
party observing the final model and (ii) towards an
honest-but-curious server. Our DP budget is set in
advance and denoted by (e, d), and corresponds to the
desired level of privacy towards a third party observing
the final model (or any model during the training pro-
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Algorithm 1: DP-SCAFFOLD(T, K, 1, s,0,,C)

Server Input: initial 0, initial c°
i-th User Input: initial c?
Output: 27
fort=1,...,T do
User subsampling by the server:
Sample C* C [M]
Server sends (z!1,
for user i € C* do
Initialize model: gy < =1
for k=1,..., K do
Data subsampling by user i:
Sf Cc D;
for sample j € SF do
Compute gradient:
gij < VIily™ . di)
Clip gradient:
9ij + 9ij/ max (1,]lg;]2/C)
Add DP noise to local gradients:
Hf + 5 EjeSf Jij + 25N (0,07)
b eyt e =T )
R R (L
(Ayl, Ach)  (yff —a' 1,8 — )
User i sends to server (Ay!, Act)
ct ¢t

thl)

to users i € C*

Server aggregates:
(Axtv Act) — ﬁ ZieC‘ (A?Jfa Acﬁ)
R S WA LR e S i

cess).! We will also report the corresponding (weaker)
DP guarantees towards the server.

3.3 Description of DP-SCAFFOLD

We now explain how our algorithm DP-SCAFFOLD is
constructed. DP-SCAFFOLD proceeds similarly as stan-
dard FL algorithms like FedAvg: all users perform
a number of local updates K, before communicating
with the central server. We denote T the number of
communication rounds. As SCAFFOLD, DP-SCAFFOLD
relies on the use of control variates that are updated
throughout the iterations of the algorithm: (i) on the
server side (¢, downloaded by the users) and (ii) on
the user side ({c;}ic[nr), uploaded to the server).

At any round t € [T, a subset C* of users with cardi-
nality [IM ] is uniformly selected by the server, where
is the user sampling ratio. Each user i € C* downloads

'The use of composition for analyzing the privacy guar-
antee for the final model implies that the same guarantee
holds even if every intermediate global model is observed.

the global model 2*~! held by the central server and
performs K local updates on their local copy y; of the
model (with step-size i, > 0), starting from y) = '~

At iteration k € [K], user i € C* samples an inde-
pendent |sR|-mini-batch of data S¥ C D;, where s
is the data sampling ratio. Given a clipping parame-
ter C > 0, for all j € S, the gradient Vfi(yf_l,d§)
is computed and clipped at threshold C (Abadi et al.,
2016), giving g;;. The resulting average stochastic gra-
dient HF (yffl) is made private w.r.t. D; using Gaus-
sian noise calibrated to the ¢-sensitivity S = 2C/sR
and to the scale o, (a parameter which will depend on
the privacy budget), giving ﬁfzk (yffl) such that

HE(yF ") = HE(yf 1) + SN(0,02).

Finally, we update the model y*~*

1
yF eyt HEWEY) + ), ()
—_—— —_————

“noisy” gradient

(omitting index t):

drift correction

using the control variates which are updated at the
end of each inner loop:

K
_ _ 1 _ 1 ~ _
cf et =t 1+K7m($t 1—yiK)=§§ Flyrh).
k=1

After K local iterations, each user communicates
(yK —2'=1) and (¢t — i) to the central server, and

updates the global model with step-size 7y, as de-
scribed in Step 21 of Alg. 1.

From the privacy point of view, the updates (Ay;, Ac;)
that are transmitted to the server are private w.r.t. D
(proved in Section 4.1), thus making private (z, ¢) w.r.t
D by postprocessing.

The complete pseudo-code is given in Algorithm 1.
Subsampling steps, which amplify privacy (Ka-
siviswanathan et al., 2011), are highlighted in red, and
steps specifically related to DP are highlighted in yel-
low. Setting 0, = 0 and C = oo recovers the classi-
cal SCAFFOLD algorithm, and removing control variates
(i.e., setting ¢! to 0 for all ¢ € [T],i € [M]) recovers
DP-FedAvg, which we describe in Appendix A (Algo-
rithm 2) for completeness.

Intuition for control variates. In SCAFFOLD, the
local control variate c¢; converges to the local gra-
dient Vf;(z*) at the optimal, while ¢ approximates
e Zﬁl ¢; (Karimireddy et al., 2020b, Appendix E).
Therefore, adding (¢ — ¢;) in the update balances the
local stochastic gradient and limits user-drift.

Warm-start version of DP-SCAFFOLD. We adapt
the warm-start strategy from Karimireddy et al.
(2020b, Appendix E) to accommodate DP constraints,
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leading to DP-SCAFFOLD-warm. The first few rounds
of communication are saved to set? the initial val-
ues of the control variates to &® = 7 Zf\il ¢V, with
&=+ 25:1 HF(2°) (perturbed by DP-noise), with-
out updating the global model. Note that as we lever-
age user sampling in the privacy analysis, the server
cannot communicate with all users at a single round
and the users have to be randomly picked to ensure pri-
vacy. We prove the convergence of DP-SCAFFOLD-warm
in Section 4.2 (assuming that every user participated
to the warm-start phase). Our experiments in Section
5 are conducted with this version of DP-SCAFFOLD.

User-level privacy. Our framework can easily be
adapted to user-level privacy, by setting S = 2C/s.

4 THEORETICAL ANALYSIS

We first provide the analysis of the privacy level in
Section 4.1, then analyze utility in Section 4.2.

4.1 Privacy

We first establish that the setting of our algorithms
DP-SCAFFOLD and DP-FedAvg enables a fair compari-
son in terms of privacy.

Claim 4.1. For some given noise scale o, > 0, z'
has the same level of privacy at any round t € [T] in
DP-SCAFFOLD (-warm) and DP-FedAvg after the server
aggregation.

This claim can be proved by induction, see Ap-
pendix B. Consequently, the analysis of privacy is sim-
ilar for DP-FedAvg or DP-SCAFFOLD. Theorem 4.1 gives
the order of magnitude of o, (same for DP-FedAvg and
DP-SCAFFOLD) to ensure DP towards the server or any
third party. In order to give simple closed forms for the
privacy guarantees, we make the following assumption.

Assumption 1. We consider a noise level o4, a
privacy budget € > 0 and a data-subsampling ratio
s st (i) s = o(1), (it) e < 1 and (iii) o4 =
Q(s\/K/log(2T1/6)) (high privacy regime).
Theorem 4.1 (Privacy guarantee). Let €,0 >
0.  Under Assumption 1, suppose we set o4 =
Q(s\/ITK log(2T'1/8) log(2/5)/evV'M). Then, for
DP-SCAFFOLD (-warm) and DP-FedAvg, x7 is:
1. ((9(6), 5) -DP towards a third-party,

2. (O(es),é(g)—DP towards the server, where €5 =

e/ and 65 = 3(3+ +1).

2This happens with high probability: typically, after 4 /1
where | = o(1), all users have been selected at least once
with probability 1 —e™* ~ 0.98.

Sketch of proof. We here summarize the main steps
of the proof. Let o4 be a given DP noise level. Our
proof stands for the privacy analysis over a query func-
tion of sensitivity 1 (since calibration is made with
constant S in Section 3.2). We denote GM(oy) the
corresponding Gaussian mechanism. We first provide
the result for any third party.

We combine the following steps:

e Data-subsampling with Rényi DP. Let t € [T] be
an arbitrary round. We first estimate an upper DP
bound €, (w.r.t. D) of the privacy loss after the ag-
gregation by the server of [M individual contributions
(Step 21 in Alg. 1). Those are private w.r.t. to the cor-
responding local datasets, say (a,¢;)-RDP w.r.t. D;
where i € C? stands for the i-th user, each one be-
ing the result of the composition of K adaptative s-
subsampled GM(oy). For any a > 1, we know that
GM(ay) is (o, a/202)-RDP (Mironov, 2017). Wang
et al. (2020) proves that the s-subsampled GM(oy)
is (a,0(s*a/02))-RDP under Assumption 1-(i). By
the RDP composition rule over the K local itera-
tions, we have €;(o) < O(Ks*a/o}). Therefore, the
aggregation over all users considered in C? is pri-

vate w.r.t. D with a corresponding Gaussian noise
2
: 2 2 2 _ 1 9 :
of variance S°o; where o; = ;5% (mean of in-

dependent Gaussian noises). Yet, making the whole
aggregation private w.r.t. D only requires a [y cali-
bration equal to S’ = S/IM (by triangle inequality)
which means we can quantify the gain of privacy as
(a, O(Ks®a/IMo?))-RDP. After converting this result
into a DP bound (Mironov, 2017), we get that for any
¢’ > 0, the whole mechanism is (e, (c, d"), 6")-DP where

2 og /
calar, &) = O(f5iog + PEA).
o User-subsampling with DP. In order to get explicit
bounds (that may not be optimal), we then use classi-
cal DP tools to estimate an upper DP bound er after
T rounds. By combining amplification by subsampling
results (Kasiviswanathan et al., 2011) over users and
strong composition (Kairouz et al., 2017) (with As-
sumption 1-(ii)) over communication rounds, we finally
get that, for any 6" > 0, 2T is (ep(a, 8, 6"), T15'+6")-
DP where er(a,d’,d") = O(leq (v, 8") /T log(1/5")).
e Fizing parameters. Considering our final privacy
budget § for any third party, we fix 6’ := §/2T1 and
0" := 6/2. Following the method of the Moments Ac-
countant (Abadi et al., 2016), we then minimize the
bound on ep w.r.t. a > 1, which gives that ep = O(€)
where

~ s/ Klog(2T1/5)  Ks? )
€=1/Tlog(2/6 + .
V/Tiog2/5) o i
Finally, under Assumption 1-(iii), we can bound the

second term by the first one. We then invert the for-
mula of this upper bound of € to express o, as a func-
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tion of a given privacy budget €, which proves the first
statement.

To prove the second statement, we recall that the
server has access to individual contributions before ag-
gregation (which prevents a reduction by a factor [M
of the variance) and that it knows the selected users
at each round, which cancels the user-sampling effect
(factor 1). We refer to Appendix B for the full proof
as well as the non-asymptotic (tighter) formulas.

Remarks. Our RDP analysis allows to limit the im-
pact of K in the expression of o4. A standard analysis
would require a noise level increased by an extra factor
O(y/1og(TKls/d)) (see Appendix B for more details).

We also stress the fact that the approximations in
the privacy upper bounds are meant to give readable
closed-form results. In practice, we do not use these
approximations: instead, we numerically compute a
tighter o4 directly from the non-asymptotic formulas.

4.2 Utility

We denote by || - || the Euclidean £3-norm. We assume
that F' is bounded from below by F* = F(z*), for an
z* € R%. Furthermore, we make standard assumptions
on the functions (F3);eqar-

Assumption 2. For all i € [M], F; is differentiable
and v-smooth (i.e., VF; is v-Lipschitz).

We also make the following assumption on the stochas-
tic gradients and data sampling.

Assumption 3. For any iteration t € [T,k € [K],

1. the stochastic gradient Vfi(yf_l,dé-) is  condi-
tionally unbiased, i.e., Ed;g [Vfi(yffl,d§)|yf*1] =
VE;(yf ).

2. the stochastic gradient has bounded variance, i.e.,
for any y € RY, Eg |V fily,d3) — VE(y)|?] < <2.

3. there exists a clipping constant C independent of i, j
such that ||Vfi(yffl,d;)|| <C.

The first condition is naturally satisfied when d; is
uniformly sampled in [R]. The second condition is
classical in the literature, and can be relaxed to only
assume that the noise is bounded at the optimal
point z* (Gower et al., 2019). Remark that conse-
quently, the variance of a mini-batch of size sR uni-
formly sampled over D; is upper bounded by ¢?/sR.
Finally, the third point ensures that we can safely ig-
nore the impact of gradient clipping.

Lastly, to obtain a convergence guarantee for
DP-FedAvg (but not for DP-SCAFFOLD), we use As-
sumption 4 on the data-heterogeneity, which bounds
gradients V f; towards V f.

Assumption 4 (Bounded Gradient dissimilarity).
There exist constants G > 0 and B > 1 such that:

M
1
Vo € RY ) IVA@) < 6+ B2 VF (@)
i=1

Quantifying the heterogeneity between users by con-
trolling the difference between the local gradients
and the global one is classical in federated opti-
mization (e.g. Kairouz et al., 2021). We can now
state a utility result in the convex case, by consider-
ing o, := s\/ITK log(2T1/8)1og(2/5)/ev/M (order of
magnitude of noise scale to approximately ensure end-
to-end (€,9)-DP w.r.t. D according to Theorem 4.1).
This result is extended to the strongly convex and non-
convex cases in Appendix C.

Theorem 4.2 (Utility result - convex case). Assume
that for all i € [M], F; is convexr. Let 2° € R? and
denote Do := ||2° — x*||. Under Assumptions 2 and
3, we consider the sequence of iterates (x*);>0 of Algo-
rithm 1 (DP-SCAFFOLD) and Algorithm 2 (DP-FedAvg),
starting from x°, and with DP noise o, := o, Then
there exist step-sizes (ng,m) and weights (wy)ie|r) such
that the expected excess of loss E[F(zT)] — F*, where
7l = Zthl wxt, is bounded by:

e For DP-FedAvg, under Assumption 4:

DoC+/dlog(T1/5)log(1/6)
O( eMR +

privacy bound

sDy +B%DS GDovVI—1 D3/3u1/3G2/3)
SRIMKT T IMT T2/3

optimization bound

e For DP-SCAFFOLD-warm:

o DUC\/(H()g(T//(')') log(1/6) <Dy vDE
¢MR sRIMKT = 1P/°T

privacy bound optimization bound

The two bounds given in Theorem 4.2 consist of two
and three terms respectively:

1. A classical convergence rate resulting from (non-
private) first order optimization. This term is high-
lighted in green. The dominant part, as T' — oo, is
\/% This term is inversely proportional to the
square root of the total number of iterations T K times
the average number of gradients computed per iteration
IM x sR, and increases proportionally to the stochastic
gradients’ standard deviation ¢ and the initial distance
to the optimal point Dy.
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2. An extra term showing that heterogeneity hinders
the convergence of DP-FedAvg, for which Assumption

4 is required. This term is highlighted in blue. Here,
GDoV/1-1
VIMT
if the user sampling ratio [ = 1, then the dominating

DA/3,1/32/3

term becomes —*—;-——. Both these terms do not
decrease with the number of local iterations K, and
increase with heterogeneity constant G. This extra
term for DP-FedAvg highlights the superiority of
DP-SCAFFOLD over DP-FedAvg under data hetero-
geneity.

3. Lastly, an additional term showing the impact of
DP appears. This term is diverging with the num-
ber of iterations T', which results in the privacy-utility
trade-off on T'. Moreover, this term decreases propor-
tionally to the whole number of data records M R. Tt
also outlines the cost of DP since it sublinearly grows
with the size of the model d and dramatically increases
inversely to the DP budget e.

as T' — oo, the dominant term in it is , except

Take-away messages. Our analysis highlights that:
(i) DP-SCAFFOLD improves on DP-FedAvg in the pres-
ence of heterogeneity; and (ii) increasing the number of
local updates K is very profitable to DP-SCAFFOLD, as
it improves the dominating optimization bound with-
out degrading the privacy bound. These aspects are
numerically confirmed in Section 5.

Sketch of proof and originality. To establish
Theorem 4.2, we adapt the proof of Theorems V
and VII in Karimireddy et al. (2020b). However, we
consider a weakened assumption on stochastic gra-
dients due the addition of Gaussian noise in the lo-
cal updates. Consequently, in order to limit the im-
pact of this additional noise, we change the quan-
tity (Lyapunov function) that is controlled during the
proof: we combine the squared distance to the optimal
point |2t — z.||? to a control of the lag at iteration
ty o S, Z£1E||af,k—1 — 2t|?; where we ensure
that our control variates (c});cas at iteration ¢ corre-
spond to noisy stochastic gradients measured at points

. K ad
(af o_1)icpn), that is, ¢ = &30 HF (af,k—l)-g

This proof is detailed in Appendix C.

Remark. To obtain the utility result, we have
to ensure that initial users’ controls ¢ are set as
follows: ¢ = %Zle HE(z%) (notations of Alg.
1).  Our theoretical result thus only holds for the

DP-SCAFFOLD-warm version.

Extension to other local randomizers. Instead
of the Gaussian mechanism, other randomizers could

3In contrast, the proof in the convex case in Karim-
ireddy et al. (2020b) relies on controlling 77 Zﬁl E|ct —
v fiz)|*.

be applied, possibly to the per-example gradients. Our
utility analysis would easily carry over as long as the
chosen mechanism is unbiased and has explicit vari-
ance (see Appendix C). On the other hand, a tight
RDP bound on the subsampling of this mechanism
would be needed to provide the same proof of privacy
as in Section 4.1 (see the work of Wang et al., 2020,
for more details). Otherwise, classic DP results for
composition and subsampling must be used instead.

5 EXPERIMENTS

Global setting. In our experiments,® we perform
federated logistic regression with a regularization pa-
rameter (5.1073) for simulated and real-world data
over 3 random runs. We split each dataset in train/test
sets with proportion 80%/20%. Both train and test
data are preprocessed (standardization and normaliza-
tion) before the training phase. We fix sampling con-
stants [ = 0.2, s = 0.2, privacy parameter § = 1/MR,
global step-size ny, = 1 and 1, = n9/sK, where 7y is
carefully tuned (see Appendix D.1). Details on the
clipping heuristic are also given in Appendix D.1. For
each dataset, we plot the test accuracy or the train loss
(averaged over the 3 runs) w.r.t. the communication
rounds of 6 algorithms: FedAvg, FedSGD (FedAvg with
Ks = 1), SCAFFOLD-warm, with and without DP. For
the sake of fairness, we choose T'x K (total number of
iterations) to be constant throughout the settings.

Simulated data. To generate synthetic data, we
follow a setup detailed by Li et al. (2020a), which
enables to control heterogeneity between users’ local
models and between users’ data distributions, respec-
tively with parameters o and (3 (the higher, the more
heterogeneous). We tackle a 10-classes problem with
input dimension d’ = 40 over M = 100 users, each
holding R = 5000 samples. Details on data genera-
tion are given in Appendix D.2. We consider € = 1.5
in this setting (thus e, = 7), and compare three lev-
els of heterogeneity ((a,3) € {(0,0),(1,1),(5,5)}) for
two situations: (i) with 10 local epochs (K = 50) and
T = 1,600 (see Fig 1, first row), (ii) with 20 local
epochs (K = 100) and T" = 800 (see Fig 1, second

row).

Real-world data. This experiment is conducted on
the EMNIST-‘balanced’ dataset (Cohen et al., 2017),
which consists of 47 classes (letters and numbers) con-
taining all together 131,600 samples. Our dataset is
divided between M = 40 users, who all have r = 2500
data records. Heterogeneity is controlled by parame-
ter v. For v% similar data, we allocate to each user

4Code available at: Github


https://github.com/maxencenoble/Differential-Privacy-for-Heterogeneous-Federated-Learning

Differentially Private Federated Learning on Heterogeneous Data

log(F(x_t)-F(x*))
= S o o
w w o w

|
g
o

log(F(x_t)-F(x*))

|
=
5

|
N
)

Figure 1: Train loss on simulated data with (1.5,2.1075)-DP. First row:
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Figure 2: Test accuracy on FEMNIST data with (4.5,1075)-DP: K = 50.

ing according to the label (Hsu et al., 2019), which

corresponds to ‘FEMNIST’. We consider ¢ = 4.5 in
20) and we compare v €
{0%,10%, 100%}, for the following setting for T, K:
with 10 local epochs (K = 50) and T' = 800 (see Fig 2).

this setting (thus e

Results.

DP-FedAvg and DP-SCAFFOLD-warm.

We make the following observations.
For both simulated and real data, we observe that
DP-SCAFFOLD outperforms DP-FedAvg under the same
level of privacy, and that this difference increases with
heterogeneity and the number of local updates K,
which confirms the theory.
experiments with various settings in Appendix D.3.
We also study the effect of K on convergence for

(II) We provide other

6 CONCLUSION

Our paper introduced a mnovel FL algorithm,
DP-SCAFFOLD, to tackle data heterogeneity under DP
constraints, and showed that it improves over the base-
line DP-FedAvg from both the theoretical and empiri-
cal point of view. In particular, our theoretical analy-
sis highlights an interesting trade-off between the pa-
rameters of the problem, involving a term of hetero-
geneity in DP-FedAvg which does not appear in the rate
of DP-SCAFFOLD. As future work, we aim at providing
additional numerical experiments with deep learning
models and various sizes of local datasets across users,
for more realistic use-cases. Besides, our paper opens
other perspectives. DP-SCAFFOLD may be improved by
incorporating other ML techniques such as momen-

(D
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tum. On the experimental side, a larger number of
samples and a more precise tuning of the trade-off be-
tween T" and K may dramatically improve the utility
for real-world data cases under a given privacy budget.
From a theoretical perspective, investigating an adap-
tation of our approach to a personalized FL setting
(Fallah et al., 2020; Sattler et al., 2020; Marfoq et al.,
2021), where formal privacy guarantees have seldom
been studied (at the exception of Bellet et al., 2018;
Hu et al., 2020), is a direction of interest.
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Supplementary Material

Organization of the Appendix

This appendix is organized as follows. Appendix A summarizes the main notations and provides the detailed
DP-FedAvg algorithm for completeness. Appendix B provides details on our privacy analysis. Appendix C gives
the full proofs of our utility results for the convex, strongly-convex and nonconvex cases. Finally, Appendix D

provides more details on the experiments of Section 5, as well as additional results.

A Additional Information

A.1 Table of Notations

Table 1 summarizes the main notations used throughout the paper.

Table 1: Summary of the main notations.

Description

Symbol
[n]

M, i€ [M]
T,tel[T]
K, k€ [K]
D;

R

D
f,*(l‘,d)
F;

F

rt € R?
yy € R
ct € R4
ct € R4
1€(0,1)
s€(0,1)
€0

gg

v

I

<2

set {1,2,...,n} for any n € N

number and index of users

number and index of communication rounds

number and index of local updates (for each user)
local dataset held by the i-th user, composed of points di, ..., d%
size of any local dataset D;

joint dataset (Uf\il D;)

loss of the i-th user for model x on data record d

local empirical risk function of the i-th user (% Zle fi(,d%))
global objective function (; Zf\il F)

server model after round ¢

model of i-th user after local update k

server control variate after round ¢

control variate of the i-th user after round ¢

user sampling ratio

data sampling ratio

differential privacy parameters

standard deviation of Gaussian noise added for privacy
gradient clipping threshold

Lipschitz-smoothness constant

strong convexity parameter

variance of stochastic gradients

A.2 DP-FedAvg Algorithm

The code of DP-FedAvg is given in Algorithm 2.
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Algorithm 2: DP-FedAvg(T, K, 1, s,0,4,C)

Server Input: initial 2°

Output: 27

fort=1,...,T do

User subsampling by the server: C' C [M]

Server communicates 2‘~! to users i € C*

for user i € C* do

Initialize model: yY < z

for k=1,..., K do

Data subsampling by user: S¥ C D;

for sample j € SF do
Compute gradient: g;; < Vfi(yffl,d;l)
Clip gradient: g;; < g;;/ max (1, Hgij||2/C)

Add DP noise to local gradients: HF « i > jesk Gij %N(O, 0’3)
L yr eyt )

Ayl yK — g1

User i communicates to server: Ay}

Server aggregates: Az’ < 1> .. Ay!
ot 2t 4 g At

B Details on Privacy Analysis

In this section, we provide the proof of our privacy results. We start by recalling standard differential privacy
results on composition and amplification by subsampling in Section B.1. Section B.2 reviews recent results in
Rényi Differential Privacy (RDP) which allow to obtain tighter privacy bounds. We then formally state and
prove Claim 4.1 in Section B.3. Finally, we provide the proof of our main result (Theorem 4.1) in Section B.4.

B.1 Reminders on Differential Privacy

In the following, we denote by D € X™ to a dataset of size n. Two datasets D, D’ € X™ are said to be neighboring
(denoted by ||D — D'|| < 1) if they differ in at most one element.

Composition. Let M;(; A1), ..., Mp(-; A1) be a sequence of T' adaptive DP mechanisms where A; stands for
the auxiliary input to the ¢-th mechanism, which may depend on the outputs of previous mechanisms (My )y <.
The ability to choose the sequences of mechanisms adaptively is crucial for the design of iterative machine learning
algorithms. DP allows to keep track of the privacy guarantees when such a sequence of private mechanisms is
run on the same dataset D. Simple composition (Dwork et al., 2010, Theorem III.1.) states that the privacy
parameters grow linearly with 7. Dwork et al. (2010) provide a strong composition result where the € parameter
grows sublinearly with T'. This result is restated in Lemma B.1.

Lemma B.1 (Strong adaptive composition, Dwork et al., 2010). Let My, ..., Mt be T adaptive (¢, 5)-DP mech-
anisms. Then, for any 6’ > 0, the mechanism M = (M, ..., MT) is (€,0)-DP where:

€=e\/2T log(1/8") + Te(ef —1) and § = TS5+ 6.
Remark. When stating theoretical results, € is typically approximated by O(e/T log(1/6’)) when e < 1.

Privacy amplification by subsampling. A key result in DP is that applying a private algorithm on a
random subsample of the dataset amplifies privacy guarantees (Kasiviswanathan et al., 2011). In this work, we
are interested in subsampling without replacement.

Definition B.1 (Subsampling without replacement). The subsampling procedure Samp,, ,, + X" — X™ (where

m € N, with m < n) takes D as input and chooses uniformly among its elements a subset D of m elements. We
may also denote Samp, ., as Samp, where ¢ = m/n in the rest of the paper.
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Lemma B.2 quantifies the associated privacy amplification effect.

Lemma B.2 (Amplification by subsampling, Kasiviswanathan et al., 2011). Let M’ : X™ — Y be a (€,6)-DP
mechanism w.r.t a given dataset D € X™. Then, mechanism M : X™ — Y defined as M := M’ o Samp,, ,,, 1s
(¢/,0")-DP w.r.t. to any dataset D € X™ such that D = Samp,, ,,,(D), where:

¢ =log(l+q(e° —1)), ' = qd, ¢ =m/n.

Remark. In theoretical results, ¢ is often approximated by O(ge) when ¢ < 1.

B.2 Rényi Differential Privacy

Abadi et al. (2016) demonstrated in practice that the privacy bounds provided by standard (e, d)-DP theory
(see Section B.1) often overestimate the actual privacy loss. In order to better express inequalities on the tails
of the output distributions of private algorithms, we introduce the privacy loss random wvariable (Dwork and
Roth, 2013; Abadi et al., 2016; Wang et al., 2020). Given a random mechanism M, let M (D) and M (D’) be the
distributions of the output when M is run on D and D’ respectively. The privacy loss L%I’ p is defined as:

L%{D/ (0) :=log (m) where 6 ~ M (D). (2)

The interpretation of this quantity is easy to understand: (¢, d)-DP ensures that the absolute value of the privacy
loss is bounded by e with probability at least (1 — d) for all pairs of neighboring datasets D and D’ (Dwork and
Roth, 2013, Lemma 3.17).

We will reason on the Cumulant Generating Function (CGF) of the privacy loss, denoted Ky, rather than on
the privacy loss LM itself. This CGF is expressed as follows for any A > 0:

M(D)(©) ﬂ

ALY 5i(0)] —
Ky (D, D', X) = Egns(p) [¢22 0] = Bgonr(o) [(M(D’W)

which is also equivalent to:

M(D)(#) \ M
Ky (D,D',)\) = Ey.. N === . 3
By the property of the moment generating function, K (D, D’,-) fully determines the distribution of the privacy
loss random variable LY ,,. We also define K ()) := sup||p—pr(j<1 Km (D, D', A), which is the upper bound on

the CGF for any pair of ’neighboring datasets.

We can now introduce Rényi Differential Privacy (RDP), which generalizes DP using the Rényi divergence D,,.

Definition B.2 (Rényi Differential Privacy, Mironov, 2017). For any a € (1,00) and any € > 0, a mechanism
M : X" — Y is said to be (o, €)-RDP, if for all neighboring datasets D and D’,

Da(M(D)||M(D')) i= —

Given a mechanism M and a RDP parameter a, we can thus determine from Definition B.2 the lowest value of
the e-RDP bound, denoted ejr(), such that M is (o, epr(a))-RDP. Indeed, eps(«) is such that:

ev(a) = inf e where e(M):={e>0: sup Do (M(D)||M(D"))<¢e}.
cee(M) ID—D'[|<1

The obvious similarity between Eq. (3) and Eq. (4) shows the link between the CGF and the notion of RDP.
Indeed, for any « € (1,00), it is easy to see that (a — 1)epr (@) is equal to Kps(A) where A + 1 = « (restated in
Lemma B.3).

Lemma B.3 (Equivalence RDP-CGF). Any mechanism M is (A + 1, Kpr(A)/X)-RDP for all A > 0.
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We now recall how we can convert RDP guarantees into standard DP guarantees.

Lemma B.4 (RDP to DP conversion, Mironov, 2017). If M is (¢,«)-RDP, then M is (e+log(1/6)/(a—1),)-DP
forany 0 < § < 1.

Given Lemma B.4 and Lemma B.3, it is possible to find the smallest € from some fixed parameter § or the
smallest 0 from some fixed parameter € so as to achieve (e, §)-DP:

6(5) — min 10g(1/5) + KM(/\)

; (5)

A>0 A
o(e) = r/\n>1%1 el (M) =Ae, (6)

Moreover, A — Kjpr(\)/X is monotonous (van Erven and Harremoés, 2014, Theorem 3) and A — Kjps(\) is
convex (van Erven and Harremoés, 2014, Theorem 11). This last property enables to bound Kjs by a linear
interpolation between the values of K, evaluated at integers, as stated below:

VA> 0, Kp(A) < (1= A+ [A)EM([A]) + A = [ADEm([A]). (7)

Therefore, Problem (5) is quasi-convex and Problem (6) is log-convex, and both can be solved if we know the
expression of Ky (A) for any A > 0.

We provide below other useful results from RDP theory, which we will use in our privacy analysis.

Lemma B.5 (RDP Composition, Mironov, 2017). Let o € (1,00). Let My and My be two mechanisms such that
M is (a,€1)-RDP and M, which takes the output of My as auziliary input, is (c, €3)-RDP. Then the composed
mechanism My o My is (a, €1 + €2)-RDP.

Lemma B.6 (RDP Gaussian mechanism, Mironov, 2017). If f : X™ — RY has (5-sensitivity 1, then the Gaussian
mechanism Gy (-) := f(-) + N'(0,0214) is (o, /207 )-RDP for any o > 1.

Lemma B.7 (RDP for subsampled Gaussian mechanism, Wang et al., 2020). Let o € N with « > 2 and
0 < q < 1 be a subsampling ratio. Suppose f: X™ — R has ly-sensitivity equal to 1. Let G}() := GyoSamp, (")
be a subsampled Gaussian mechanism. Then G’y is (a, €' (,07))-RDP where

1 « ) .
d(a,0)) < 1 log (1 + 247 (Z) min{?(el/"g - 1), 61/03} + E 2¢ (a) ej(]l)/%g).
o — , J
Jj=3

Remark. By considering ¢ = o(1), the dominant term in the upper bound of € («, 03) comes from the term of the
sum of the order of ¢?. In particular, when 03 is large (i.e. high privacy regime), the term min{Z(el/"?; -1), el/"i}

simplifies to 2(e!/ o — 1) < 4/02. This thus simplifies the whole upper bound to O(ag?/0?).

B.3 Proof of Claim 4.1

We restate below a more formal version of Claim 4.1 along with its proof. For any ¢ € [T], we define subversions
of algorithms DP-SCAFFOLD (Alg. 1) and DP-FedAvg (Alg. 2), which stop at round ¢ and reveal an output, either
to the server or to a third party:

e To the server. We assume that the sampling of users C! is known by the server. Formally, we define
Abp-scarrorps Which outputs (reveals) {yf, cf}iect, and Afp_peqnyg, Which outputs {yf}icc: (those quantities
being private w.r.t. {D;}iccot).

e To a third party. We define A%y goyrrorp, Which outputs (2, ¢) and ALy ggpye, Which outputs a? (those
quantities being private w.r.t. D).

In both privacy models, DP-SCAFFOLD and DP-FedAvg can be seen as T adaptive compositions of these sub-
algorithms.

Claim B.1 (Formal version of Claim 4.1). For any t € [T, the following holds:
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¢ ¢ :
o Abp_scarrorp O App_reasng have the same level of privacy (towards the server),

. jf)p_SCAFFDLD and flf,P_FedAvg have the same level of privacy (towards a third party).

Proof. We prove the claim by reasoning by induction on the number of communication rounds ¢t. We only give
the proof for the first statement (including the DP-SCAFFOLD-warm version). The second one can be proved in a
similar manner.

First, consider t = 1. For any i € C*, control variates cg are either all set to 0 (DP-SCAFFOLD), or c? are at least

as private as y} (DP-SCAFFOLD-warm). The level of privacy for Akp_scarrorp i thus fully determined by the level
of privacy of {y}}icct, which is the same as Arl,p_FedAvg. Therefore the claim is true for ¢ = 1.

Then, let ¢ € [T] and suppose that the claim is verified for all ¢’ < ¢. Let i € C* and first consider ALy _searrorn-
The update of the i-th user model (see Eq. 1) at round ¢ shows that an additional information leakage may come
from the correction (c!~! — cgfl)7 or more precisely from 0571 since ¢!~! is known by the server. By assumption
of induction, cﬁfl is also known by the server. Therefore, using the post-processing property of DP, the y! as
updated in DP-SCAFFOLD is as private w.r.t. D; as the y! as updated in DP-FedAvg. Besides this, the update of
the i-th control variate fully depends on the local updates of y! through the average of the DP-noised stochastic
gradients calculated over the local iterations. Therefore, considering all the contributions from C?, ABP_FedAvg

t .
and App_scarrorp ave the same level of privacy.

B.4 Proof of Theorem 4.1

Preliminaries. Lemma B.7 only gives an upper bound of the RDP privacy for a subsampled Gaussian mecha-
nism when a € N with a > 2. However we will need to optimize our privacy bound w.r.t. & € R with a > 1. We
thus use Lemma B.3 and the convexity of the CGF (see Eq. 7) to generalize this upper bound to the following
result.

Let o € R with @ > 1. Under the same assumptions as in Lemma B.7, G} is (o, € (a, 02))-RDP with

L oa) ~ 102 + (- L) 12 (] 1,02, ®)

e”(a,a;) <(1-a+|a))
where €'(-,07) admits the upper bound given in Lemma B.7.

Details of the proof. Our privacy analysis assumes that the query function has sensitivity 1, since the calibra-
tion of the Gaussian noise is locally adjusted in our algorithms with the constant .S = 2C/sR (see Section 3.2).
We simply denote by G the Gaussian mechanism with variance o2, which is (o, a/20})-RDP (Lemma B.6).
Below, we first prove privacy guarantees towards a third-party observing only the final result, and then deduce
the guarantees towards the honest-but-curious server.

Step 1: data subsampling. Let ¢ € [T] be an arbitrary round. We first provide an upper bound ¢, for the
privacy loss after the aggregation by the server of the M individual contributions (line 20 in Alg. 1) thanks to
the local addition of noise.

Let i € C', a > 1. We denote by ¢;(a) the a-RDP budget (w.r.t. D;) used to “hide” the individual contribution
of the i-th user from the server. This contribution is the result of the composition of K adaptative s-subsampled
mechanisms G:

e We first obtain an upper RDP bound for the s-subsampled mechanism with Lemma B.7. Suppose first
a € Nand « > 2, which is the case covered by Lemma B.7. Under Assumption 1-(i) and Assumption 1-(iii),
the resulting mechanism is (a, O(s?a/02))-RDP. To extend this result to a > 1, we use the result provided
in (8): by factoring by 32/03 in the upper bound of e”(a,ag), and bounding the rest of the inequality (a
convex combination between (|a| —1)?/(a — 1) and ([a] — 1)?/(a — 1)) by «, we also obtain that this
mechanism is (o, O(s*a/07))-RDP.

e We then use the result of Lemma B.5 for the RDP composition rule over the K local iterations, which gives
that €;(a) < O(Ks*a/o?).
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We now consider the aggregation step. Taking into account all the contributions of the users from C?, we get a

Gaussian noise of variance S?0?2 where 2 = ™ M g Note that the sensitivity of the aggregation (w.r.t. the joint

dataset D) is IM times smaller than when considering an individual contribution. Therefore, with the previous
approximation, the aggregated contributions satisfy (, O(Ks*a/IMc}))-RDP w.r.t. D.
After converting this result into a DP bound (Lemma B.4), we get that for any 0 < §’ < 1, the aggregation at

line 20 in Alg. 1is (eq(cv,¢"),0")-DP w.r.t. D where €,(c,d") = O(ﬁjﬁ + M).

Without approzimation: we would obtain at this step an exact upper bound €, (a, §’) = Ke’(a, lMUS) + %.

Step 2: user subsampling. In order to get explicit bounds (which are slightly suboptimal), we then use
classical DP tools to estimate an upper DP bound after T rounds taking into account the amplification by
subsampling from the set of users.

e Using Lemma B.2, the subsampling of users enables a gain of privacy of the order of I, which gives

(O(leq (e, 0")),16")-DP
e Using Lemma B.1, we compose this mechanism over T iterations, which under Assumption 1-(ii) gives for

any 6 > 0, (O(y/Tlog(1/6")leq (e, 8")), TI6' + §")-DP

Without approzimation: the mechanism is ( a,0")\/2T log(1/6") + Te*(a, §')( "(ed) _ 1), Tl + (5”) where
e*(a, 8') = log(1 + I(efe(@9) — 1)),

Step 3: setting parameters. We denote er(«,d’,6") = I4/T log 1/6” (KSUO; + log(1/6 )). Given what is

stated above, the final output of the algorithm is (O(er), T16" + §”)-D

Considering our final privacy budget 0, we arbitrarily fix ¢’ := §/2T1 and §" := 6/2. We now aim to find an
expression of o, such that the privacy bound is minimized. By considering the approrimated bound, this gives
the following minimization problem:

mmeT ) :=1+/Tlog(2/5) <ZI§;02[ log(2Tl/5)>.

a—1

Using DP rather than RDP has the advantage to solve this minimization problem pretty easily since only the
second factor in er(«) depends on «, that is:

. Ks?a  log(2T1/6)
(o) = et a1

By omitting constants, we obtain the expression for the minimum value of eT(a):

B s/ K log 2Tl/(5
= T1 2
€=1yTlog(2/6) ( o i ZM02

Under Assumption 1-(iii), we can bound the second term by the first one, which gives:

. sy/ITK log(2/68)log(2T1/5)
- O( ogVM )

We then invert the formula of this upper bound of € to express o, as a function of a given privacy budget e:
og = Q(s\/ITK log(2T1/5)1og(2/5)/eV M),

which proves that the algorithm is (O(e),d)-DP towards a third-party observing its final output.

Without approximation: the minimization problem is much more complex and has to be solved numerically

min (o, 8')\/2T log(1/6") + Te* (o, 8') (e (@) — 1) st. 6 =TI + &,

a>1,6>0,6">0
or:

1m1% ) ¢ (a, 28/T1)\/2Tlog(1/(1 — x)8) + T€* (v, 26 /T1) (e (@2/TV _ 1),
a>1,xe(0,
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Extension to privacy towards the server. The crucial difference with the third-party case is that the server
observes individual contributions and knows which users are subsampled at each step. Removing the privacy
amplification effect of the [-subsampling of users and the aggregation step, the minimization problem becomes

glineT(a) — \/IW<K;Q n log(2T/5))7

>1 i a—1

where the minimizing value can be approximated by:

¢ = /Tiogl2/) “WECIR) L K5

2
Ty

Under Assumption 1-(iii), we can bound the second term by the first one:

_o < sv/TK log(2/6) 10g(2T/6))

Og

€
which proves that we obtain (O(e;), 8,)-DP towards the server where €, = ey/4 and 6, = g(% +1).

Remark. For privacy towards a third-party, it is actually possible to combine the subsampling ratios (user and
data) to determine a bound upon the subsampling of data directly from D and thus to quantify a more precise
gain in privacy (Girgis et al., 2020). The difficulty in this setup is that this combined subsampling is not uniform
overall, which requires extending the proof of Lemma B.2 as done by Girgis et al. (2020).

C Proof of Utility

In this section, we provide the proof of our utility results. We first establish in Section C.1 some preliminary
results about the impact of DP noise over stochastic gradients. In Section C.2, we provide the complete version
of our utility result for DP-SCAFFOLD-warm (Theorem C.1), from which Theorem 4.2 is an immediate corollary.
We prove this theorem for convex local loss functions in Section C.3 and non-convex loss functions in Section C.4.
We finally state in Section C.5 our complete result for DP-FedAvg (Theorem C.2).

For any C,o, > 0, we define £,(C) := 2Cv2do,/sR. We recall that we assume that F' is bounded from below
by F* = F(x*), for an * € R9.

C.1 Preliminaries

Properties of DP-noised stochastic gradients. Let i € [M], z € R¢, S; C D; and C,o04 > 0. Suppose
Assumptions 2 and 3.3 are verified (the last assumption ensures that the clipping on per-example local gradients
with threshold C is not effective).

We recall below the expression of H;(z) from Section 3.3, which is the noised version of the local gradient H;(x)
of the i-th user over S; evaluated at x (omitting index k):

H;(z) :== Hy(z) + ﬁN(O,ag), where H;(x) :=

1
sR s

d;ESi

We recall that the fo-sensitivity of H;(x) w.r.t. S; is upper bounded by 2C/sR, which explains the scaling of
the Gaussian noise in the expression of H;(z). Since the variance of N'(0,1;) is 2d, the following statement holds
directly:

~ . C2do?
E[Hz(m)] = H;(z) and E[||HZ(:£) —Hi(m)\m < 8 do

<~ = 5(0).

By combining our utility assumptions with the result stated above, we can deduce the following lemma.
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Lemma C.1 (Regularity of DP-noised stochastic gradients). Under Assumptions 2 and 3, for any iteration

e [T),k € [K],
1 EB[HF Y Dy = VE@ ™),

~ 2
B[ B ") - VR IR < <5 +53(0).

The proof of Lemma C.1 is easily obtained by conditioning on the two sources of randomness (i.e., mini-batch
sampling and Gaussian noise) which are independent, thus the variance is additive. This result can be seen as
a degraded version of Assumption 3 due to the local injection DP noise, a fact that we will strongly leverage to
derive convergence rates.

We now enumerate several statements that will be used in the utility proof. First, Lemma C.2 enables to
control ||[VF||? using the assumption of smoothness over the local loss functions. Second, Lemma C.3 provides
separation inequalities of mean and variance (Karimireddy et al., 2020b, Lemma 4), which enables to state a
result on quantities of interest in Corollary C.1.

Lemma C.2 (Nesterov inequality). Suppose Assumption 2 is verified and assume that for all i € [M], F; is
convex. Then,

Vo € R ||VF(2)|]? < 2v(F(z) — F*).

Proof. Let x € R?,

M
IVF(@)|]* = |IVF(2) = VF(@")|* = H% Z VF(x) = VFi(a")|?

M
1
< M Z: IVEi(z) = VFi(a")[]” (Jensen inequality)
< 2u(F(x) - F7) (Nesterov et al., 2004, Theorem 2.1.5)

O

Lemma C.3 (Separating mean and variance). Let (Ay,...,A,) be n random variables in R? not necessarily
independent.

1. Suppose that their mean is E[A;] = a; and their variance is uniformly bounded, i.e. for all i € [n],
E[||4; — a;||?] < ¢%. Then,

n

> A

i=1

E +n?od.

2. Suppose that their conditional mean is E[A;|A;—1,...A1] = a; and their variance is uniformly bounded, i.e. for
all i € [n], E[||Ai — a;||?] < 0. Then,

2
<2

n 2

S

i=1

n

S

i=1

E + 2n0?.

Corollary C.1. Let t € [T]. In the following statements, the expectation is taken w.r.t. the randomness from
their local data sampling and from the Gaussian DP noise, conditionally to the users’ sampling C* and initial
value of variables y;, that is y° = x'=% (same for all users). We have:

¥2(C) +<?/sR
E[k t < g
HKZM 2. 2. ~VE H ‘C - KIM
i€Ct k€[K]
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t 12
c; — E[c;]

{H IM 2 KIM

Proof. First inequality. We define a random variable A such as A := ﬁ D icct ZkE[K] Ak, with A; 5 =
A (y; ).

From Lemma C.1, we have that for all i € C* k € [K]: E[Aixly '] = E[HF(yF N|yF] = VE@F.
Furthermore, by Lemma C.1, E [||I~{f(yffl) — VFi(yffl)szi } < 23( ) +s2/sR.

¢ — ][y } < BO ok

KIM

Furthermore, (a) for i,j € C*, 35, ) Aik — VFE;(y*=1) and > keir) Aik — VFj(y;-c_l) are independent con-
ditionally to 3% (b) for any i € C*, (A, — VFi(yf_l))ke[K] is a martingale increment, i.e., E[4;; —
VE(yf Dlo({yf Ywew—)] = 0. Then

Consequently:
(@
Aip — VEi(y H Cty E H Ai — VEi(y H
HKIM ezc:tkz[l:{ ko V ’ (KZMQZ kGZK] =V

= (K1M2 2. 2 E E[HA““ VE{y H

i€Ct ke[K]

({y? }k’e[k])} ‘ 0

<¥2(C)+<2/sR
- ¥2(C) + §2/sR.
- KIM

To prove the second equality, we need to “iteratively” expand the squared norm and take the conditional
expectation w.r.t. a({yf }kle[k]) for k= K,K —1,...,1 and use the martingale property to obtain that the
scalar products are equal to 0.

Second inequality. We recall that for any i € C*, ¢! = & Zle HEF(yF~"). Thus 77 Yiect ¢ = A and we can
directly use the results from the first inequality.

Third inequality. We recall that ¢! = % Zi\il ct (even if local control variates are not updated). Therefore,
we can use the previous results and take the expectation over C*, which gives:
2 ¢2/sR+X2(C ¢2/sR+X2(C
B[t - Bl 1] < / 0 </ €
KM KIM

C.2 Theorem of Convergence for DP-SCAFFOLD-warm

Theorem C.1 (Utility rates for DP-SCAFFOLD-warm, o, chosen arbitrarily). Let o,,C > 0, 2° € R?. Suppose
we run DP-SCAFFOLD-warm(T, K,l,s,04,C) with initial local controls such that ¢! = 4 Zszl HE(2%) for any

i € [M]. Under Assumptions 2 and 3, we consider the sequence of iterates (z')i>0 of the algorithm, starting

from V.

2
1. If F; are p-strongly convex (1 > 0), ng = VIM, n; = min (2457;’{%, M), and T > max(19® 48—’:) then,

there exist weights {w; }4c|r) such that the averaged output of DP-SCAFFOLD-warm(T, K, 1, s, ag,C), deﬁned by
zl = Zte[T] wyat, has expected excess of loss such that:

¢?/sR+%2(C)
W TKIM

I pld
D? T
+ pDg exp(~min (352, 7o) )>’

E[FET)| - F(z*) < 0(
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2
2. If F; are convex, 1y = VIM, n = 24ul73K77 and T" > 1,then, there evist weights {w;}ie(r) such that the
g

averaged output of DP-SCAFFOLD-warm(T,K,l,s,04,C), defined by z! = ZtG[T] wext, has expected excess of
loss such that:

vV b
E[F(ZT)] — F(a*) < @(g/SR_"g(C)DO + D2>
TKIM 13T
3. If F; are non-convex, 1, = VIM, n; = 24VK77 and T > 1, then there exist weights {w;}.cir) such that the

randomized output of DP-SCAFFOLD-warm(T, K, 1, s,04,C), defined by {zT = 2t with probability w; for all t},
has expected squared gradient of the loss such that:

E|[VFE)|? < o(g/*/\ff*—zf+ )

where DO = ||{,UO —:}(}*” and FO = F(xo) — F.

We recover the result of Theorem 4.2 for DP-SCAFFOLD-warm where F; are convex by setting oy = oy where
o, = sy/ITK log(2T1/5)log(2/5)/ev/M, which gives %,(C) = 2Cd+/2ITK log(2T1/5)log(2/5)/eRVM (with
numerical constants omitted for the asymptotic bound).

C.3 Proof of Theorem C.1 (Convex case)

In this section, we give a detailed proof of convergence of DP-SCAFFOLD-warm with convex local loss functions.
Our analysis is adapted from the proof given by Karimireddy et al. (2020b) without DP noise, but requires
original modifications (see below). Throughout this part, we re-use the notations from Section 3.3.

Summary of the main steps. Let ¢ € [T] be an arbitrary communication round of the algorithm. We detail
below the updates that occur at this round.

Let i € Ct. Starting from y? = 2!~!, the random variable y; is updated at local step k € [K] such that

_ k-1 t t  _ 1rk(, k—1 t—1 t—1
yF =y — iy, where v, = H; (™) —e "+t

e Then we define the local control variate ¢t for this user by:

e For any 7 € [M], we update the control variate ¢! such that:
=ctifie Ct,
= ¢l otherwise.

_ ot
c7,
_ ot
CZ

Finally, the global update is computed as:

Mg K t—1 t_
i (y;* —2' ") and ¢ MZC+ZC

1eC't ieC? igCt

pt= gt 4

To keep track of the lag in the update of ¢}, we introduce a;k_l defined for any ¢ € [M], any ¢t € [T] and any
k € [K] by:

ot yr=t o ifie ot
k=1 a7l otherwise

. 0 _ .0
with Qg =T

We hence have the following property for any i € [M] and any t € [T]: ¢t = + Zszl HY (af 1)

7
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Additional definitions.
Model gap: Azt =zt — 2t 71, .
Global step-size: 77 := Knn, which gives Az! = T Z IN{zk (yf_l) - c';_l,

KIM .
ke[K],ieC?

—_

K M
T k=12
User-drift: & = Yo XEZEH% — ' 77

1

K M
1 .
Control lag: F; := I ZZEHO&I@A — 2|[? with Fo = 0.

k=1 1=

—

Originality of the proof. The proof substantially differs form the proof by Karimireddy et al. (2020b) in the
convex case. Indeed, Karimireddy et al. (2020b) control a combination of the quadratic distance to the optimum
and a control of the deviation between the controls and the gradients at the optimal point ||c! — VF;(z*)|.
Leveraging such a quantity in our proof would result in a worse upper bound on the utility than the one we get,
as either the noise added to ensure DP (if ¢! is defined w.r.t. a noised gradient) or the heterogeneity (if ¢? = 0)
would also appear in the initial condition |c! — VF;(z*)|. On the other hand, in our approach, we combine
the quadratic distance to the optimum to a control of the lag and user-drift. In some sense this resembles some
aspects of the proof in the non-convex regime in (Karimireddy et al., 2020b), in which the excess risk (F(z!)—F*)
is combined with the lag. Nevertheless, our result (in the convex case), strongly leverages the convexity of the
function in the proof.

Details of the proof. The idea of the proof is to find a contraction inequality involving ||zt —z*||?, E[F (z'~1)]—
F(x*), F; and ¢/v/sR + %,(C). To do so, we will first bound the variance of the server’s update. Then we will
see how the control lag evolves through the communication rounds. We will also bound the user drift. To make
the proof more readable, the index ¢ may be omitted on random variables when the only communication round
that is considered is the ¢-th one.

Lemma C.4 (Variance of the server’s update). V7 € [0,1/v]

Ellz’ — 27 |? < 47%0°E + 8V Fymy + SUiPE(F (2" !) — F(z*)) + o1 (*/sR+X2(C)).

Proof. We consider the model gap Az! = 2t — z!~1,

1 ~ 1 2
E|Axt||2=~2EH(KlM > Hi<yfl>)+\ct—£—MZc§1H
ke[K],ieCt Ao i€Ct

Aq As

We combine Lemma C.3-1 on Ay, Ay, A3 with Corollary C.1 which controls their individual variance (conditionally

2 2
to the users’ sampling and the local parameters) by %. We first get rid of the terms related to the

variance of the data sampling and the DP noise, before bounding the quantities of interest. It leads to:

1 1 2
t2 _ =2 =l t—1 t 0
E||Az!|]?> = 7°E |E H( z § H;(yF )) z >l Cty

€[K],ieCt ieCt

( 2/sR + 22(0)) (Lemma C.3-1)

For any i € C*, k € [K], we have E[H;(yf)|y°] = E [E[ﬁi(yf_l)lyf_lﬂyo] =E[VFy My’ = VFE(y ).
Then,

<R HKZM Y EH(y I+ ElC ] - Bl y
ke[K],ieC?
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. 1 _ _ _ 2 9772 )
E||Aa!||? < B | | VR + Bl ) Bl )| | + g7 ¥/sR+T20)  (convexity of [|1?)
kE[K],ieCt
5 1 _ _ 97 .
=2 (k=1 t—1 t—1(,.0 2 t
=P kem}} -:E[M]EH‘ VE (1) + E[ct!|y°] — E[c: ! |y] H ] o (2/sR+X2(C))  (definition of C*)

VEF;(yF 1) ~VEi(z*™")
+1E[c’ 1|y°] VF(zt™1)

—E[c; g1+ V Fi(a' 1)
+VE(z'h)
_ 2 1 (o k—1y (ot—1 t—1 t—1y -1 (ot ENEE
R Z E HE [VFl(yi ) = VE(2'™1) + ¢t~ = VF(z'™1) — ¢! + VFy(2~1) + VF(z ))y ] H
ke[K],ic[M]
)
+ 97 (s*/sR+ 22(0)) (all variables are measurable wrt 3°)
KZM
-2 o k—1y (b1 t—1 t—1y _ t—1 ]
<7 KM K]ZG ]]E[IE [HVFZ(yZ. ) = VE(z'Y) + =1 = VF('™!) — ¢t~ + VE(a~1) + VF(a H v H
+ 97° (s?/sR+X2(0)) (Jensen inequality)
KIM g
477 (k= 1y (=1 2 817> (=1 2
= KM Z ]E{Hvﬂ(yi ) - VE@ )H T KM Z HVF aipea) = Vi )H
ke[K],ie[M)] k€E[K]i€[M]
2
2 t—1 2
+ 47 IEHVF H Kl]\i(g [sR+%5(C)).
The last inequality is obtained by definition of ¢ and ¢; and by applying Jensen inequality. With Lemma C.2,
this leads to the result. O
Lemma C.5 (Lag in the control variate). Va € [1/2,1],Vij < 519,
17 1 97 [ ¢2/sR+X2(C)
Fi<(1==l)F1+ —P'E(F(2') - F(z* —pPelg gy — 29 ¢
t_( 36) Y (P = F@m) + 75 vt T KM

Proof. We adapt the original proof made in the non-convex case (Karimireddy et al., 2020b, Lemma 16) and use
Lemma C.1 and Lemma C.2. O

Lemma C.6 (Bounding the user drift). Vn, > 1,V < 1/24vKn,,

E(F(z'~") — F(z*)) + %Z—; (¢*/sR+X2(C)).

9 v

9 5. 9
*V2775t SV 77th 1-1-40 2

2 2

Proof. We once again adapt the original proof made in the non- convex case (Karimireddy et al., 2020b, Lemma
17), use Lemma C.2 and multiply on each side of the inequality by 2 21/ 7. O

Lemma C.7 (Progress made at each round). Vn, > 1,Vn < min (24Kngyl2/3’ 54ulKng)’

1 i 1
E||lz" — 2*||* + 271/21727]% < (1 - ‘g’) {Eﬂxtl —z*|? + 271/2772l]-"t_1}

1072 IM
t—1y * i 2 2
E( (z'1) = F(a")) RIM (1+ 2 ) (¢*/sR+ ¥5(C)).
b __ N Tk (k=1 t—1_ -1
Proof. We recall that Az? = TIM Z H(y; ) +c ¢;” . Then,
ke[K],ieC?
E[Aa'ly’] = B[Ac'[o"~!) = —7B[e o] = 2= D EIVE( Nyl (9)

ke[K],i€[M]

We denote E;_1[.] as the expectation conditioned on randomness generated (strictly) prior to round ¢, i.e
conditionally to o(z™,7 <t —1). We first bound the quantity E, ||zt — 2*||> = E,_1||2'~ + Azt — 2*||?,



Differentially Private Federated Learning on Heterogeneous Data

Bualle! = | = Bealle'™ = |+ Becal|Aa' |+ 2| (Becs Aol ' o7 )

— 1l P+ Blla P2 (g S EVAGT e —o)]

k€e[K],i€[M]

by (9)
<Eeqlla"™! — 2P + 477078 + 8V Foot + 8vii” (F(2'1) — F(z"))

97 o > 27] hely a1
+ e /SR AT0)) + 5B Z (VE(yr "),z =2 |, (Lemma C.4)
ke[K],ie[M]
A
where
o7

E[A] < ﬁﬂﬂ Fi(z*) — Fy(a"™ Y +v|jyr ! — 2t 712 - %th_l —2*|]* | (convexity and v-smoothness)

ke[K],ie[M]

= =2} (E(F(@@'™)) = F(a") + LElle'™! —a"|]) + 207€.

Hence, by taking the expectation:

Ella* - 2°|[* < Ella*~ — 2*|1* - 2 (E(F(2' ™)) = F@*) + LElla* ™" — 2" ||?) + 207

=2

+ATRE, + 8PP Fooy + SUiPE (F(atY) — F(a™)) + I??M (s2/sR+32(C)).

By combining all terms and multiplying by v on each side of the inequality, it comes:

vE||zt — x*Hz < <1 — 'u277> vE|[z' ™ — :B”‘||2 + (81/2772 — 27v) (E(F(xtfl)) - F(m*)) (10)
972y

TR

(s*/sR+X5(C)) + (20°7] + 4°7°) & + 8V Fi 1.

We now consider « € [1/2,1], n; < mlo‘ and 7y > 1. We use the result of Lemma C.5 where each side is
multiplied by 271/3772% to obtain:

y! 7 o1 77/ VO
21— F < (1 — ) 21— Foy + 27(5 — = )Pt Fie 11
I Fe< (L= 50) 200 p Fima 275 = 56 )V i (11)
9 902 2. _ . 873 o0_a 3-
Jrng QVZUQ(E(F(xt ) - F(x )) +ﬁ12 213028,
27 _,<?/sR+3%2(C)
T KM
Since we have n; < m, we recall the result from Lemma C.6:
9 5. 9 3.9 9 nv t—1 * 27 v 2 2
— < = _ — —=E(F - F — b . 12
5V nE; < 5V Fi 1+4077§ (F(z"1) (v ))+40K77§(§ /sR+%2(C)) (12)
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By summing inequalities (10), (11), (12), we obtain:

1 1
vE||zt — x*HQ + 271/31727.7-} < (1 — —) (V]E||:17 *||2 + 271/37727}}_1)
9 s 0n O i _ ,

+ (§12 2202 4+ — 107 172 + 8% — 2iw) (E(F(2' 1)) — F(z*)) (13)

315 27IM , ,
(%5 **) " (®/sR+22(C)) (14)

32 40 2/ KIM g

5 873
+ (- §V77]+4V2772 + 16 — 227225 ) vE; (15)
n 17 25

+ (27(”7 36)1/ i+ = )z/}'tl. (16)

We now consider 1, < 1/54uKng. Then 7) < 1/54p and we recall that v < 1/24. We fix @ = 2/3 (then 2—2a = «).
In this part, we aim at simplifying the terms on the right side of the last inequality.

Simplifying (13):

9 9a-2 2.0 91V 2 N 9 9 8 ~
=z _ < (= 4+ < L= _
81 V20 +402+81/n 27;1/_(8 4+40+24 2)vij
C 1339 v
960 T2
~1.39
Simplifying (14):
315 27IM IM
— <10(1+ —
32 T2 (+ng)

Simplifying (15):

Since 12~ 2vf) = Vn(%)Q/S < 1/24,

5 873 5 4 873 1
_2 5 4422 4 20 a2 200 0, 4 ool
RV I ST S (= 5 gy g 5V
B
= 3”1
Simplifying (16):
Since 5} 1<1/108,
pi 17\ 59 25 5 52 17 25\ 2.
o7(EL 2 W — o) = =0.
(G g v *(7(108 36) ")V =0
We then obtain the final result by dividing by v on each side of the inequality. O

Lemma C.8 (Convergence of DP-SCAFFOLD-warm with convex loss functions). There exist weights {w.} such
that T = 3, wea! and:

2

If fi are p-strongly convex (1 >0), ng > 1, 1, < min (ﬁ, m), and T > max(1%8, jjz),
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s2/sR+%2(C) IM I pl3
=T\ _ *) < 9 2 — 1
E[F(z")] - F(z )O( TKI (1—|— 77§>+NDOEXP< mln(108’481/>T)>’

2
3

l
If f; are convex, ng > 1, n; < MK, and T > 1,

s - pie) <o by LT fr B gy (1)),

where Dy := ||2° — 2.

Proof. The result of Lemma C.8 is obtained by combining the contraction inequality from Lemma C.7 and the
results from technical contraction results (Karimireddy et al., 2020b, Lemmas 1 and 2). O

We then obtain the result of Theorem C.1 by setting ny := v/IM > 1 and 7, as low as possible.

C.4 Proof of Theorem C.1 (Non-Convex case)

To state this result, we adapt the original proof in the case with a larger variance for DP-noised stochastic
gradients (see Lemma C.1), which gives the following result.

Lemma C.9 (Convergence of DP-SCAFFOLD-warm with non-convex loss functions). There exist weights {w;}
such that T = 32, wea' and:

2
If f; are non-convex, ng > 1, mgﬁ;%andel,
VSR +%,(C) IM v (1\3
E||VF(z" Zgo( 7o/ Vsl 4 35(C) 1++F(> )
IVPE)IP < o VR, B
where Fy := F(2°) — F(x*).

We obtain the result of Theorem C.1 by setting 1, := VIM > 1 and n; as low as possible.

C.5 Theorem of Convergence for DP-FedAvg

Theorem C.2 (Utility rates of DP-FedAvg(T, K, 1, s,0,,C), o, chosen arbitrarily). Let o,,C > 0, 20 € R<.

Suppose we run DP-FedAvg(T,K,l,s,04,C) (see Algorithm 2). Under Assumptions 2 and 3, we consider the

sequence of iterates (x%);>q¢ of the algorithm, starting from x°.

2
1. If F; are p-strongly convex (u > 0), n, = VIM, n = m and T > W, then there exist

weights {wy}e[r) such that the averaged output of DP-FedAvg(T, K1, s,0,4,C), defined by 7l = EtG[T] wxt,
has expected excess of loss such that:

2 2
¢?/sR+¥2(C) G2 vG? i
=T\ _ *) < g _ 2 _ _
EF@E)] - F) < O( ki T Vg e teDvee ( 16(1 +B2)VT)>’

2. [f Fl are CONnver, 1y = \/ZM, m = m

the averaged output of DP-FedAvg(T, K,l,s,04,C), defined by z! = Zte[T] wyat, has expected excess of loss
such that:

and T > 1, then there exist weights {w;}e[r) such that

_ 4/3 1/3,v2/3 2. 12
E[F(T)] - F(z*) < O(Dog/\/sR—i—Zg(C) GDov1—-1 D, v'/3G B Z/D0>7

+ + +
VTKIM VTIM T2/3 T

3. If F; are non-convex, ng = VIM, n = m
g

that the randomized output of DP-SCAFFOLD-warm(T, K, 1, s,0,,C), defined by {7 = x' with probability w,
for all t}, has expected squared gradient of the loss such that:

and T > 1, then there exist weights {w;}e[r) such
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F(1-1 2/3,,1/3(2/3 2
E[VF @) < o<u\/z?§/\/§+ %(C)  vGVFEA-D)  FWIPGE B VF)}
TKIM VTIM T2/3 T

where Dy := ||2° — z*|| and F := F(2°) — F(2*).

Proof. To state the result of Theorem C.2, we combine the original result (Karimireddy et al., 2020b, Theorem
V) provided for any type of loss functions with the result of Lemma C.1. O

D Additional Experimental Details and Results

In this section, we give additional details on our experimental setup (Section D.1) and simulated data generation
process (Section D.2), and provide additional results (Section D.3).

D.1 Algorithms Setup

Hyperparameter tuning. We tuned the step size hyperparameter 7y for each dataset, each algorithm and
each noise version (with or without DP) over a grid of 10 values with the lowest level of heterogeneity (5-fold cross
validation conducted on the training set). We kept the same 79 for the experiments with higher heterogeneity.

Clipping heuristic. Setting a good clipping threshold C while preserving accuracy can be difficult (McMahan
et al., 2017b). Indeed, if C is too small, the clipped gradients may become biased, thereby affecting the conver-
gence rate. On the other hand, if C is too large, we have to add more noise to stochastic gradients to ensure
differential privacy (since the variance of the Gaussian noise is proportional to C?). In practice, we follow the
strategy proposed by Abadi et al. (2016), which consists in setting C as the median of the norms of the unclipped
gradients over each stage of local training. Throughout the iterations, C will then decrease. However, we are
aware that locally setting C may leak information to the server about the magnitude of stochastic gradients. We
here consider this leak as minor and neglect its impact on privacy guarantees. Adaptive clipping (Andrew et al.,
2021) could be used to mitigate these concerns.

D.2 Simulated Data Generation

Each ground-truth model for a user ¢ consists of weights W; € R%*10 and bias b; € R!Y, which are sampled
from the following distributions: W;|u; ~ Na x10(ui, Id) and b;|u} ~ Nig(ul, Id) where u; ~ Ng x10(0, ald) and
u, ~ Nip(0,ald). The data matrix X; of user 7 is sampled according to X;|v; ~ Ny (v;,2) where ¥ is the
covariance matrix defined by its diagonal ¥;; = j~'? and v;|B; ~ Ny (B;,1d) where B; ~ Ny (0,vId). The
label of each data point is obtained by independently changing the label given by the ground-truth model with
probability 0.05.

D.3 Experiments

In this section, we provide more results on the experiments described in Section 5, and also present additional
experiments.

Metrics. To measure the convergence and performance of the algorithms at any communication round ¢ € [T7,
we consider the following metrics:

e Accuracy(t): the average test accuracy of the model over all users,

e Train Loss(t)= log,o(F(z') — F*): the log-gap between the objective function evaluated at parameter z*
and its minimum,

e Train Gradient Dissimilarity(t)= 5 Zle ||[VF;(2%)|]>—||VF(2')||?, which measures how the local gradients
differ from the global gradient (i.e., the average across users) when evaluated at x!, and hence quantifies the
user-drift over the rounds of communication. Remark that, without any kind of heterogeneity, this variable
would converge to 0.
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Experiments with TK fixed. In Section 5 of the main text, we conducted experiments on both FEMNIST
and simulated data with a total number of iterations that is constant (T K = 4.10* for FEMNIST data and TK =
8.10% for simulated data). As observed in previous work (Karimireddy et al., 2020b), these experiments recover
the superiority of SCAFFOLD over FedAvg and FedSGD under heterogeneous data, but most importantly they show
that this hierarchy is preserved in our DP-FL framework with privacy constraints: this is especially clear with
growing heterogeneity and with growing number K of local updates. Besides this, the results provided for logistic
regression in the high-privacy regime (e = 1.5) numerically demonstrate that DP-SCAFFOLD-warm actually
outperforms (non-private) FedAvg (see Fig. 1), despite the local injection of Gaussian noise! Therefore, our
results are quite promising with respect to obtaining efficient DP-FL algorithms under heterogeneous data.

We provide below some additional results which complement those provided in Section 5.

e Simulated data. We plot in Fig. 5 the evolution of the accuracy over the rounds, which is consistent with
the evolution of the train loss in Fig. 1. While the variance of the accuracy for DP-FedAvg grows with the
heterogeneity, the results of DP-SCAFFOLD-warm are not affected. We can observe an average difference of
10% in the accuracy for these two algorithms over the various heterogeneity settings. We provide in Fig. 6
the evolution of the gradient dissimilarity for the same settings as in Fig. 1 and Fig. 5, which once again
shows a better convergence of DP-SCAFFOLD-warm compared to DP-FedAvg for the same privacy level. We
also provide the evolution of the train loss when varying a single heterogeneity parameter: either o (which
controls model heterogeneity across users) in Fig. 7 or 8 (which controls data heterogeneity across users) in
Fig. 8. In both of these settings, DP-SCAFFOLD-warm performs consistently better.

e FEMNIST data. In Fig. 9, we put in perspective the accuracy observed with K = 50 (see Fig. 2) with the
one observed with K = 100. We also show the evolution of the gradient dissimilarity in Fig. 10. These results
on real data again show the superior performance of DP-SCAFFOLD-warm, consistently with our observations
on simulated data.

In the following experiments, we keep the same privacy budget (¢ = 4.5 for FEMNIST data and € = 1.5 for
simulated data, § = 1/MR) as described in Section 5 as well as the same values for [ and s.

Experiments with T fixed and K growing. In this part, we aim to highlight the impact of K in the
performance of the DP versions of SCAFFOLD and FedAvg. We fix T' = 400 and compute the metrics for simulated
data (Fig. 4, v € {0%, 10%,100%}) and for FEMNIST data (Fig. 3, (o, 8) € {(0,0),(1,1),(5,5)}) with K €
{5,20,40}, while keeping the same privacy budget (average over 3 random runs). Remark that the value of
04 is lower for DP-SCAFFOLD-warm than DP-FedAvg, due to the saving of the first rounds for the warm-start
version (no model is trained yet). Local learning rate factor 79 was carefully tuned for each value of K (5-fold
cross-validation). Our results show that DP-SCAFFOLD-warm does not suffer from an increasing value of K (on
the contrary, DP-FedAvg is more fluctuating as K grows) and consistently outperforms DP-FedAvg. However, we
do not observe a clear improvement of the precision of the model trained with DP-SCAFFOLD-warm as K grows.

100.0% Similarity 10.0% Similarity 0.0% Similarity

0.5

I
IS

o
w
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---- DP-FedAvg, K=20 -- DP-FedAvg, K=20
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Figure 3: Test Accuracy on FEMNIST data with (4.5,107°)-DP for T' = 400.
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Figure 4: Metrics on simulated data with (1.5,2.107¢)-DP for T' = 400.

50 100 150 200 250 300

Nb of communication rounds

(alpha, beta) = (0.0, 0.0)

350 400 0

50

100 150 200 250 300
Nb of communication rounds

(alpha, beta) = (1.0, 1.0)

350 400

100 150 200 250 300
Nb of communication rounds

0 50 350 400

(alpha, beta) = (5.0, 5.0)

log(F(x_t)-F(x*))

|
N
IS

DP-FedAvg, K=5

--- DP-FedAvg, K=20

—— DP-FedAvg, K=80
DP-SCAFFOLD-warm, K=5

|
g
o

|
o
©

--- DP-SCAFFOLD-warm, K=20
—— DP-SCAFFOLD-warm, K=80

-1.0

log(F(x_t)-F(x*))

--- DP-FedAvg, K=20

--- DP-SCAFFOLD-warm, K=20

log(F(x_t)-F(x*))

DP-FedAvg, K=5

DP-FedAvg, K=80
DP-SCAFFOLD-warm, K=5

DP-SCAFFOLD-warm, K=80

DP-FedAvg, K=5
--- DP-FedAvg, K=20
—— DP-FedAvg, K=80
DP-SCAFFOLD-warm, K=5
--- DP-SCAFFOLD-warm, K=20
—— DP-SCAFFOLD-warm, K=80

0 50 100 150 200 250 300 350 400 0

Nb of communication rounds

50 100 150 200 250 300 350 400
Nb of communication rounds

0

50 100 150 200 250 300 350 400
Nb of communication rounds

First row: Accuracy; Second row: Loss.

Experiments with K fixed and T maximized (simulated data). Given some values for o, and K, we
calculate the maximal value of T such that the privacy guarantee is still maintained in the output after T
communication rounds. We compute in Table 2 the test accuracy obtained after these iterations (average over
3 random runs) for a low heterogeneity setting («, 8) = (0,0) and a strong heterogeneity setting (o, 8) = (5, 5).
Our results show that, given a constraint on 7', K (and thus o,), DP-SCAFFOLD-warm is even more efficient
when the heterogeneity is high. Our analysis also highlights the trade-off between T' and K (which relates to
hardware and communication constraints in real deployments) to achieve some given performance. For example,
we show that under high heterogeneity, we obtain roughly the same accuracy if we run DP-SCAFFOLD-warm with
(T,K) = (266,5) or (T, K) = (182,20) (in blue), as well as (T, K) = (62,20) or (T, K) = (42,80) (in red). In
practical deployments, T is often the bottleneck, so smaller T and larger K are often preferred. Note also that
we observe a threshold due to a DP noise when (o4, K) = (40,20), which leads to similar performance as the
setting (o4, K) = (20,5) (in brown). For our experiments, we did not take into account the communication
rounds from the warm-start (4/1 = 20 rounds) to compute T

Table 2: Test accuracy for DP-SCAFFOLD-warm with 7" maximized (simulated data, ¢ = 1.5)
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Figure 5: Test Accuracy on simulated data with (1.5,2.1076)-DP. First row: K = 50; Second row: K = 100.
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