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2 CentraleSupélec, Inria, Univ. Rennes 1, CNRS, IRISA, Rennes, France

3 Direction Générale de l’Armement

Abstract. During a computer security investigation, a security analyst
has to explore the logs available to understand what happened in the
compromised system. For such tasks, visual analysis tools have been
developed to help with log exploration. They provide visualisations of
aggregated logs, and help navigate data efficiently. However, even us-
ing visualisation tools, the task can still be difficult and tiresome. The
amount and the numerous dimensions of the logs to analyse, the poten-
tial stealthiness and complexity of the attack may end with the analyst
missing some parts of an attack. We offer to help the analyst finding the
logs where her expertise is needed rapidly and efficiently. We design a
recommender system called KRAKEN that links knowledge coming from
advanced attack descriptions into a visual analysis tool to suggest explo-
ration paths. KRAKEN confronts real world adversary knowledge with
the investigated logs to dynamically provide relevant parts of the dataset
to explore. To evaluate KRAKEN we conducted a user study with seven
security analysts. Using our system, they investigated a dataset from
the DARPA containing different Advanced Persistent Threat attacks.
The results and comments of the security analysts show the usability
and usefulness of the recommender system.

Keywords: Attacks and Defences · Intrusion detection and prevention
system · Digital Forensics

1 Introduction

IT systems are the target of an ever-growing number of attacks. Their complexity
ranges from simple attacks like brute-force or DDoS, to complex APT. To defend
those systems, IT organizations implement CSOC (Computer Security Operation
Center) [37] where security analysts try to understand what happens in the
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monitored systems and to react accordingly. Among popular inputs there are
security alerts raised from IDS (Intrusion Detection Systems) [11,28,26]. Their
goal is to detect suspicious activities that are symptoms of an intrusion. Then, a
security analyst is in charge of investigating if alerts are related to a real attack.

To complement IDSs, visualisation tools [13,31,12,8,32,3] have been devel-
opped to identify attacks in the data. Among those tools, some have focused on
log visualisation [15,16]. Because of the complexity of monitored systems, the
quantity of events logged and their complexity, the necessary time to investigate
is too long [9]. Visualisation systems also require extensive field knowledge to be
used efficiently [4]; as a consequence, users have to learn their usage.

Recommender systems have been proposed as a complementary approach to
visualisation tools to address these issues. They are mostly designed to help the
user choose a better representation of the data [22,33,34,35,14]. These approaches
are not specific to security investigations and require advanced knowledge and
practice in terms of visualisation. Visualisation recommendation [23] has also
been studied for security purposes. In [23], the authors focus on designing a vi-
sualisation tool that can better guide analysts during their work. However, these
solutions have their shortcomings such as the lack of reliable data to make recom-
mendations, the heterogeneity and quantity of data to explore. They also suffer
from specific issues, such as the cold start problem [25], where the recommender
system has not gathered enough data to make relevant decisions yet.

In this paper we present a recommender system that helps the analyst in her
visual investigation by suggesting exploration options, either to test a hypothesis
on the incident, or to analyse another part of the logs that has not been explored
yet. The proposed recommender system does not require any input from past us-
age of the visual tools it is based on. It uses a knowledge base of adversary tactics
and techniques extracted from real-world observations: the MITRE ATT&CK
matrix4. Finally, we present an evaluation of our recommender system based on
a campaign of investigations conducted with seven security experts.

The rest of the paper is organised as follows. Related work is discussed in
Section 2. Context about visualisation and investigations in security is explained
in Section 3. Section 5 details the dataset used for the evaluation, the user
interviews and then discusses results. Finally, in Section 6, we conclude the
article and discuss future work.

2 Related work

To help analysts during security investigations, many visualisation tools have
been proposed by the research community to analyse various event data such
as network logs [32,8], DNS logs [29], system logs [15,16] or file system meta-
data [3]. These methods allow a faster and easier investigation giving the analyst
the possibility to query and visualise large amount of complex data. They how-
ever require significant expertise in both security and visualisation techniques.
Recommender systems are starting to be used used to tackle that issue.

4 https://attack.mitre.org/
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Historically, recommender systems [18,27] have been used by commercial
websites to present a user with a set of relevant options such as new books
to read or new TV shows to watch. Recommender systems can base their recom-
mendations on similarities between user profiles, item metadata, or even domain
knowledge [1,5]. However, some kind data, such as user profiles of item values
often cannot be used in the security field because it cannot be allowed to be
retained due to its sensitivity. The recommender system has to rank the differ-
ent options extracted from the data, generally by computing a score for each
option and by presenting a subset of the options to the end user: recommenda-
tion candidates. Their goal is to help users make better and faster decisions by
presenting them with relevant options.

Outside cybersecurity, previous work combines recommendations with visu-
alisation [34,35,10,33,14]. When a recommender system is used with a visuali-
sation system, the recommendations are mainly used to offer to the analyst the
more useful representations. This can be seen as an extension of work about
automatic representation [21,22]. The recommendations can be computed using
statistical and perceptual measures [34,35] or using machine learning [14]. As a
consequence multiple visualisation options are offered to a user, which has to
decide which one is the best suitable to her needs. We believe that the required
level of expertise is too high to be usable in real use cases. Therefore, this paper
introduces a recommender system that helps to make the best use of a security
visualisation tool instead of recommending the best possible representations of
security data.

Only few works are related to the visualisation of security data enhanced by a
recommender system [23,36]. Li et al. focus on security risk analysis and offer de-
fensive measures recommendations [20]. Zhong et al. [36] present a recommender
system aiming to help tier 1 analysts in CSOC with data triage, based on the ex-
perience of senior analysts. These two contributions need reliable data and have
to face the cold start problem. The closest work to ours is NAVSEC [23], a rec-
ommender system integrated with a 3D visualisation tool [24] for network data.
During the investigation, NAVSEC will regularly offer to the security analyst
a set of interactions with the 3D visualisation tool so as to discover a possi-
ble intrusion. The best interactions are selected by a nearest-neighbor approach
based on a database of previous investigations conducted by an expert security
analyst. NAVSEC is a collaborative recommender system; it does not consider
the user’s need or query in the recommendations and does not benefit from the
accumulated knowledge on attacks. The nearest-neighbor approach also relies
on data from past investigations, which makes this recommender system suffer
from the cold start problem [25] as well.

3 Visualising and investigating

In this section we discuss the nature of logs and summarise the principles of
an investigation. Then, we briefly describe ZeroKit, a visualisation tool that
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an analyst can use to explore logs. ZeroKit is the technological base of our
recommender system presented in Section 4.

3.1 Log investigation

Log files contain a list of events generated by a monitoring tool such as an ids
or any program that records events, such as a smtp or a web server. Each event
is composed of multiple different fields. A field has a data type and a value. To
efficiently describe log data, we use data types as defined by Elastic Common
Schema (ECS)5. Typically, in security investigations we use from a dozen up to
50 data types, such as ip or action.

Investigating consists in finding potential threats, risky behaviours, or secu-
rity flaws by analysing the provided logs. During those investigations, analysts
explore multiple log sources; some have common data types: pivot types. Pivot
types are common data types that allow the user to navigate between log files
when they study interesting values. Navigating in the data is more convenient
when a visualisation tool offers an understandable frontend. In the following
section, we present the tool used in this paper to perform the investigations.

3.2 ZeroKit

ZeroKit is a collaborative log analysis and incident response tool, aiming to put
data visualisation at an analyst’s disposal. An analyst can explore logs through
interactive and reactive data visualisation. The three main actions she can do
in ZeroKit are visualising the distribution of values of a data type, filter by
a value or filter using time. Each action operated by the analyst refreshes the
visualisation panes. Thus, a sequence of actions constitutes a path of exploration,
and the user can navigate along this path by doing new actions or going back by
undoing some. Additionally, to mark an item of interest, an analyst can flag an
item such as an ip address and add context by choosing a severity: safe, suspect
or danger. It shows the discovery of an attack artifact, or on the contrary, the
absence of findings. The decision about severities will be the starting point of
the recommendation, and is discussed later.

The following example illustrates some steps of an investigation of the VAST
2012 dataset6 using ZeroKit. It is composed of the logs from an IDS monitoring
the network of a small enterprise and the logs from the border router. Analysing
the logs from the router, the analyst observes many connections to the TCP
port 6667. That port is related to IRC, which is not a commonly used protocol
in an enterprise environment. Those connections are thus suspicious and the
analyst flags this value as suspect. She needs now to confirm that the activity
related to this destination port is linked to an attack or not. At that point of
the investigation, there are still 43 thousand events related to that destination
port and the whole process can take hours.

5 https://www.elastic.co/guid
6 http://www.vacommunity.org/VAST+Challenge+2012

https://www.elastic.co/guide/en/ecs/current/index.html
https://www.elastic.co/guide/en/ecs/current/index.html
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(a) Recommendation process

(b) Extract from the knowl-
edge base

Fig. 1: KRAKEN

3.3 Recommendation

Our goal is to enhance ZeroKit by offering recommendations about the next step
the analyst should take to confirm or deny her hypotheses. Offering a potentially
relevant path for exploration can save a significant amount of time to analysts
during an investigation. Using security knowledge as the base for making rec-
ommendations, KRAKEN can rapidly help the analyst confirming or denying
that she found an attack by using real expertise, without the issue of collecting
the data first. It also provides assistance in the investigation without requiring
non-security expertise such as complex visualisation processes.

4 Recommender system

We built KRAKEN as a knowledge-based recommender system [5]. As knowledge-
based recommender systems take the user’s query and domain knowledge as
inputs, they do not suffer from cold start. Similarly to other recommender sys-
tems [27], KRAKEN tries to ensure three properties:

– R1: Enhance user efficiency and rapidity in their tasks.
– R2: Offering recommendations at a relevant time, without any disturbance.
– R3: Making sure to avoid overlooking important information.

4.1 Recommendation process

Figure 1a shows the recommendation process of KRAKEN. First, when an an-
alyst flags a value as safe, suspect or danger, KRAKEN triggers the recommen-
dation process. Recommendations use a Similarity scoring process to compute
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recommendations. Recommendation are also computed using Multi-Attribute
Decision-Making (MADM) in one case, as discussed in Section 4.4. Both those
methods use the knowledge base as input. Finally, the three best candidates are
displayed to the analyst.

4.2 Recommendation triggers

In general, guessing the true intent of the user in a visual tool is complex. Too
many actions are possible and depending on the context the same action can
have a different intent. In our work, we focus on the action of flagging a value
with a severity, because it is the closest action related to a security decision we
can find from an user. It allows us to make hypotheses about his opinion as an
expert. We trigger a recommendation when the user puts a flag that represents
a specific intent (R2):

1. A suspect flag means that the analyst needs more information before deciding
whether the value is linked to malicious activity or not.

2. A danger flag means that a threat artifact has been found and, as such,
ends this part of the investigation. The analyst wants to direct his attention
somewhere else.

3. A safe flag means that the threat has not been found yet, or that there is
none. The analyst wants to take a look at the situation from another angle.

4.3 Knowledge base

ATT&CK’s goal consists in recording detailed, real and observed adversarial
techniques and to categorise them in tactics. It is used to characterise security
threats, and as a common and shared vocabulary with all cybersecurity actors.
Each specified adversarial technique includes many usable attributes, and no-
tably sources of logs where they can be observed. We mapped these sources
to the data types defined by ECS7. The resulting knowledge base allows us to
gather data types useful to observe attacks within logs.

To illustrate the use of the ATT&CK matrix for spawning recommendations,
we show in Figure 1b an extract of the knowledge base that corresponds to the
use case of Section 3.2. That extract shows that the port data type is associated
with the ”Packet Capture” source, in turn associated with the technique ”non-
application layer protocol”. From there, we can select all the data sources linked
to the technique (”Network Intrusion Detection System” in the example) and all
data types linked to them: ”Severity” and ”Category”. The analyst was analysing
suspect traffic coming from IRC, and upon flagging the port as suspect, she is
given the recommendation containing the ”Severity” and ”Category” data types.
By following these recommendations the analyst finds alerts raised by the NIDS
about attempted information leaks and corporate policy violations.

7 https://www.elastic.co/guid

https://www.elastic.co/guid
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Algorithm 1 Our recommendation algorithm

procedure Recommendation(dt0) . With dt0: flagged data type
Ds0 ← AllDataSourcesLinkedTo(dt0)
Tall ← AllTechniquesLinkedTo(Ds0)
if severity is suspect then

for all techniques in Tall do
perform MADM scoring.
Tbest ← scored technique

Tbest ← OrderByScore(Tall) . The best scored techniques
Ds0 ← Ds0 + AllDataSourcesLinkedToBestTechniques(Tbest)

Dtall ← AllDataTypesLinkedTo(Ds0)
Dtfiltered ← FilterIrrelevantDataTypes(Dtall)
for all data types in Dtfiltered do

perform Similarity scoring.
Dtbest ← scored datatype

Dtbest ← OrderByScore(Dtbest) . The scored data types
return three best candidates from Dtbest

4.4 Decision-making

To compute the recommendations, we implemented a decision-making algorithm
that uses as input the knowledge base presented in the previous section and the
severity of the flag. In the case of a safe or danger flag, we only used a Similarity
scoring method, whereas for a suspect flag we implemented MADM, on top of
the similarity score. We did so because we needed to score techniques from the
knowledge base, and their attributes are far more complex and less comparable
than those of data types.

Algorithm 1 shows how recommendations are generated. The decision-making
process is developed in further sections hereafter. All functions that appear in
this algorithm represent queries to the knowledge base. Data types categorised as
irrelevant in function FilterIrrelevantDataTypes() are those that are not present
in the investigation, those who only have one value through the dataset and the
flagged data type itself.

MADM Due to their complex attributes, technique objects from ATT&CK8 are
difficult to rank. We choose an additive Analytical Hierarchy Process (AHP) [2,17]
to do so: the Simple Additive Weighting (SAW).

Simple Additive Weighting is a decision-making process that relies on partial
orders determined by our security knowledge, to compute a score. We use the at-
tributes associated to a technique as a list of criteria (i.e. platforms, permissions,
network requirements, frequency, mitigation and data sources). The process is
divided into two phases: the creation of a consistent Pairwise Comparison Ma-
trix (PCM) [19] and the computation of candidate scores, which is executed each

8 https://attack.mitre.org/

https://attack.mitre.org/
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Fig. 2: A flowchart of the scoring process using similarity

time a recommendation is needed. After verifying that it is indeed consistent,
this matrix is used to compute an overall weight for each criterion. From there
we can score candidate techniques. Each of these steps are described in more
detail in the appendices.

Similarity Figure 2 shows how a data type’s attributes are scored using our
Similarity scoring process. The reference data type is the data type of the value
that was flagged by the analyst. All attributes are scored separately. A final
score is computed using a weighted sum of all previously obtained sub-scores.
For example, the prefix score is computed using the Jaccard similarity between
the prefixes set present in the candidate date type and the prefixes set present
in the reference data type. Prefixes are all the values that can precise a data
type, such a ”source” or ”event”. Common sources refer to the ATT&CK data
sources and are scored in the same manner as prefixes. The presence and pivot
attributes check if the data type is already present in the investigation and if it
can be used as a pivot between already available log files in the investigation. The
interestingness is a ratio of data sources where this data type can be recorded
over all possible data sources. It is essentially an inverse rarity. Once we have
all subscores, we evaluated their relative importance and determined weights,
which we apply to them to compute the final score. If the final score between
two data types approaches zero, the data types are similar, and dissimilar if the
score approaches one.

5 Evaluation

We conducted an evaluation to gather feedback on how well KRAKEN met the
requirements R1, R2 and R3. In security it is difficult to find enough experts to
get a strong statistical result. Consequently, the evaluation is mostly qualitative.
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APT Attack step Flags Discovery
threshold

Investigation
ratio

APT 1 Firefox ad 2 1 10%
Firefox extension 2 1 10%
ssh 2 2 20%
Wget 2 1 20%

APT 2 Pine 3 2 20%
Tcexec Malware 1 1 20%

Table 1: APTs present in the TC3 dataset

5.1 Datasets

For the evaluation we use a subset of the tc3 (Transparent Computing exercise
3) dataset9. tc3 has been released by the darpa as part of their ”Transparent
Computing” program. The subset of tc3 that we used was captured in identical
conditions, but at a much smaller scale in order to limit the number of threats to
find during the evaluation. This subset contains 19.5 million system call events,
from one machine, targeted by the APTs. The data types that can be found in
this subset are grouped in different object types: file, memory, network, unnamed
pipes, and sinks. The subset contains two APT described in Table 1. The two
Firefox exploits aim to gain access to the machine, while SSH is used for network
discovery. Wget is used to exfiltrate data. Pine is an old text-based email client
here used to provide a backdoor into the machine and spread a malware: tcexec.

5.2 Experimental setup

After a short presentation of our work on recommender systems, we asked the
participants about their experience in cybersecurity. We also asked if they had
some previous experience in csoc or with a siem, in order to classify them
in three categories: low, medium and high experienced analysts. Then, we did
a rapid presentation of the subset of tc3 used for the investigation. Next, we
demonstrated the key features of ZeroKit. After their investigations, we collected
their feedback through a qualitative interview.

Qualitative interview The discussion was informal, yet we guided the partic-
ipants to obtain answers to specific questions, each trying to assess a different
aspect of KRAKEN. They are enumerated thereafter:

Q1. Usefulness (R1): were the recommendations useful to your investigation?
Q2. Efficiency (R2): did KRAKEN help you gain efficiency in your search?
Q3. Relevance (R2): did KRAKEN offer you relevant recommendations?
Q4. Tool future: in the future would you use KRAKEN during investigations?
Q5. Clarity (R3): did you find the recommendations clear and easy to grasp?

9 https://github.com/darpa-i2o/Transparent-Computing/blob/master/

README-E3.md

https://github.com/darpa-i2o/Transparent-Computing/blob/master/README-E3.md
https://github.com/darpa-i2o/Transparent-Computing/blob/master/README-E3.md
https://github.com/darpa-i2o/Transparent-Computing/blob/master/README-E3.md
https://github.com/darpa-i2o/Transparent-Computing/blob/master/README-E3.md
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Fig. 3: Answers of evaluation participants to the questionnaire

Quantitative measures During all the investigations, we collected traces of
user actions. The main variables we recorded and used to analyse the investiga-
tions are: number of flags, recommendations, followed recommendations and the
proportion of threats discovered during the 25-minutes investigation. Each step
has a discovery threshold, and the threat coverage is computed from the number
of attack steps found by each participant. These measures help us quantify the
usefulness of the recommendations. Table 1 shows the statistical importance we
gave to each attack step in regards to the overall threat coverage.

5.3 User feedback

Figure 3 shows the answers of the participants to the questionnaire from Sec-
tion 5.2. The white dot shows a positive answer, the black a negative one and
the black and white a mitigated answer.

The majority of participants affirms that KRAKEN was useful to them and
accelerated them during this investigation. They found the recommendations
useful as they helped them progress in their investigations. In terms of efficiency,
their feedback is consistent with the fact that they were all able to find parts or
all of the APTs in only 25 minutes. The answers given by participant seven can
be explained by his low experience as an analyst. During his investigation, he
had little idea of how to proceed so he could not make use of the tool properly.

The results show that all the participants were enthusiast about the future of
the tool. They all saw the benefits in terms of efficiency during an investigation
that this research suggests (R3). They agreed to say that this tool helped them
get better coverage of the dataset and guided them in the right direction.

The sore spot of the evaluation was the clarity of recommendations. All users
felt that they were not highlighted enough in the interface (R3). However, once
familiar with the investigation interface, they were all able to use KRAKEN
properly and even said it did not cause unwanted distractions during their work.

5.4 Recommendation relevance

Table 2 shows measures about recommendations aggregated by flag severity: the
total number of recommendations made during all investigations, the number of
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Flag Severity Recommendations Distinct data types Relevant Followed

Safe 5 2 80% 60%

Suspect 13 5 100% 84.6%

Danger 8 3 50% 12.5%

Table 2: Recommendation relevance according to its associated severity

distinct data types concerned by those recommendations, the ratios of relevant
recommendations and the ratios of recommendations followed by the analyst
over the total number.

All recommendations triggered by a suspect flag were relevant (R2). The
results for the danger and safe severity are less categorical. The recommendations
triggered by a safe flag seems to have mostly provided the participants with
relevant recommendation according to our hypotheses. On the other hand, the
recommendations triggered by a danger flag were less relevant.

Most suspect flag recommendations were followed, showing that not only we
were able to provide relevant recommendations, we were also able to convey
them to the analyst properly. Safe flag recommendations were also followed 60%
of the time, meaning that we have mostly well interpreted the analyst’s intent
for it. However, the danger flag recommendations are only followed 12.5% of the
time. We noticed that analysts would often flag as danger and then start back
from that point to find other threats, possibly linked to the one already found.

5.5 Providing assistance to investigations

Figure 4 is a scatter plot of the overall threat coverage in function of the pro-
portion of recommendations followed for each analyst. The analyst’s experience
is also represented by a colour.

Figure 4 shows that participant seven, who had little to no experience found
few attacks in the dataset and did not use the recommendation, as discussed
previously. However, the rightmost point shows that by selecting a majority of
recommendations, the experienced analyst achieved very satisfying results (R2).

Figure 4 also shows that, in the case of mid-level experts, the recommenda-
tions do not help the analysts discover more than 50% of the threats. While 50%
of threat coverage is a good result in 25 minutes, even if our prototype offers
relevant recommendations, interpreting them still requires expert skill.

6 Conclusion

During the last few years, new tools have been designed to help security analysts
in their investigations using visualisations recommendation. However, analysing
security incidents is still a tiresome task. Exploration recommendations using
expert knowledge can significantly help analysts.

In this paper, we presented a recommender system aiming to help the security
analyst in her investigation. KRAKEN suggests new paths to explore within log
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Fig. 4: Overall threat coverage discovered by each analyst correlated with the
proportion of followed recommendations

data. It is composed of a knowledge base linking techniques, tactics, data sources
and data types, two scoring processes and several recommendation triggers.

We evaluated KRAKEN with seven cybersecurity experts, whose experience
as analysts were various. Our evaluation shows that recommendations are rele-
vant most of the time, and when followed help security analysts during incident
response. Participants to the evaluation also noted that the recommender system
did not distract them during their investigations while providing insight.

Following the feedback from the evaluation, we implemented some features
enhancing user experience such as a history of recommendations and a better
explanation of the recommendations. This lays the groundwork for a future eval-
uation on a larger scale, with non security specialists. The results of such a study
will help us reach a better understanding of all possible use cases for KRAKEN.
Since we saw that the user intent associated with a severity is more complex
than we thought, a larger pool of participants could better frame user intents.

In the near future we aim to work on some technical issues that we identified
during the development and the evaluation of KRAKEN as well as larger issues.
For example, the SAW decision-making model is known to overrate objects that
have extreme values. Later on, we would also like to hybridise [7,6] other types of
recommender systems with KRAKEN. For example, a collaborative filtering rec-
ommender system would allow to include user actions from past investigations.
With that hybridisation, recommendations would be based on user habits, ex-
pertise and commonly relevant investigation paths as well as expert knowledge,
and so could be more useful to analysts.
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Appendix

MADM scoring method

Designing the Pairwise Comparison Matrix While PCM are an effective
and widely used solution, they have to respect a rule of consistency, depending on
the scale used: ratio scales, geometric scales and logarithmic scale. The simplicity
of the ratio scales method presented by Saaty et al. [30] and how we use the final
score in KRAKEN make the ratio scale a good fit for our decision making process.
Two guidelines are proposed by Saaty et al. to build a PCM with a high level of
consistency:

– Using an adapted scale depending on the number of criteria (presented in
Table 3) to clearly differentiate answers.

– Keeping pairwise consistency: aij = 1/aji , is a necessary but not sufficient
condition. Although Saaty et al. specify that ”improving consistency does
not mean getting an answer closer the real life solution”, a balance is to be
found between perfect mathematical consistency and reality for the scoring
to be relevant.

2 3 4 5 6 7

1-5 0 0.244 0.335 0.472 0.479 0.527
1-7 0 0.515 0.504 0.708 0.798 0.827
1-9 0 0.416 0.851 1.115 1.150 1.345

Table 3: A measure of inconsistency between the PCM’s order and the scale
used [30]

Computing normalised weights Using the PCM, we compute normalised
weights to obtain values bounded between 0 and 1. The weight or the ith criteria
corresponds to the sum of the ith row divided by the total sum of the matrix.
They are obtained by the following formula:

wi = (

n∑
i,j=0

PCMij )/T

with n the number of criteria and T the total sum of the PCM.
Convert data to numerical values Some of our criteria are not numerical

values, like the set of platforms and the permissions required. Using our expertise,
we ranked and weighed the possible values of each attribute and computed a ratio
for each of them.

Check Consistency Rate Before using it, the consistency of the PCM must
be checked. The process is the following, as explained in [2]:

1. Find all eigenvectors and eigenvalues for the matrix.
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2. Find the maximum inconsistency by taking the maximum possible eigen-
value.

3. Calculate the consistency index:

CI = (λmax− n)/(n− 1)

where n is the matrix size.
4. Finally, compute the Consistency Rate (CR):

CR = CI/RI

with RI the Random Index for consistency, or, in other words, the average
consistency obtained when filling the PCM at random.
If CR is inferior or equal to 0.1, then the matrix is considered consistent. This
operation is only necessary once. From the moment a PCM is determined to
be consistent, it can be used in the decision-making process.

We computed different PCMs using our own security expertise and checked
their consistency. We found that trying to generally rank the criteria gave back
large inconsistencies in our matrices. So, we focused on more specific security
goals when deciding the importance of a criteria, such as detection difficulty and
accessibility. Table 4 shows one of the resulting (and consistent) matrices we
built.

. Plat. Perm. Net. Reqs. Freq.

Platforms 1 1 0.25 0.5
Permissions 1 1 0.33 0.5
Network Requirements 4 3 1 3
Frequency 2 2 0.33 1

Table 4: Designing a consistent PCM using our own knowledge

Compute scores Reaching this step, scores are computed every time a
recommendation is requested, using the PCM that was previously determined
to be consistent.

1. For each scored attribute of each candidate s, apply the following formula
(for positive scores only) within the n ∗m matrix composed of m candidates
and n criteria:

sij = rij/r
∗
j

with i = 1, ...,m, j = 1, ..., n, and r∗j being the maximum value of r in column
j.

2. The total score is the sum of each attribute’s score, multiplied by its previ-
ously computed weight.

Relative and absolute scoring The scores use the maximum recorded
value among the candidates for each criterion, and not the maximum possible
value. This is to avoid cases where we would obtain bad scores for every candi-
date.



KRAKEN 15

References

1. Adomavicius, G., Tuzhilin, A.: Toward the next generation of recommender
systems: a survey of the state-of-the-art and possible extensions. IEEE
Transactions on Knowledge and Data Engineering 17(6), 734–749 (2005).
https://doi.org/10.1109/TKDE.2005.99

2. Afshari, A., Mojahed, M., Yusuff, R.M.: Simple additive weighting approach to
personnel selection problem. International journal of innovation, management and
technology 1(5), 511 (2010)

3. Beran, M., Hrdina, F., Kouřil, D., Ošleǰsek, R., Zákopčanová, K.: Exploratory
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