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Probabilistic representations of

fragmentation equations

Madalina Deaconu* Antoine Lejay’
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In this survey article, we present an overview of a large class of
probabilistic representations of the fragmentation equation, and we

develop and study the interconnections in between these representations.

We focus on the stochastic process which represents the evolution of the
mass of a typical particle which undergoes fragmentation in time. These
probabilistic representations range from Markov chains to stochastic
differential equations with jumps, and we aim at constructing how they
are inter-related. In particular, we show how these representations can
be used to develop easy to implement numerical methods.

Keywords: Fragmentation equation; Markov Jump Process; Piecewise Determin-

stic Markov process; SDE with jumps
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1. Introduction

Fragmentation plays a fundamental role in numerous applications arising both
in natural science and in industrial processes. Most often, in these phenomena
one needs to describe how the clusters present in the process evolve in time and
more precisely how do they break into smaller clusters. This is an important topic
in physics (engine reactions), astrophysics (formation of asteroids), in geophysics
(landslide, avalanches), in the copper industry, etc.

For answering this question several issues can be concerned. We study in this
paper the fragmentation equation which describes the time evolution of a particle
system which is characterized by particle masses. We will consider here binary
fragmentation procedure, that means that at some times a particle can split into
two particles of smaller masses. We suppose in our model that the described
phenomenon preserves the global mass of the system.

Denote by ¢(t, ) the concentration of particles of mass x in the system at time ¢. The
fragmentation equation is the following deterministic integro-differential equation,
forallz e R, andt € R,:

o(t. x o0
% = —F(m)c(t,x)+/0 c(t,x+y)F(z+y)G(z +y,dy)

c(0,z) = ¢o(x),

(1)

where F' is a function, called the rate, and G(z,-) is a probability kernel with
support in (0, z).



In the first line of equation , the first term in the right hand side accounts for
the disappearance of particles of mass x after a breakage and the second term
specifies the mass of a randomly chosen fragment after the breakage.

A huge literature deals with this equation. Both deterministic and stochastic
interpretations have been considered. In some of these papers the coagulation-
fragmentation phenomenon is also treated. Existence results are obtained in |33
63, 64, 71, [74]. The analytic treatment of fragmentation equations is usually dealt
using the theory of semi-groups, which is sometimes difficult to handle due to the

variety of behaviors of fragmentation kernels. An extensive account may be found
in the book [9].

The main objective of this paper is to discuss and describe the various stochastic
approaches of these equations and to highlight possible links between the stochastic
tools that can be used. The stochastic approach is namely based on the conservation
of mass observed in the physical system which induces naturally the construction
of a random process with a distribution of the form zc(x,t) dz. This representation
leads to a natural interpretation for both discrete and continuous masses. Such
analysis was started by A.N. Kolmogorov [60].

In particular, our probabilistic representations are derived one from the other,
starting from the simplest one using Continuous Time Markov Chain as in [41] to
end up with Stochastic Differential Equations with Jumps as in [44] and passing
through Random Point Processes. As all these representations are equivalent, one
may choose the most appropriate framework according to the problem to solve, as
each representation comes with different tools and viewpoints.

We focus on generic results in the sense that we do not consider particular shapes
of the kernels and their related properties. This is a wide subject. To keep things
simple and to focus on applied results, we left aside probabilistic representations in
terms of clouds of particles or in branching processes where the states space encodes
all the particles’ mass. Such representations require higher levels of abstraction. The
book of J. Bertoin [15] (see also [12]) presents a detailed panorama on Continuous
Time Markov Chain. A recent paper gives an interpretation of the fragmentation in
terms of branching processes [16]. More precisely, the paper constructs a continuous
time Markov branching process which is associated to the fragmentation equation
and which lives in the state space S¥ of all fragmentation sizes, introduced by
J. Bertoin in [15]. This interpretation is applied further to a particular class of
kernels (non smooth), connected to the avalanches and new results are obtained for
this context [17]. A numerical algorithm, based on these stochastic interpretations,
is developped in |[18].

Coagulation phenomenon is usually studied with fragmentation. Yet, it leads to
more intricate results as the coagulation induces some non-linear behaviors.



Related problems

Many other approaches are connected and developed for the fragmentation equation.
We focus here on some directions without being exhaustive as the literature on this
topic is very large and in particular we emphasize the probabilistic approach for
these issues.

Our study concerns the integro-differential equation and highlights classes of
stochastic processes that can be linked to it.

This is completely different with respect to the works of J. Bertoin and co-authors
where in some sense a development of the fragmentation is given by studying
partitions and associated fragmentation chains |11, 12, |15, 47|. In particular
important results on the asymptotic behavior, shattering and formation of dusts
are obtained.

Many studies are devoted also to the coagulation-fragmentation equation. In some
sense the enthusiasm and growing interest of the probabilistic approach for the
Smoluchowski coagulation equation goes back to the seminal paper of D. Aldous |3]
which gave a rich review of the domain and its open problems. In particular
D. Aldous mentioned already that the study of general kernels keeps difficult and
gives rise to interesting mathematical questions.

The analysis of the coagulation-fragmentation model involving discrete masses with
a probabilistic approach has been considered in many works as for example in
I. Jeon [56] who considered the coagulation-fragmentation discrete model interpreted
by a sequence of finite Markov chains and formulated a criterion on the finite chain
which detect the gelation phenomena, B. Jourdain [57] who constructed a non-
linear stochastic process and gave a stochastic algorithm with a constant number
of particles in the discrete coagulation-fragmentation case.

Results on the probabilistic approach for coagulation-fragmentation processes are
obtained in [44], where the interpretation is given by the solution of a stochastic
differential equation with jumps.

Another interesting direction is given by the growth-fragmentation. In this setting
two opposite dynamics, growth and fragmentation are balanced in the equation.
This equation is a linear, partial integro-differential equation and models population
dynamics in biology, physics, neurociences, etc. One of the main challenges is
here the long-time behavior. We refer to the paper of J.A. Canizo, P. Gabriel and
H. Yoldas [22] and the references therein for an interesting overview of the topic.
We list here some probabilistic approaches which match our problem |14} 20, 23].

This formulation is also important as it shows that the binary fragmentation can be
seen in our context in a more general framework. As we are following the evolution



of a typical particle the fragmentation can be interpreted as the splitting in the
size of the particle that we follow and a “second” system that can be formed by
one or more particles with smaller masses.

An important topic is also given by the homogeneous fragmentation developed for
example by W. Wagner [78], that we will detail later on in the paper.

Organization of the paper. After this introductory part, we derive the Fokker-
Planck equation from a microscopic description in Section [2] In Section [3] we study
the existence of the solutions of fragmentation equation using fixed point theorems.
In Section {4] we study the Kolmogorov forward and backward equations, which are
the keys to construct the transition probability of Markov processes. In Section 3,
we construct a Markov chain from the characteristics of the fragmentation equations
using two ways. In Section [6 we pass from the Markov chain to a continuous
time stochastic process. For this, we propose several approaches: embedding the
Markov chain, thinning a Poisson process, using martingale problems, using Marked
Point Processes. In Section [7| we construct a stochastic differential equation. In
Section [§] we give some results on the shattering effects. In Section [9 we study
from elementary means the binary fragmentation. Finally, in Section we give a
simulation algorithm. The articles ends with three appendices recalling elementary
results.

2. From a microscopic description to a
Fokker-Planck equation

2.1. Standard notations

We start with notations we use through all the document.

Notation 1 (Borel sets). We denote by Bor(Y) the o-algebra of Borel sets of a
topological space Y.

Notation 2 (Borel measures). We denote by M(Y) (resp. M*(Y)) the set of
R-valued (resp. R, -valued) Borel measures on a topological space Y, that is the
set of o-additive measures defined on Bor(Y).

There are several ways to equip M(Y) with a metric so that it becomes a complete,
separable metric space with respect to the vague (resp. weak) topology, i.e. a
family {/,}, converges vaguely to p if and only if [ fdp, converges to [ fdu



for any non-negative function f with compact support (resp. any non-negative
function f uniformly bounded) [45, 46, 76).

Notation 3 (Space of continuous functions). Given two locally compact metric
spaces Y and Y’, we denote by B(Y,Y’) (resp. 6(Y,R); B.(Y,Y’); Bo(Y,Y’)) the
space of continuous functions (resp. and bounded; with compact support; vanishing
at infinity) from Y to Y.

Notation 4 (Space of bounded, measurable functions). We denote by B(Y,Y’)
the space of bounded, Bor(Y)-measurable function from Y to Y.

Notation 5. For p € M(Y) and f: Y — R a measurable function, we set

(u f) = / f(z)u(dz)

whenever the integral is well defined.

2.2. A microscopic description of the fragmentation process

A fragmentation is a physical phenomenon in which a particle of a given character-
istics x, say the mass, breaks into particles with characteristics x1,...,x;. Here,
the number £ of fragments may be fixed or random, as well as the x;’s. A particle
of characteristics x is called a x-mer. A simple model of fragmentation is when a
x-mer breaks into two z/2-mers.

During all this article, we consider that the state-space of the characteristics is
X: =R, and X* := (0, +00).
We refer to = as the mass, but it could correspond to other parameters, such as

the diameter of a bubble in a cavitation phenomenon (see e.g. [6§]).

In this section, we give a microscopic description of the fragmentation as a random
phenomena. We follow [78] and we refer to this article for more details.

Definition 1 ((Probability) kernel). A kernel K on Y is a function on Y x Bor(Y)
such that K(z,-) € M*(Y) for any € Y and x — K(z,A) is measurable for any
A € Bor(Y). If K(2,Y) =1 for any € Y, then we refer to K as a probability
kernel.

We describe the breakage mechanism of a x-mer as follows:



e First, the number k' of fragments is defined by a discrete probability p(z) :=
{pe(z)}e>2 with pp > 0, > ,uope(z) = 1, where x — py(x) is measurable for
any ¢ > 2. Therefore, P[k' = (] = py(x). Note that any z-mer breaks necessarily
into two or more fragments.

e Second, the distribution of the resulting particles is ruled by a family of probability
kernels f, on X**, k > 2, that is f;(z, -) is the distribution of (21, ...,z}) given the
number of fragments is exactly k.

As we do not order the x;-mer after a breakage, we do not distinguished between

(21,...,2r) and (24q), - . ., Tox)) Whatever the permutation o of {1,...,k}. There-
fore, we introduce the space X** by quotienting X** with the equivalence relation
(x1,...,2%) ~ (y1,-..,yx) whenever there exists a permutation o of {1,...,k} such

that (y1,...,9x) = (To1),-- -, To@y)- The kernel f is then transformed into
fr(z,dxy, ... dzy) : = ka r,dzsqy, ..., dTor))

which is a kernel on X**. With this kernel, the marginal distribution of one fragment
picked randomly is then

£ (2, dy) == (2, dy, X*, ... X)),
Such f;"**#(z, -) is also a probability distribution.
Therefore, the law of a particle picked randomly after the breakage of a z-mer is

fmars(x dy) = Zpk e (2, dy).

k>2

In particular, for any A € Bor(X*),

=" k- prla) - 5 (2, A) 2)

k>2

is the mean number of particles falling into A, since f;"**(z, A) is the probability
that a randomly picked particle falls in A. The mean number of fragments after
the breakage of a x-mer is M (z, X*).

We will show in Section [2.3]just below that M summarizes the macroscopic behavior
of the fragmentation process.

Definition 2 (Daughter distribution). The kernel M : X* x Bor(X*) — R, is
called the daughter distribution.



In spite of its name, M(x,-) is not necessarily a distribution as its total mass is
not necessarily 1.

Up to now, we have only described the way a x-mer breaks. To turn into an
evolution phenomena, we have to describe also at what time a breakage occurs. We
assume that each of the particles breaks independently according to an exponential
random time at a given rate F'(z), called the fragmentation rate. The probability
that an z-mer breaks during [t,t + At] is 1 — exp(—F(z)At) ~ F(z) - At, for
small At.

2.3. Derivation of the Fokker-Planck equation

We are now able to write the equation for the fluxes of a cloud of particles: we
consider an infinite number of particles which are distributed at time ¢ > 0 according
to the distribution u(t,-) on X*. Then

p(t+ At,dz) ~ p(t,dx)
+ / (inflow in dz of particles from y during At ) x u(t,dy)
— (outflow of z-mers during At) x pu(t,dz). (3)

The inflow itself is decomposed as

(inflow in dz of particles from y during At)

= (prob. breakage) x (mean # of created particles in dz)
~ F(y) - At x M(y,dx)
while
(outflow of z-mers during At) = (prob. breakage) ~ F'(x) - At.

We thus rewrite as

p(t + At,dz) =~ p(t,dz) + / F(y)M(y,dx)pu(t,dy) — F(z)u(t,dz) - At.

Passing to the limit, we obtain

du(t, dz)
dt

Such equation is a Fokker-Planck equation, which relates the evolution of the
distribution of the xz-mers from a simple balance mechanism. Although we have
given a microscopic description of the mechanism involving the rate F', the kernels
fi’s and the p;’s only the kernel M and the rate F' are used in this equation.

- /X p(t, dy) F(y) M (y, dz) — F(z)p(t, dz). (4)



2.4. Mass-biased evolution and mass conservation

It could be convenient to introduce the mass-biased measure v(t,dx), which is the
measure with Radon-Nikodym derivative = with respect to the measure u(t,dz),
that is

v(t,dz) =z - p(t,dz). (5)

Integrating against a continuous test function ¢ with compact support on X* :=
(0, +00), we obtain

= / d)f u(t, da)

X/ p(t,dy)F(y) M (y, dx) 9lz) / 9lw) x)z - p(t, dz).
¢(x

With 1 (z) ==

G |veredn = [ [ vednFaMan T - [ vF@pd).

Hence, v solves the Fokker-Planck equation

)/ for x € X*, this writes

dv(t,dx)

with .
G(yv dZL') = _M(y7 dZE)
Y

Such approach could work with any other non-vanishing Radon-Nikodym density,
yet the choice of this v(t,dx) is of particular interest under the additional property
that the mass is conserved.

Let us consider a x-mer after its breakage into k' fragments (1, ..., 2;1) (here n
is random). For a measurable function ¢ : X* — R, since we do not distinguish
between the particles,

Blo(a1) + -+ olaw) | K =k = | £%(a,d)o(y)

*

and then, using the definition of M in (2)),

Blo(an) + -+ olaw)] = [ M(adp)oto) @

10



k

In particular, taking ¢(z) = ", we obtain the following moments

Miw)i= [ Mo, dy)
and in particular

My (x) := E[k] and M, (z) := E[z; + - - 4 251].

An important property is that of the mass conservation.

Hypothesis 1 (Mass conservation). We say that the mass conservation holds when
x1 + -+ + o, = x almost surely for any x-mer breaking into (z1,...,xg).

We note that the mass conservation implies that all the fragments have necessarily
a smaller mass than the initial particle. Mathematically, the support of M(x,-) is
contained in [0, z].

Hypothesis 2 (Mass conservation on average). We say that the mass conservation
on average holds when

x= [ M(z,dy) -y = M(z) for any x € X*. (8)
X*

The next results are then immediate.

Lemma 1. If the mass conservation holds (Hypothesis , then the mass conserva-
tion on average holds (Hypothesis @)

Lemma 2. If the mass conservation on average holds, then G(z, X*) = G(z, [0, z]) =
1 for any x € X*.

Let us now consider computing the moments

n(t) = / it dz) - a*

of p(t,dz), the solution to . Multiplying by z¥ and integrating with respect
to the x variable, we obtain that

duﬁft) = / ) / p(t, dy) F(y) M (y, de)a” — / F(z)a*p(t, da).

11



In particular, if mass conservation holds on average,

dludlt(t) = / pu(t, dy) F(y)y — / F(z)xp(t,dz).

However, one may not conclude that u(t) = v(t, X*) is constant unless one ensures
that [,. (¢, dy)F(y)y is finite.

There are actually situations, called shattering fragmentation, where particles of
mass zero are produced (See Section [§)).

Under , if v(0,X*) <1, then one may expect to construct a X*-valued stochastic
process & such that v(t,-) is the distribution of £. If shattering occurs, then & has
a finite lifetime.

The goal of this paper is to summarize the various ways one may construct such a
process and to study its properties.

An alternative direction, that we do not consider here is to consider the families
{(pk, fx) }x>2 and the rates F’ to describe the evolution of a cloud of particles evolving
according to the fragmentation process. This gives rise to a class of branching
Processes.

2.5. A condition on the daughter distribution

We give a condition on the daughter distribution. Basically, it comes from the fact
that at most one fragment has a mass greater than half of the mass of its parent.

Proposition 1 (|69] or [9, Section 8.2, p. 202]). The daughter distribution shall
satisfy

[ omeadnz [ @ pMaay foro< < )

N8

We will see that on the case of binary fragmentation, that is when My(z) = 2 for
any x, then M is symmetric M(z +y,z) = M(z +y,y).

The condition (9 holds whenever y — M(z,y) is non-increasing.

2.6. Classical examples of daughter distribution

Let us give some classical examples of the daughter distribution.

12



Ezample 1 (Binary fragmentation, |78, Sect. 2.3]). Let p, = 1 and
fo(x, day, dae) := p(z,dx1)dp—s, (dae)

for a probability kernel p. Define p by
1
[ swedn) =5 [ 0 + ol — oty

We note that p*(z,.7,(")) = p*(z,-) with S, (A) = {y |z —y € A} for A € Bor(X*).
Then

fo(z, dzy, das) = p(x, day)0p—q, (dzs) and M(z, dy) = 2p%(z, dy).

With .7, above,
M(z,dy) = M(z, 7, (dy)), Yz € X". (10)

If M(z,dy) = m(z,y)dy has a density, becomes
m(x +y,z) =m(x +y,y) for all z,y € X*. (11)

We develop the specific case of the binary fragmentation in Section 0] In particular,
we show it could be summarized by a single function from X*? to R, in one-to-one
correspondence with the daughter distribution M and the rate F'.

Ezample 2 (Binary fragmentation: equi-partition). With the Example , set
p(z,-) := 652, in which case

P (2,+) = 0pja, M(z,-) = 28,/2 and G(z,-) = &,a.

Ezample 3 (Binary fragmentation: fixed size). With the Example[] set p(z, ) := 0y,
for some A € (0,1). Hence
, 1 1
Pz, ) = §5Am + 55(1—»35, M(z,-) = dre + 0(1-2)2
and G(z, dy) = Xz + (1 — A)da—n)a-
Ezample 4 (Binary fragmentation: proportional splitting). With the Example ,
set p(z,dy) == 27 L4 (y) dz, in which case

2y
pH(z,dy) = p(x,dy), M(x, dy) = 2p(z,dy) and G(z, dy) = ;Mm@/) dy.

13



Ezample 5 (Homogeneous fragmentation, |78, Sect. 2.4]). Let p(ds) be a probability
measures on the set of partitions

S:i={s1,...,8.>0|s1+--+sg =1, k>2}.
A fragmentation kernel is homogeneous if
f(z,dz) = Z pr(z)fe(x, dxy, ..., day) = /(551x ,,,,, spz(d2)p(ds).
k>2 S

In this case (see the details in [78]),

M(x, dy) = / B (dy) M (1, dur)

and the mass conservation condition is
1
/ uM(1,du) = 1.
0

The average number of fragments is fol M (1, du) and does not depend on z. Besides,

G(x,dy):/o Oz (dy)uM (1, du).

If M(z,-) has a density m(z,-), then G(z,-) has a density g(z,-). These densities
satisfy

Loy Yoo (YN .
) = —19(—) d g(z,y) = —q9<—> th 9 := m(1,-).
mir,y) = (%) and glr,y) = 20(L) with 0 :=m(1,)
Example 6. We easily see see that Examples also describe homogeneous frag-
mentation.

Ezample 7 (Homogeneous fragmentation: Power law). In the homogeneous frag-
mentation, the daughter distribution is characterized by a function 9 : X* — R,..
A classical case is that of a power law, that is ¥(x) = x¥(v + 2) for some v > —2.
For v = 0, the fragmentation corresponds to the one of Example [

The (v + 2)-factor ensures the mass conservation, that is fol ud(u)du = 1. The
condition of Proposition [I] implies that v < 0 [9] Lemma 8.2, p. 202].

The mean number My(x) of particles M (x,X*) after a breakage of an z-mer does
not depend on x then is equal to

v+ 2

1
My(x) :/ Hz)dz=<q v+1
0 +00 if —2<v<—1.

if —1<v<0,

14



We give more insight on this example below in Example [I0]
Examples of such functions 1, their characteristics, inference and applications may
be found in [31].

Ezample 8 (Separable fragmentation). We follow |9, Section 8.2.3, p. 204]. The
separable fragmentation is when the daughter distribution has a density of the form
m(z,y) = B(y)y(x). In this case, the mean number My(x) of particles M (z,X*)
after a breakage of an xz-mer is

My(x) = z [ B(z)dz

Jo 2B(z) dz

and therefore may vary with the mass x.

2.7. Some pathologies of the Fokker-Planck equation

We consider that the daughter distribution has a density m.

Assuming that the solution u(t,dz) has a density c(t, x), we rewrite the Fokker-
Planck equation as

dc(;;x) — /* c(t,y)F(y)m(y,z) — F(z)c(t, x)
and @ as
dp(dt;x) B /X*p(tvy)F(y)m(y,x) — F(x)c(t, x)

with p(t, ) = x - ¢(t, ), which is the density of v(¢,dz), where v is given by (5).

Although these equations seem to be a simple first-order equation, we recall classical
examples which are based on analytical computations.

Ezample 9 (Non uniqueness, [9, Section 8.2, p 201]). With F(z) = z and m(z,y) =
2/x (See Example [3]), then

et

(1+2)%

are both solutions to (4)) with the initial condition ¢(0,z) = 1/(1+x)3. Note that ¢,
does not conserve the mass, while ¢y does.

c(t,z) =

15



Ezample 10 (Shattering fragmentation, [69]). With

m(z,y) = (v+ 2);}:1 and F(r) = 2™,

explicit expressions for the solution may be found in [69]. such expressions involve
special functions. This example shows a phase transition: when § > —1, the mass
is conserved that is y1(t) := [o. p(t, ) da. If 3 < —1, then y(t) is time dependent.
More precisely, if the mass is initially concentrated at x = ¢,

t t t?
p(t) = Lexp T2 1+ (1+v/2 - opv+2 |-

The loss of mass being due to infinitesimally small particles (dust).

3. Existence of solutions to the fragmentation
equation

3.1. A perturbation principle

We will make use of the following lemma.

Lemma 3 (A perturbation lemma). Let us consider % and & be bounded operators
on a Banach space U. For some T > 0, we also consider & from Y := 6'([0,T],U)
to itself'. We assume that for any f € Y,

0. f(t) = Bf(t) + DA f(1), t € [0,T] (12)
and 7 f(0) = 0. We assume that there exists a solution g € Y to
Big(t) == Dg(t), t €[0,T] (13)
as well as a solution f € Y to
(Id— o) f = g. (14)

Then f solves
atf(t) = (f@ - @)f<t>7 te [OvT] (15>

In addition, f(0) = g(0).

We may replace 8! by the space of absolutely continuous functions.
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Proof. First, using and (14),
(1d — o) f(t) = Duf (t) — BI(t) + DA f(1)
=0, f(t) = Bf ()= 2(Ad =) f(t)+ 2 [(t) = O f(t) = B[f(t) = Dgf(t)+ D [f(1).
On the other hand, with (13),
O(1d — ) f(t) — Df(t) = Dug(t) = Dg(t).

Substracting these two equations leads to (15]). The equality f(0) = ¢g(0) follows
immediately from . ]

Remark 1 (Duhamel principle). If {77 (t)};>0 is the semi-group generated by 2,
then the solution of is given by g(t) = 77(t)g(0). Lemma [3| corresponds to
the Duhamel formula (or a perturbation principle |9, Chapter 4] or |36]), by setting

oA () = /Ot Tt — 5)Bf(s)ds

which satisfies . Therefore,
t
£ = 77(090) + [ 77~ 9B F()ds
0

Remark 2 (Solving (14))). Assume ||« |ly_y < 1. Eq. is easy to solve through
a Picard principle by setting

fO =g, fOH) = g7 f") and f .= Zf(n).

n>0
The bound ||« ||y_y < 1 ensures the convergence of the series defining f in Y.

Remark 3 (Preservation of some properties). Let us assume that & is such that
if g(0) satisfies a given property (P), then for any t € [0,7], g(t) given by
also satisfies (P) for any ¢ € [0,7]. We also assume that o7 f(t) also satisfies (P)
whenever f(t) satisfies (P) for any ¢ € [0, T]. For a function k, such a property (P)
could be “k(z) > 0, Va”, “k(z) < M, Va” or “k(z) = 0 for any x > K”. From the
construction of Remark 2} if g(0) satisfies (P), then f(¢) satisfies (P) for any ¢ > 0.
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3.2. The fragmentation equation with absolutely continuous
fragmentation kernel

In a first time, we solve the Fokker-Planck equation () when the fragmentation
kernel is absolutely continuous with respect to the Lebesgue measure. We follow
the approach of [71].

Hypothesis 3 (Boundedness of the rate). We consider F' : X — R, measurable
with F(z) < B, z € X, for some B > 0. This function is the rate.

Hypothesis 4 (Kernel). We consider a kernel G with a density g with respect to the
Lebesgue measure that satisfies

0<g(r,y) <C, glr,y) =0ify >z,
/ Ye(,y)dy < 1 and / F(z)g(z,y)dy < E,
o ¥ 0
for some constants C and FE.

Notation 6. We define

g(x,y) = F(x)g(z,y) for z,y € X

so that [ g(z,y)dy < E.

We also define for any measurable function f : X — R the following operators:
5w) = | ) dy, () = F () f (),
P = [ o) f)dy - F) ) = 4 - A0
for z € X.

Notation 7 (Space of integrable functions). We denote by L!'(X) the space of
measurable, integrable functions from X to R. The corresponding norm is || f||p: :=

f0+oo|f(x)| dx, With this norm, L'(X) is a Banach space.

Lemma 4. The operators 9°, #4° and F° are bounded from 1}(X) to L(X)
respectively with

19 |1t < B, ||42°||1io1 < B and ||.2°||i1o10 < E + B.
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Proof. Interverting integrals thanks to the Fubini’s theorem,

+00 +oo 00
@ 1 @ f(z)|dx T dy dx
12 £l s/o @ f(a) s/o Lg<y, )1/ ()] dy
—+00 x
T r)dzd Ellfli:.
g/o £ >|/0 o(y,0)dedy < E|f|

The bounds on the norm of .Z” and .%Z” are immediate. O]

In a first time, we consider the equation

of(t,x)

= Ff(t, ) with f(0,z) = ao(z) (16)

where ag € L'(X) is given.

Using Lemma , we then look at solutions in the Banach space Y := 6([0, T], L' (X))
with the norm || fl|y := supte[O’T}Hf(t, L

Proposition 2. For T > 0, there exists a unique solution f of i Y which
could be written as

fltx) =" ag(a)t® with ay, € L'(X).

k>0

Besides, if ag is non-negative, then f is non-negative. If ag has a support contained
in [0, 0], then f(t,-) has also a support contained in [0, x].

Proof. If f € Y solves , then

t
1 (£ )l < (B + E)/ 1/ (s, )L ds =+ [lao]|wr.
0
Using the Gronwall lemma, for ¢t < T,

Iflly < llaollLr exp(T'(B + E)).

Since is linear, we see that the solution of , if any, is necessarily unique.
Define from ag € L'(X) the sequence

1
ag1(z) = mg"bak(x), for k > 0. (17)
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Using Lemma , lagsi|le < (B + E)¥1/(k + 1)!. Therefore, {Zf:o a;}r>o is a
Cauchy sequence in L'(X). From this, {35, a;(2)t'}x>0 is a Cauchy sequence in Y.
We define for any ¢ > 0,

flt, )= ap(a)th = - (F*)rag(z)tk. (18)

k=0 k=0

This function is such that ¢ — f(¢,-) is analytic around 0 in L'(X). Moreover,

using ,

¢
% = (F")'f(t,x) z-a.e., t € [0,T) for any £ > 1 (19)
so that in particular, f solves in Y.
The solution to dg(t,x) = — A g(t,x) = —F(x)g(t,z) is given by g¢(t,z) =

exp(—tF(z))go(z). The results of Section [3.1] in particular Remark [1] suggests to
introduce the operator

A f(t,x) = /t e~ @G (s 1) ds, (20)
0

which is continuous from Y to itself with a norm smaller than TE. Hence, for
T < E, &/° is contractive. With Lemma 3| the unique fixed point f in Y to

f = exp(—tF)ag + " f solves (L6)).

If ag > 0, since 4°, .#" preserves positivity, then .&7® preserves positivity and then
f(t,-) >0 for any ¢ € [0, 7] by Remark 3]

Finally, assume that for f € LY(X), f(z) = 0 when x > zy for some xy. Then
G f(x) = f;oo fW)F(y)g(y,z)dy =0 and .#”f(x) = 0 for any = > 2. Hence, if
aop(x) =0 for = > xg, ai shares this property for any k£ > 0 by construction and so
is f(t,-) for any t > 0. O

Clearly, variants of Proposition [2| hold whenever L!(X) is replaced by a Banach
space U such that ¢” and .#” are bounded operators from U to U.

Hypothesis 5 (Continuous kernel and rate). Assume in addition to Hypothesis
that (z,y) — g(z,y) and x +— F(x) are continuous.

To prove the proposition below, one has just to replace U := L}(X) by U :=
LY(X) N B(X) with the norm || f|ly := || fllLt + || f]lco-

Proposition 3 ([71]). Under Hypotheses[3 and[5, the solution given by Proposi-
tion |9 is such that x — f(t,x) is continuous for any t € [0,T].
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We could also see Proposition [2| from the point of view of functional analysis. The
key point behind the proof of this proposition is the construction of the family of
operators

This family {7”(t)}ier, is a semi-group, that is 7°(t)7°(t') = T°(t + t') for
any t,t' € Ry, 7°(0) = Id. Hence, f(t,z) = 7°(t)ao(z). The construction ([20)
is obtained by a perturbation argument from the two semi-groups generated
respectively by ¢ and .#°. This functional analysis point of view is extensively
developed in the work of J. Banasiak and his co-authors (see e.g. [9]). Other
conditions using functional analysis may be found for example in |70, [75] and many
other papers.

As pointed out in Section [2.7] despite its apparent simplicity, the fragmentation
equation is not that simple.

The condition of boundedness of the coefficients may be relaxed (See e.g., |9,
64, 74]) to grant uniqueness. Note that however, when the rate is not bounded,
the situation may become intricate: the solution may not be unique or the mass
conservation may be lost |9, Chapter 8], due either to the rate, but also to the
kernel [9, Remark 8.14].

3.3. The fragmentation equation in the space of measures

We now come back to the Fokker-Planck equation @, which we consider solving
in some space of measures. For considerations on measures and their norms, we
refer to |1}, |19, 34].

Notation 8 (Space of Radon measures). Let us denote by My (X) € M(X) the
space of finite Radon measures over X, and M (X) the cone of positive measures.
Radon measures acts linearly on the space 6.(X,R) of continuous functions with
compact support.

For a probability kernel G : X — M (X) and a rate F': X — R, we define
G(z,dy) = F(z)G(z,dy), for z € X

as well as the operators acting on the left by

p9 (dy) == / p(dz)G(z, dy) and p (dy) == F(y)pu(dy).

Ry
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We use the action on the left as we also define 4 and .# as acting on 6.(X,R) by
Go(a) = [ Glady)oly) and Ao(z) = F(a)ola).
X
Notation 9. We define . := ¥ — #, so that

Folx) = / (6(y) — 6(2))G(x, dy) = F(x) / (6(y) — 6(2))G(z, dy)

X
for ¢ € BL(X,R), whenever the integral is well defined.

We rewrite (@ as
OEAT) _ 1,7 (a0

with p(0,-) = po € Mg (Ry)

(21)

for a given py.

Remark 4. If 1 is a measures with a Radon-Nikodym density m with respect to
the Lebesgue measure, then u¥(dy) = 9’m(y)dy and p.#(dy) = .4 m(y)dy.
Thus, is a natural expansion of in the context of measures.

In a first time, we apply a strategy similar to the one of Section [3.2] to solve (21).
For this, we follow the approach from e.g. |1, 2]. It is however more cumbersome
due as the space of measures has to be properly identified.

Below, in Section [4.1, we consider again solving simultaneously this problem
for py = 9, for any x. This way, we construct a transition probability by following
W. Feller [41]. The latter construction requires less regularity and is naturally
related to a probabilistic interpretation. Yet, the approach proposed here easily
extends to a wider class of equations including coagulation, growth, and so on [1].

Definition 3 (Bounded-Lipschitz and total variation norms). On Mg (R, ), we
define the Bounded-Lipschitz norm? by

o= swp [ ofe)uda),
PEWL (X R) JX
llplly1,00 <1
where Wh*°(X,R) is the Sobolev space of measurable, bounded functions with
generalized bounded first order derivative® equipped with the norm ||@||wi.~ =
16]lce + [|@||co- We also define the total variation norm by

[pllvv == sup f(x)p(dz).
fEB(XR) JRy
I fllo<1
2or flat norm, Dudley norm, Fortet-Mourier norm |1, p. 2475|.
3Since X C R, every function in W1°°(X,R) has a continuous version, which we always consider.
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These norms are obviously related by |[|-||sL < ||||Tv-
Proposition 4. The space (Mg (X), ||-||Tv) is complete.

With the total variation norm, the continuity properties are difficult to deal with?,
while the Bounded-Lipschitz norm is more adapted to this task. Unfortunately,
(M, (X), ||||Br) is not complete.

We fix a radius R > 0 and we define

BpL(R) := {p € Mu(X) [ ||pllsr, < R} and Brv(R) == {n € Mu(X) | [|ul[rv < R}

Proposition 5. The set Yr g := 6,([0,1), Brv(R)) is a complete metric space
when equipped with the norm

[eellyr,p = sup [|u(t)]|pr-
tel0,T)

Under Hypothesis 3] .# is a bounded endomorphism on (M, (X), ||-[|7v).
Hypothesis 6. The rate I belongs to W>°(X).
Under Hypothesis [6] .# is a bounded endomorphism on (Mg (X), ||-[|sL).

Hypothesis 7. The kernel G is such that G(x,-) has support in [0, z], G(z,X) <
E for any = € Ry, ¢ is a bounded endomorphism on (Mg (X), ||-||rv) and on

(Mg (X), [|-{[BL)-

Proposition 6. Assume Hypothesis @ and @ Assume that py € Brvy(r) for some
r > 0. Then for any T > 0, there exists R such that has a unique solution
m YT,R-

The Fokker-Planck equation may be written

W = (u(t)2, f)

for any f € 6.(X,R), as M(X) is the dual of €.(X,R).

We are then led to define 4 and .# as acting on continuous functions as

9 f(x) = /X G, dy)f(y) and A f(z) = F(z) f(z) for [ € Gu(X,R,).

4A classical example is that if {x,,}, converges to z, z,, # x, then ||6,, — &, ||Tv = 2 whatever n.
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Again with Notation []

W, f) =, 9f) and (ut, ) = (u, A f).

The conditions on ¢ and .# as acting on measures may then be transformed
as conditions on ¢ and .# as acting on WY*(X R). In particular, if these
operators should be bounded endomorphisms on W (X, R), then they are bounded
endomorphisms on M, (X).

4. The Kolmogorov forward and backward
equations

We intend in this part to come closer to a stochastic description as we construct
a transition probability. For this, we follow the work of W. Feller [41]. This also
allows one to consider the well-posedness and uniqueness of the fragmentation
equation under mild hypotheses on the kernel F'.

4.1. The Kolmogorov forward equations

We now consider solving with the family of initial conditions 6,. We are then
led to consider

P h) _ /Xpﬁ,x,dy)(;(y,A) - / Ptz dy)P(y)Taly)  (22)

with P(0,z,A) = 1x(z) (23)

for any t € Ry, v € X and A € Bor(X). The system (22)-(23) is stronger than

as we are concerned with solving a family of equations, one per starting point.
Hypothesis 8. The rate is a measurable function F': X — R,.

Hypothesis 9. The kernel G : X — M (X) is a probability kernel on X and for any
z €X, Gz, {z}) =0.

Notation 10. We denote by M, (R, x X) the space of parametric measures
(t,z) — p(t, x,-) such that
(i) p(t,z,-) € MT(X) for any t e Ry, z € X.
(i) ¢+ p(t,z, A) is continuous for any x € X and A € Bor(X).
(i) z — u(t,z,A) is Bor(X)-measurable for any ¢ > 0 and A € Bor(X).
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Definition 4 (Transition probability). A transition probability is a family P =
{P(t,z,A)}1>0,2ex,AeBor(x) Such that
(i) P belongs to My, (R x X).
(ii) 0 < P(t,z,A) <1lforany ¢t >0,z € X and A € Bor(X). If P(¢,z,X) =1 for
any t > 0, x € X, then P is stochastic. Otherwise, it is substochastic.
(iii) For any = € X, A € Bor(X),

P(t,m,A) m ILA(.Z')

Roughly speaking, a transition probability is such that P(¢,-,-) is a sub-probability
kernel on X for any ¢ > 0 with P(0,x,-) = J,.

Definition 5 (Kolmogorov forward equation). We say that the transition probabil-
ity P solves the Kolmogorov forward equation whenever for any x € X, any bounded
set A € Bor(X), 9,P(t,z,dy) exists for almost every time ¢ > 0 and (22)-(23) is
satisfied.

Remark 5. The Kolmogorov forward equation is also called the Fokker-Planck
equation or the master equation.

Following the method of Section [3.1] we define the operator &/ which acts on
Mtr(R-i- X X) by

¢
A P(t,x, dz) ::/ P(s,z,dy)e”"9FEG(y, dz) ds. (24)
0

A simple computation shows that for any A € Bor(X),

0 TP(t,x,\)
ot
= (PY)(t,x,N\) — / ds/ (s,z,dy)e”IFC P(2)G(y, dz)1,(2) (25)
= (P9)(t,x,\) /(%*P t,z, dz)F(2)1A(2)

—Pg(txA (A TP)F(t,x,N).

Defining
POt dy) := b,(dy) exp(—tF(y)),
it holds that PO (¢,z, A) := exp(—tF(x))1,(z) and

8P (t,x, dy) = /P(O’(t,a:, dy)F(y)1aly) = —PO(t,z,dy).
X
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The solution to
O PO(t,z,A) = /P(O)(t,x, dy)F(y)1a(y) with P(t,x,A) = 1,(x)
X

is given by
PO(t,z,A) == 1,(z) exp(—tF(x)).
To solve (Id — & +)P(t,z,A) = PO(t,z, A), we define recursively

P™(t, x, A) == /TP V(¢ 2, A) for n > 1. (26)
and we set
+oo
P(t,z,\) ZP (t,x,A) Z(MJF)”ILA(x) exp(—tF(x)). (27)
n=0

The arguments of Section [3.1] apply here, up to details that are covered in [41].

Proposition 7 ([41, Theorem 1|, [39, Theorem 4.1]). Under Hypotheses[§ and[9,
the family P given by 1 a transition probability and solves the Kolmogorov

forward equation -.

Remark 6. It follows from [41, Eq. (23)] that 0,P(t,x, A) exists for any time for all
bounded sets A € Bor(X).
4.2. The Kolmogorov backward equation

We now derive another equation solved by the transition probability of Proposition 7]
Similarly to & given by (24)), we define for ¢t > 0, z € X and A € Bor(X),

o~ P(t,z,\) / ds/ G(z,dz)P(t — s,z,\). (28)
Again, assuming that ¢ — P(t,z, A) is differentiable,
t
Oy " P(t,x,\) :/G(:L',dz)P(t,z,A)—i—/ ds/eSF(x)G(a:,dz)atP(t—s,z,)\).
X 0 X

Using an integration by parts, assuming that P(0,z, A) = 1,(x),

/ds/ —F@G(x,d2)0,P(t — s, 2,\)
¢

UX Gz, dz)e*F@P(t — s, 2 A)} + F(2)«/~P(t,z,\)

0

_ / Gla,d2)e~F 1, () — P, A) + M (/= P)(t,2, A).

X

26



Therefore, whenever P(0,x,A) = 15(z),
0w/ " P(t,x,\) =9P(t,x,\) — M (A~ P)(t,z,\).
We define recursively

Q(O)(ta L, A) = exp(—tF(:(:))llA(m) = P(O)(ta €, A)
and QI (t,z,A) := o/~ QM(t,z, A)

as well as

Qt,z, A) ZQ")txA (29)

We see that Q) (¢, z, A) solves 0,Q0(t,z,A) = .#QY(t,z,\). The same argu-
ments as in Section 3.1 shows that Q(t, z, A) solves 0;Q(t,z,A) = FQ(t,x,\). We
refer to [41] for the details. Proposition [§ below summarizes the results.

Lemma 5. For anyt >0, x € X and A € Bor(X), Q(t,z,A) = P(t,x,\) where P

s given by and Q) by .

Proof. First, PO(t,z,dy) = 6,(y) exp(—tF(y)) = QO (¢, z,dy). In addition, using
the Fubini-Tonelli theorem, the operators </* and </~ commute so that if P(™) =
Q' for any 1 < m < n,

P(n+1) — beJrP(n) _ %JrﬂfQ(nfl)
=PV = o/ P = 77 Q™ = QY.

This proves the result. [

Definition 6 (Kolmogorov backward equation). A transition function P solves
the Kolmogorov backward equation® if 0;P(t,x,\) exists for any ¢t > 0, z € X,
A € Bor(X) and

ap(ta’tx’A) = \/XG(xj dy)P(ta y,A) - F(I')P(t, a:,A), (30)
P(0,2,A) = 1(x). (31)

We introduce a new property of the transition probability.

5Here, backward refers to the fact that the operator acts on the value = which represents the
initial point.
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Definition 7 (Chapman-Kolmogorov equation). For a transition probability, the
Chapman-Kolmogorov equation is that

P(t+s,x,A) = / P(t,z,dy)P(s,y,\) = (P(t,x,-), P(s,-, A)) (32)

X

for any s,t > 0, x € X, A € Bor(X).

Proposition 8 (|41, Theorems 2-5|, [40], [39, Theorem 3.1]). Under Hypotheses[§
and@ the function P given by (27) solves the Kolmogorov backward equation

[BO)-([B1). Finally, for any (t,z) € Ry x X and A € Bor(X),
P(t,z,\) = (1 — F(x)t)1x(z) + tF(z)G(x, A) + o(t). (33)

When P(t,x,X) =1 for anyt > 0, x € X, then it is the unique transition probability
to do so among all the P(t,xz, \) that solves — for any t. Besides, it satisfies
the Kolmogorov-Chapman equation .

As a by-product of the use of Lemma [3 we obtain that
P(t,z,A) = exp(—tF(z))1x(z) + o/~ P(t,z,\) (34)
for any (t,z,A) € Ry x X x Bor(X), from which we deduce (33).

Proposition 9 ([42, Sect. X.3, p. 330]). Assume that F is bounded (Hypothesis[3)
and Hypothesis[9 holds. Then P(t,z,X) = 1 for any (t,z) € Ry x X, and the
Kolmogorov backward equation has a unique solution.

Remark 7. The question of non-uniqueness of the solution of the Kolmogorov
forward and backward equations is a tricky one [42, X.3, p. 330]. A solution P
to the Kolmogorov forward or backward equation is called minimal if for any
other solution @, it holds that P(t,z,A) < Q(t,z,A) for any t € R, z € X
and A € Bor(X). Actually, the solution constructed by the iterated schemes

and is minimal.

4.3. Comments on the Kolmogorov equations

It has to be noted that Proposition [§ ensures uniqueness of the solution to the
Kolmogorov backward equation, which is not the case of Proposition [7}

Nothing ensures that P(t,z,X) =1 for any > 0, ¢ > 0, meaning that the mass is
conserved. It is always possible to extend the state-space X to get such a condition
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by adding an external cemetery point. The article |[41] contains conditions ensuring
mass conservations. More is given in Section [§

We now detail the link between the Kolmogorov forward and backward equations
using operators.

With the operators ¢ and .# acting on the left on measures and on the right of
functions (see Section , the Kolmogorov forward equation is written using
Notation [ as

0 P(t,x,dy) = P(t,z,-).F (dy), (35)

while the Kolmogorov backward equation is written as

O P(t,x,dy) = FP(t,-,dy)(z). (36)

The relationship between and which follows from Lemma |5 may also be
understood from the Chapman-Kolmogorov equation ([32)): Since

P(t+e,x,A)—P(t,z,A) 1

) _ E/XP(t,x,dz)(P(s,z,A) —1a(2)),

it follows formally that letting ¢ — 0,

O P(t,z,\) :/P(t,x,dz)&gP(O,z,A)

X

_ /X P(t,z,d2)(Z P(0, 2, \)) = / P(t,z,d2)(F14(2)).

X

On the other hand, since formally P(0,x,-) = d,,

P(t+e,x,A)—P(t,z,A) 1

- = E/X(P(s,x,dz) — 0,(d2))P(t, 2, A)

= é// Pn,x,dz)(¥ — 4 )P(t,z,\)dndz.
xJo

Letting ¢ — 0 leads to the Kolmogorov backward equation. The difficulty to apply
rigorously this approach is explained in |42, Sect. X.3, p. 328|. Basically, it is
due to the possible lack of uniform control in the expansion of the Kolmogorov
forward equation in short time, while such a problem does not appear with as
the starting point is left fixed.

4.4. Construction of a semi-group

For convenience, we now use X* = X'\ {0} as we will avoid 0 as a starting point.
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Notation 11 (Semi-group). We set for any ¢ € B(X*,R),
Po(x) ::/ P(t,2,d2)6(2) = (P(t,z,"),6) for t > 0, z € X

The family {P,;}>o is called a semi-group on (B(X*,R), ||-||le) as P(B(X*,R)) C
RB(X*R), Pys = P,P; for any s,t > 0 (from the Chapman-Kolmogorov equa-
tion (32)), and Py = Id.

Since 0 < P(t,z,X*) < 1, it is contractive on B(X*,R), meaning that || Pl <
|p||o for any ¢ € B(X* R). It is also preserves the positivity, meaning that if
¢ > 0 on X* then P,¢p > 0 on X*.

With ¢ € B(X*,R), we then rewrite as

aRo() = [ P(t.ad9G( o)~ [ Plta, dy)Fly)o)
and (56) as

aros) = | GladaPltsdnot) - [ F@PLe, dol)

*

Integrating against a measure p, whenever the integrals are well defined, we obtain
for the Kolmogorov forward equation

O, Po) = (, BT §).
On the other hand, with the Kolmogorov backward equation (36)),

o (p, Pio) = (u, F Pig) = (u.7 , Pip).

In Notation , we consider semi-groups as acting on B(X* R). There are sub-
classes of semi-groups of particular interest.

Definition 8 (Strongly continuous semi-group). A semi-group {7} };>0 on a Banach
space Y is strongly continuous on Y whenever T} f converges to f for any f € Y
ast — 0.

Definition 9 (Generator). Let {7};}+>¢ be a strongly continuous semi-group on Y.
The operator (£, Dom(.Z)) defined by

Dom(.Z) = {(b ey

Td —
lim t¢t ¢ exists} cY,

t—0
t>0
T _
ZL¢ = lim - ¢
t—0 t
t>0

is the generator of {T}}+>0. The space Dom(.Z) is the domain of .Z.
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When a semi-group with generator (£, Dom(.Z)) is strongly continuous on Y, then

P =o+ / P, %L ds, for all ¢ € Dom(Z), (37)
0

Po=0o¢+ / ZLP,pds, for all ¢ €Y. (38)
0

A classical result is the following one: not only Dom(.Z) is not empty, but it is
dense in Y.

Lemma 6. Assume that the semi-group {T;}i>0 is strongly continuous on Y with
generator (£, Dom(.%)). The domain Dom (%) is dense in' Y, and (£, Dom(.Z))

is a closed operator®.

Conversely, the infinitesimal generator (£, Dom (%)) of a strongly continuous
semi-group determines the semi-group uniquely provided that (.Z, Dom(.%)) is
closed and densely defined |36, Theorem I1.1.4, p. 53]|.

Unfortunately, there is no reason for the semi-group {P;};>0 associated to the

couple (F,G) to be strongly continuous without further controls.

Lemma 7. Assume that the rate is bounded (Hypothesis[3). Then the semi-
group {P;}i>o generated by (F, B(X*, R)) is strongly continuous on B(X*, R).

Proof. Since the rate is bounded, ||.F ¢l < 2||F||so||¢|loc for any ¢ € B(X*, R).
Therefore, .7 (B(X*,R)) C B(X*, R).

Let ¢(x) := > | a;1a,(x) be a step function. Then from the Kolmogorov backward
equation,

P(x) — $(z) = / F(x) / G, dy)P(s,y, As)as ds — / F(a)P(s,, As)a; ds
from which

By approximating any bounded, measurable function by a step function, such
inequality is sufficient to conclude that { P, }+>¢ is strongly continuous on %B(X*, R).
In addition,

P —¢
t

Hence, (.#,%(X*,R)) is the infinitesimal generator of {P;}¢~o. O

1 t
—%H <1 [ 2SI elP6 = 6l ds < eI FI o]

5This means that if ¢,, converges to ¢ in Y for some sequence {¢,} and .Z¢,, converges to some
¢ €Y, then ¢ € Dom(.%) and ¢ = Z¢.
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Actually, from the proof of Lemma , the semi-group { P, }+>0 is uniformly continuous,
that is
1P = 1d[soms00 < 2[|F ||

Such inequality implies that the infinitesimal generator (£, Dom(Z)) of { P, }:>0
is actually bounded, that is .Z is a bounded linear operator and Dom(.Z) =Y |36,
Corollary I11.1.5, p. 52].

When using semi-groups, we could replace B(X*,R) to particular subspaces. Two
kinds of semi-groups are of particular importance in stochastic analysis.

Definition 10 (Feller-Dynkin and Feller semi-group). Let {P,;}:>¢ be a strongly
continuous, positivity-preserving and contractive semi-group on Y. Then

L Y = (6o(X*,R), |||loc), then {P;}>¢ is a Feller-Dynkin semi-group (mean-
ing that Pt(%g(x*, R)) C C@o(X*, R))

2. fY = (Bp(X*,R), |||loc), then {P,}1>0 is a Feller semi-group (meaning that
P, (6, (X*,R)) C 6,(X*,R)).

Let us give an example of the Feller semi-group.

Hypothesis 10. The rate F' is bounded (Hypothesis|[3|) and continuous. Besides, and
x € X G(x,-) € MT(X) (space of positive measures) is continuous with respect
to the weak topology of M (X).

The proof of the next lemma is immediate.

Lemma 8. Under Hypothesis[1(, (F,6,(X*,R)) is a bounded operator on 6,(X*,R)

and the associated semi-group is Feller (and is continuous).

Lemma 9. Assume that {P.};>¢ is contractive and strongly continuous on a
Banach space Y C B(X*,R) — either B(X*,R), G,(X*,R), or 6.(X*,R) — then
its generator is (£, Dom (L)) = (.#,Dom(.%)) with

Dom(F) ={p e Y| F¢pec Y} (39)

Proof. Let ¢ € Dom(.#) C B(X*,R). Then there exists a family of step functions
{¢m}m that approximate uniformly ¢, with ¢, < ¢.

Since the integrals [} [,. P(s,x,dy)G(y, A)ds and [ [,. P(s,2,dy)F(y)La(y)ds
are well defined for any A € Bor(R,), they are well defined in particular for
A € X*. Thefore f,. Gy, d2)on(s) < [0lnF(®)G(yX") and F(y)om(y) <
||l F'(y)1x+(y) and F(y) and G(y,X*) are integrable on [0,¢] x X* with respect
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to P(s,z,dy)ds. From the Lebesgue dominated convergence theorem, we then
obtain that

Pp(x) = ¢(x) —{—/0 P.7¢(x)ds, forallt>0, x € X"

Since { P, }+>0 is contractive on Y, || Ps.Z ¢||oo < ||-Z @]l and then

'B¢—¢_

t
The strong continuity of {P;}+>0 and the property of the Riemann integral implies

that
Pp—¢
t
Hence, the generator (£, Dom (%)) of { P, }1>0 extends (., Dom(.%#)) in the sense
that Dom(.%#) C Dom(.¢) and £¢ = .F ¢ for any ¢ € Dom(.F).

On the other hand, let ¢ € Dom(.%) be such that Z¢ = ¢. Then

o 1 ! o o
fﬂLsH;A<&f¢—w@ds

(e 9]

= Z ¢ for any ¢ € Dom(.%).

Pt¢:¢+/tPs$¢ds=¢+/otPs¢d$-

0

Multiplying both sides by exp(—t) and performing an integration by parts,

+00 +oo
| en-tpodt=o+ [ ep(-nPod
0 0

so that ¢ = 0. By |73, Lemma I11.4.17, p. 237], this proves that (.Z, Dom(.¥)) =
(Z,Dom(F)). O

4.5. Probabilistic representation

Our main point of interest is to use the transition P as the transition probability for a
stochastic process € defined on a probability space (Q, %, P) with a filtration (#;):>o.
The filtration is a family of og-algebras which contains the information up to time t.
Here, for any w € Q, t — &(w) is a path which describes the evolution of a
typical particle. Averaging over many such paths gives the average behavior of the
evolution of the mass and allows one to recover the concentration.

More precisely, the relation between £ and P that solves — or — is
the following

PlE(t+s) € M| %) = P(s,&(t),A) for any s,t > 0 and A € Bor(X).
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Knowing the stochastic process contains much more information than just knowing
its marginal distributions £(¢) for any time ¢, as it encodes a dynamical behavior.

We now focus on constructing several possible probabilistic representations of the
fragmentation equation. Each such representation underlines a different aspect of
the probability theory yet showing its unity. Besides, they have some practical
impact in term of Monte Carlo simulations as well as inference from observed data.

5. Evolution of the mass as a stochastic process
from a Markov chain

We now present several structures that specify the dynamical evolution of the mass
of a typical fragment as a stochastic process, that is, as a random evolution in time.
The mass may only decrease, which we specify with the next hypothesis.

Hypothesis 11. In addition to Hypotheses [§ and [9] (mainly G(z,{z}) = 0 for any
x € X), for any = € X, the support of G(z, -) is contained in [0, z| that is G(z,A) =0
for any A € Bor(X) with AN [0, z] = 0.

We first describe the evolution of the mass as a discrete event indexed by the
number of breakages, with

e Y, the mass after k-th breakage,

e 0y, the time span between two breakages,

e 75, the time at which the k-th breakage occurs.

5.1. A description by a Markov chain

Let us consider first a Markov chain {(oy, Yi) k>0 living in Ry x X defined by
Yo = z, 0p = 0 and given Yy, Y1 and o, are drawn independently with the
distributions

Op1 ~ €(F(Yr)), Yipr ~ G(Yy, ), (40)

where €(\) is the exponential distribution of parameter A\. The distribution of
(0k+1, Yer1) given Yy = x has distribution

R:(ds,dy) = F(z) exp(—sF(x))G(x,dy) ds. (41)
We note that g, > 0 a.s. for any k£ > 1. The time of the events are defined as

T =09+ 01+ -+ o for k> 0. (42)
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The sequence {7y }x>¢ is increasing. Since G(z,A) = G(x,AN[0,x)) for any x € X
and A € Bor(X), the sequence {Y)}x>0 is decreasing almost surely.
The sequence { (7%, Y%) } x>0 is also a Markov chain: it represents the typical evolution

of a fragment. At time 7, the Y;_;-mer breaks up into two new fragments, one
being a Yj-mer. The o}’s represent the time span between two breakages.

The algorithmic construction of realizations of such a chain is easy. We detail this
in Algorithm [} in Section below.

5.2. An alternative description using a Poisson Point Process

We introduce now another construction of the above chain. With this new con-
struction, the chain depends on a single stochastic process, called a Poisson point
process, which serves as a “random generator” for all the other random variables.
Later, this construction will be helpful to understand the formulation through
stochastic differential equations.

We consider a PPP N (see Appendix on R? with intensity n(ds,du,dv) =
dsdudv on a probability space (2,6, P).

Hypothesis 12. In addition to Hypothesis , for any x € X, G(z,-) has a den-
sity g(z, -) with respect to the Lebesgue measure on X.

Notation 12 (Density of G). We set g(z,y) := F(z)g(z,-), the density of G(z,-).
Notation 13. For a point x € R, we set

I'(z) = {(u,v) € RL | v < g(z,u)}.
Proposition 10. Assume Hypotheses [J and [§ Let us construct iteratively a
family {(C, Uk, Vi) beso with values in RY. by setting ¢ = 0, Uy := 0 and defining
(Crw1, Uka1, Vi) as the leftmost point of the PPP N in the subset I, x I'(Uy) for an

interval Iy := [0y + - - - + O, +00), for any k > 0. Then {(, Ux)}x>o0 is a Markov
chain with the same distribution as {(ok, Yi) be>o defined in Section [5.1]

Proof. We set v(du,dv) := dudv so that N has intensity measure dsv(du,dv).
Hence,

V(D(z)) = /0 m /0 ey dudo — /0 T e du = G(e.X) = Fx).

With Lemma 20 and Remark [13]in Appendix [B] the leftmost point (¢, U, V) of N
in [t,4+00) x I'(z) satisfies:
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(i) (U, V) is independent from ¢ and uniform in I'(x),

(i) ¢ ~B(F(x).
With Lemma 21 U has for density F(z) 'g(z,-) = g(z,-). With the rejection
principle (Lemma [22)), this proves the result. O

With this construction, the probability space (2, #,P) of the chain is the one
supporting the PPP. There exists a measurable function ® from € to R x X*°
such that {(ok(w), Yi(w))tkzo = ®(w). In Section [5.1] the probability space has to
be constructed inductively as a limit of the finite chains {(oy, Yi)}o<k<n thanks to
the Ionescu Tulcea theorem [52).

6. From Markov chain to jump process

We now give three ways to embed the Markov chain to a continuous time stochastic
process:

Sect. [6.1] The embedding of a Markov chain into a jump process and the construc-
tion of the associated transition probability, which is the probabilistic
counterpart of the construction of the solution of the Kolmogorov
forward et backward equations.

Sect. The thinning of a Poisson process, where the associated semi-group
is constructed through the infinitesimal generator. However, this con-
struction is valid only for bounded rates.

Sect. [6.6] The construction of a marked point process. The distribution follows
from the martingale problem.

6.1. Embedding the Markov chain into a jump process

We have given two constructions of Markov chains in Sections [5.1] and [5.2]

We now denote by Z := {(7%, Y%) }x>0, encoding the times {74 }r>o at which the
breakages occurs, and {Y}}r>0, the mass of the fragments.

Notation 14 (Cemetery point and point at infinity). We append to X a cemetery
point t. We write X := X U {t} and R, := R, U {oo}. Actually, as we consider
only a decreasing mass, the cemetery point could also be identified with 0. Any
function ¢ on X are extended to functions on X by setting ¢(t) = 0.

Our goal is now to construct a X-valued continuous process & = {£()};> indexed
by the time and to identify its distribution.
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Notation 15 (Embedding the Markov chain). From a (R, x X)-valued Markov
chain = := {(7, Y%) }x>0, we define

Y if . <t dY, eX
S(t)::{k 7 St < T AN 0 € A, (43)

1 ift > 7, :=lim, 7, or Yy = 1.

Definition 11 (Conservative/regular process; explosive process). Let 7, := lim,, 7,,.
If almost surely 7., = 400, then the process is said to be conservative or reqular.
This is equivalent to P(t,z,X) = 1 for any (¢,z) € R x X*. Otherwise, the process
is explosive.

As we saw in Section (See also Section, the process £ is not always conservative.
This justifies the introduction of the cemetery point, which is useless for conservative
processes (for example when the rate is bounded, see Proposition E[) At the end of
this section, we give conditions for the process to be conservative.

Definition 12 (Characteristics of a process). The process £ defined by is
called the (minimal”) process with characteristics (F,G).

Notation 16 (Space of cadlag process). We set D (R, ,X) the space of paths
from R, to X which are left-continuous with right-limits at each time®.

The process £ defined above takes its values in @ (R, X) and is piecewise constant
on [7g, Tk+1). It has jumps only when breaking occur.

Notation 17 (Counting process). The counting process [£] is
€l == #{m | 7 € J} for J € Bor(R,),

i.e., [€]J is the number of events occurring in J. We also set [£](7) := [£](0, 7].

We now define properly the underlying probabilistic structure as in 39}, Sect. 2

e Probability space. We denote by €2 the set of all sequences {(tx, zx) }x>0 in
R, x X such that (i) zo € X and t, = 0; (ii) if ¢, < 400, then t; < t;4; and
xp € X (iii) if ¢ = 400, then t; = tx11 and z, = t. We also set o, 1= limy_,o t
and z., = 1. This space Q is a measurable subspace of R, x X.

e o-algebra. We then denote by # the o-field of measurable subsets of €2, that

is the set of elements of type A N when A is measurable in R, x X, where the
o-algebra on R, x X is the product o-algebra.

"As we only consider minimal processes, see Remarks (7| and 8] we drop this adjective
8or continu a droite avec une limite a gauche (cadlag).
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e Filtration. For any t > 0, we define %, := o(Bor(X), #/) with
#H, = 0(lsenly<s|0<s<t, AeBor(X), k>0).

This filtration {#;}:>¢ is an a.s. jumping filtration on R |54, Definition 1, p. 15],
i.e. #; and #;, coincide on {t;, <t < tyy1} € #,.

e Stopped o-algebra. A stopping time is a random time 7 such that {r < t} € #.
For a stopping time 7, we define the stopped o-algebra as

%’T::{AE@|Aﬁ{7’§t}€%tforallt€R+}.

With the above filtration, for any A € #, AN {tx <t} € %, so that each ¢ is a
stopping time.

e Process. This is the process ¢ defined by (43)). Its distribution is denoted by P.
Besides, we write P, for the distribution of £ given £(0) = z, z € X.

Notation 18. For u > 0, we denote respectively by K, (ds,dy) and H,(ds) the
regular conditional distributions of (7jejeu)+1, {([€](u) + 1)) given %, and of Tpep(u)+1
given #,. This means that we consider by K, (resp. H,) the distribution of the
mass and time (resp. time only) of the first breakage occurring after the time u.

We skip the technical details, especially regarding the measurability, of the next
lemma. However, thanks to the memoryless property of the exponential distribution
(see Lemma , its meaning is clear.

Lemma 10 (|39, Lemma 2.1|). For allt > u >0,

Ha(dt) = F(E(w) exp(—(t — u) F(E(w))) dt on {[€](u) < +oc},
Ku(dt, dy) = exp(—(t — u) F(£(u)))G(E (), dy) dt on {[€] (u) < +o0}.

Now, let us consider computing P[{(¢) € A | #,] for 0 < u <t and A € Bor(X).

Lemma 11. For any u <t, A € Bor(X) and n > 0,
P(n) (t - u, 5(“)7 A) = P[&@) € Av Hf]](u7 t] =n | %u]7 (44>

where P™ s defined in (26)).

Sketch of the proof. We give only the main argument of the proof. We left the
details on measurability and cite the steps in [39].
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First, with the notations of Section [4]
PlE(t) € A Tl o, = 0] 96] = PE(E) € Avmiguyn > £] %]
=P[&(u) € A, Ty 1 > ¢ | F] = Ta(E(w)Hu([t, +00)) = PO(t — u,&(u), A).

Now, for some n > 0, our aim is to show by induction that holds at level n.
Then

PiE(t) € A [€](u, t] =n+ 1| %]

/ / ) € A, [E)(Treguy+1: 1] = 1| Ho, Tieguy+1 = 5, Yiggwy+1 = y]Ku(ds, dy)

/ / ) € A €D (s, i) = m ) i TE@+1 = S Yigw)+1 = y} Ku(ds, dy).

Using the induction hypothesis and the definition of &/ in (24]) as well as the
expression of K, in Lemma [I0, we obtain

Ple(t) € A, [E](ut] = n + 1| %] = /t/XP(")(t ~ s,y MK, (ds, dy)
= TPt —u, &(u),A) = PO —u, E(u),A). (45)

Hence we get the result. O

Proposition 11. The process & with characteristics (F,G) (Definition is a
Markov process whose probability transition P satisfies the Kolmogorov forward and
backward equations, and is given by or . In particular, P is minimal.

Proof. From Lemma [11], by decomposition over the possible values in [¢](u, t],

PE(t) € A 9] =) PIE(t) € A, [E)(ut] = n | %,]

n>0

= 30 POt~ Eu), A) = P(t —w, E(u), A).

n>0

The result follows from Propositions [7] and O

Proposition shows that the process ¢ with characteristics (F,G) is easy to
simulate thanks to Algorithm [I} See Section [4.5] for some comments on practical
applications.

This process is not only Markov but also strongly Markov, i.e. the independence
with respect to the g-algebra #, for any suitable stopping time 7 can be assessed
also when a fixed time is replaced by a stopping time.

39



Proposition 12 (|29, 37, 54]). The process & with characteristics (F,G) is a strong
Markov process.

Such a process £ is a Pure Jump Markov Process. This class of stochastic processes
was introduced by W. Feller in [41] under the name Purely Discontinuous Markov
Process. This class of processes is included in the class of Piecewise Determin-
istic Markov Process (PDMP) [29]. itself included in the class of Jump Markov
Process [54] (see also the work [37]). Heuristically, this process is Markov as a
consequence of the memoryless property of the exponential distribution.

Lemma 12 (|54, Theorem 9|). Let £ be a strong Markov process on a filtered
probability space (Q, %, (Py),cx, (7 )e=0) which is piecewise constant. Assume that
the distribution of (1,A;&), where T is the time of its first jump and A& =
E(t) — &(t—), is €(F(z)) ® G(z,-). Then its probability transition function P
satisfies the Kolmogorov backward equation. Besides, if & is such that X, =
whenever t > limy>q 7, where 7, are the successive jumps of t, then P is minimal
and thus corresponds to the one constructed in Section [4.3

Proof. Fix t > 0, A € Bor(X). By the strong Markov property,
P(t,z,N) =P.[¢(t) e A| =P,[¢(t) e AT > {]
v / )€ AL (7, A8) = (5, ) () exp(—F (x)s)G(x, dy) ds
— 1 (z) exp(— / / €(t— s) € AJF(z) exp(—F(2)s)G(z, dy) ds
- / / Pt — 5., A) exp(~F(2)5)C(x, dy)
= 1) epF@0 + [ [ Pl - s A exp(-F@)s)Gr, dy).
This is , so that P also satisfies —. ]
Remark 8. Using (44)), we see that since P(t,z,X*) = > om0 PM(t, z, X¥),
P(t,z,X*) =1 —P,[[£](0, t] = +o0].
Therefore, the probability transition function is substochastic if and only if (as we
consider here only processes which are minimal in the sense of Lemma their

probability transition functions are also the minimal ones solving the Kolmogorov
forward and backward equations (See Remark [7)).
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We give a necessary and sufficient condition for the process to be conserva-
tive/regular. A thoughtful discussion may be found in [77] (More references
are given in Section .

Proposition 13 (See e.g., [58, Proposition 13.5, p. 281]). Under P,, 7o, = +00
almost surely if and only if Z,j:; 1/F(Yy) = 400 almost surely.

From this proposition, it is easily seen that if F'is bounded (Hypothesis , then
the process is conservative (See Proposition @[)

6.2. Thinning Poisson processes

Following |38, Section 4.2, p. 163|, we now give another way to embed a Markov
chain into a jump process. This leads naturally to the martingale problem, yet in a
restrictive setting. We assume Hypothesis [3| (boundedness of the rate) and we set

F(z)

G(z, dy) == (1 - )6,0 + @G(m, dy), F(z) = 3 := |F| .

We define 5 as the process with characteristics (ﬁ 6) The difference with ¢ is that

5 may stay on the same position. Actually, if a “jump” occurs at time 7, there
is a probability F(£(7—))/s that £(7) # £(7—). Note that this was excluded in
Hypothesis @] The jump times 7 are all distributed as €(s¢).

Lemma 13. /38, Section 4.2, p. 163] Let { Zy } x>0 be a Markov chain with transition
kernel G and N be an independent Poisson process with rate ». Then & =
{Znw}ez0, € and & have the same finite dimensional distributions.

On the topic, see also Corollary [3] and Theorem [T} in Section [6.4] on the martingale
problem. In particular, &', £ and £ are actually equal in distribution.

We define
/ F)8(z, dy).

Clearly, & is a bounded linear operator on %(X*, R) with norm 1. In addition,

Ff(x) = F(z) / () — F(2))G(x, dy) = / (f(y) — f(x))B(x, dy)
= (2 —1d)f(z).
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The (unique) strongly continuous semi-group generated by (#,%(X*,R)) of
Lemma [/ may be written

: Ze ,@’“t>0

k>0

This follows from the fact that formally, P, = exp(t»x P —txld) = exp(txP) exp(—txId)
since the operators »% and »Id commute.

Lemma 14 (38, Section 4.2, p. 163]). Let {#/}i>0 be the filtration generated by
the Poisson process N and the Markov chain {Zy}r>o in Lemma[13. Then for any
¢ € 6:(X",R),

Elp(&'(s +1)) | i) = Pip(€'(s)) for any s,t >0, (46)

where £ := {Znw }iz0. Therefore, & satisfies the Markov property and {P;}i>q is
its associated semi-group.

Thinning algorithm. The above construction also gives rise to the thinning
algorithm, which is a simplified version of the Ogata algorithm [66, [72]. To
simulate &, one has to simulate E or {'. For this, we simulate first a Poisson process
with rate s, with successive times {7 }. At each time 73, £ jumps according to the
distribution G(E (1x,—), ), with probability F (E (1x,—)), otherwise does not change.
Algorithm (1] is simpler here. Yet this thinning algorithm is useful in presence of
growth or abrasion.

6.3. The extended generator

We have defined the notion of generator associated to the semi-group. However,
this notion requires the semi-group to be strongly continuous and thus refers to an
ambient Banach space. In a probabilistic context, it is natural to consider it as
the space of continuous or bounded functions. On the other hand, in functional
analysis approaches, the ambient space is that of integrable functions.

We now present another notion of generator, called the extended generator |26} |29].

Through all this chapter, we work under the following hypothesis, which is stronger
than Hypothesis [§] yet weaker than Hypothesis [3|

Hypothesis 13. The rate F' is bounded on any compact subset of X* = (0, 4+00).
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Notation 19. Let £ be the process with characteristics (£, G). Let ¢ be a measur-
able function. We denote by

M = 0(e0) ~ 6(60) — [ Frolel) ds, 120 (47)

0

Definition 13 (Extended generator). Let & be the process with characteristics
(F,G). Let (Z* Dom(.Z%)) be an operator that satisfies
(i) Dom(Z*) contains measurable functions.
(ii) For any ¢ € Dom(Z*%), s — F¢(£(s)) is Lebesgue integrable almost surely
on [0,#] for any ¢t > 0, and {M;},~o defined by is a local martingale.

Lemma 15. Let A € Bor(X*). Then 1, € Dom(.Z%) where F* is the extended
generator of &, Ft(z) = Fla(x) = Gz, A) — F(x)1a(x), and {M!*}150 is a

martingale.

Proof. First, for any x € X* and ¢t > 0,

] [ PN ] = [ Plsa) P 1ato) < +oc

e E{ /0 tG(f(s),A) ds} - /0 tP(s,a:,dy)G(y,A) < +00

from the existence of the solution to the Kolmogorov forward equation. Hence,
(w,t) = F1a(E(t,w)) is Lebesgue integrable for P ® dt.

For any s <'t,

B 156) = E[14(60) - 14(60) - [ F1a600) | 2]
= E10(6(1)) |7] — 1(6(5) — [ ELZLAE0) [961ds + 012
Owing to the Markov property,
BIMN | 9] = ME + Pt — 5, €(5), A) — 1(€(5))
— [ [ e =566 600) — [ P66 PG, as.
Thanks to the Kolmogorov forward equation (22)-(23), {M,"* }+>o is a martingale

and 1, € Dom(.#*%). O
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We now focus on subspaces of the domain of the extended generator.
Notation 20. We the notations of Definition [I3] we set
' #
E, F ds| < +
Mart(Z%) = { ¢ € B(X*,R) VO FoIE() 8} 2L Dom(7Y).
for any (t,z) € Ry x X*
A consequence of Lemma [15]is the so-called Dynkin formula.

Proposition 14 (Dynkin formula). For any ¢ € Mart(.#*%), M? is a martingale.
Besides, F*¢ = .Z and the Dynkin formula holds:

Pota) = o(a) + [ 7 () ds. (48)

Moreover, for anyt > 0, Pi¢p € Mart(F*), P.# ¢ = F Pi¢ for anyt >0, and

Po(e) = o(a) + [ FPo)ds
At last,
lim P,¢(x) = ¢(x) for any x € X*. (49)

t—0

Remark 9. Eq means that the semi-group with weakly continuous. If the
semi-group maps 6, (X*, R) to itself, then it it is strongly continuous on 6, (X*, R)

Proof. The proof of is the same as the one of Lemma |§| That M? is a
martingale follows from the same arguments as the one of Lemma [15]

Fix v > 0 and ¢ € Mart(.#*). We define

N, = P,¢(£() — P, (£(0)) — /Ot P, Fo(E(r))dr, t > 0.

As in the poof of Lemma (15| and using the semi-group property of {P;}i>o,

E[N, = N, | 9] = Prosyu(€(s)) — Pab(Es)) — / Prsrn ZH(E(s)) dr.

This quantity is equal to 0 thanks to the Dynkin formula so that {N;}i>0 is a
martingale. Therefore, P,¢p € Mart(.#*%) and F*P,¢ = .F P,¢ = P,.F ¢.

The weak continuity of P, follows from the integrability condition of (s,w)

d(&(s,w)) on [0, t] x Q. ]
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Proposition 15. (i) Let {P;}i>0 be a contractive, strongly continuous semi-
group with generator (% ,Dom (%)) on'Y C B(X*,R) (See Lemmal9). Then
Dom(.%) € Mart(.Z¥%).

(ii) Under Hypothesis[d (boundedness of the rate), then 6,(X*, R) C Mart(.Z%).
(i) Under Hypothesis (local boundedness of the rate), then 6.(X*,R) C
Mart(Z*).

Proof. These properties holds because for ¢ in either Dom(.%), 6,(X*,R) or
6.(X*,R), F¢ is bounded. More specifically, for [(iii)| recall that G(z, [0,z]) =1
so that [, G(z,dy)¢(y) = 0 whenever  close to 0 does not belong to the support
of ¢. O]

With Proposition [14] we get a solution of the fragmentation equation.

Corollary 1. Let ¢ € Mart(.#*%), then u : (t,x) — Pig(z) € L([0,T], B(X*,R))
solves the fragmentation equation Oyu(t, x) = Fu(t, x) with initial condition u(0, z) =

o(x).

6.4. The martingale problem

We now discuss an approach through the martingale problem. We just give some
hints, a complete study is found in [38§].

Hypothesis 14. The operator (%, Dom(.#)) is a closed operator on 6,(X*,R) with
Dom(%) :={¢ € Gy(X",R) | F¢ € 6,(X*,R)}.

Besides, the rate F' is bounded (in particular, the associated process generated by
(F,G) is conservative, see Proposition [J)).

When the rate F' is bounded, the operator .% is bounded on %B(X* R), and thus
A — % is invertible for A > 0 large enough. However, it does not means that
Dom(.%) is not empty unless additional hypotheses are added on the pair (F,G).

Ezample 11. Assume that F' € 6,(X*,R) and = — G(z,-) is weakly continuous.
Then Hypothesis [14] holds and Dom(.#) = 6,(X*, R).

Ezample 12. Assume that the rate F' is continuous, bounded and that G(z, dy) = 0.
for some A > 0. Then Hypothesis [14] holds and Dom(.#) = 6,(X*, R).
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Lemma 16. Under Hypothesis (.#,Dom(F)) is conservative (that is that
there exists ¢, such that lim, .. Z ¢,(x) =0 and lim,,_,o, ¢,(z) = 1), and satisfies
the positive maximum principle (that is for any ¢ € Dom(.F) and y such that
SUP,ex+ @(x) = ¢(y) > 0, then Fé(y) < 0). The last condition implies that the
operator is dissipative (that is ||(A — F)@|lw > |0l for any ¢ € Dom(.F) for
any X\ >0, /38, Lemma 4.2.1, p. 165]).

The first result is the existence of a strongly continuous semi-group® as well as the
existence of a strong Markov process.

Theorem 1 (|38, Theorems 1.2.6 (p. 13), 4.2.2 (p. 165), and 4.2.7, (p. 169)]).
Assume Hypothesis |14 and moreover that Dom(.%) is dense in Go(X*,R) and that
Dom(\ — %) = 6o(X*,R) for some A > 0. Then:

(i) The operator (F,Dom(F)) generates (See Definition[9) a strongly continuous,
positive, contractive semi-group {Q;}i>0 on Bo(X*,R), that is a Feller semi-
group.

(ii) For any probability measure v, there exists a Markov process ¢ € D(Ry, X*)
(see Notation [16) with initial distribution v and whose corresponding semi-
group is {Q;}1>0. Besides, ( is strong Markov with respect to the filtration
{H:}i>0, 7 = Nesoo(((s),s < t+e).

Remark 10. The process ¢ constructed above is the one constructed in Section [6.2]
Definition 14 (Martingale problem, |38, Section 4.3, p. 173]). A probability

measure P solves the martingale problem for (%, Dom(.%),v) if there exists a
stochastic process ¢ on a filtered probability space (2, #, P, {#;}:+>0) such that

My = 0(¢(0) = oc(0) = [ Fol(s) s
is a martingale for any ¢ € Dom(.%#) and ((0) has a given distribution v.

The following result is a consequence of Proposition ((i)| for the process £ and of |38,
Proposition 4.1.7, p. 162] for (.

Corollary 2. Under the conditions of Theorem [l both the processes & with charac-
teristics (F, G) and ¢ of Theorem|]] solve the martingale problem for (#, Dom(Z ), v)
for any wnitial distribution v.

9This is actually a consequence of the Hille-Yosida theorem.
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We have constructed possibly two different processes £ and (, one associated with
a semi-group { P };+>o given by the Kolmogorov equations, and the other associated
with a semi-group {Q;}+>o-

Corollary 3. The processes & and ( have the same distributions.

Proof. As the processes £ and ¢ are Markov processes, it is sufficient to show that
they have the same marginal distributions £(¢) and ((t) for any ¢t > 0. From
Proposition |14{ and Remark @ the semi-group { P, };>¢ of £ is strongly continuous
on 6,(X*,R) and then on G,(X*,R), and with Lemma [9] its infinitesimal generator
is (#,Dom(.%)). It is then uniquely defined |36, Theorem II.1.4, p. 53] and thus
Q; = P, for any t > 0. This implies the equality of the marginal distributions
of £ and (. Finally, since X* is separable, this is sufficient to determine their
distributions in @ (R, X*) |38, Proposition 3.7.1, p. 127]. O

From now, we have constructed two solutions ¢ and ( of the martingale problem,
which are furthermore Markov processes. More may arise.

Definition 15 (Uniqueness, |38, Section 4.4, p. 182]). Let v be a distribution on X*.
Then uniqueness holds for the martingale problem (.%, Dom(.%), v) whenever any
two solutions have the same finite-dimensional distributions.

Definition 16 (Well-posedness, |38, Section 4.4, p. 182|). The martingale problem
(Definition is well-posed whenever for any y € X*, there exists one and only
one solution to the martingale problem with the initial distribution o,.

We now state two uniqueness results. Recall that Theorem [I| gives one construction
of the solution of the martingale problem. Yet other may exists.

Theorem 2 (|38, Theorem 4.4.2, p. 184]). Assume that for any starting distribution
W, any two solutions of the martingale problem with respect to (F,Dom(.%), 1)

have the same finite-dimensional distributions. Then the solution is Markov, has
paths in D(R4,X*), and is unique in the sense of Definition |15

Theorem 3 (Direct consequence of [38, Theorem 4.4.1, p. 182|). Under the
conditions of Theorem [l the martingale problem is well-posed and any solution is
Markov.

Dealing with functions in 6.(X*,R) may be to stringent. Using some localization
argument, one may relax 6.(X*, R) to 6,(X*,R) and even assume that the rate F’
is not bounded. We now give some related results from V.N. Kolokoltsov on the
subject. We refer to [61] for the proofs.
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Proposition 16 (Proposition 2.2(i), [61]). Under Hypothesis[10, (#,6,(X*, R))
1 a bounded operator and the associated martingale problem is well-posed.

Hypothesis 15. There exists a function ¢ € 6(X* R, ) such that F is uniformly
bounded on U, := {z € X|¢(z) < a}, a > 0 and FY(z) < b+ cp(z) for any
x € X* and some constants b,c > 0. The rate x € X* — G(z,:) € MT(X*) is
weakly continuous.

Proposition 17 (Proposition 2.2(ii), [61]). Under Hypothesis |15, for any x € X,
there exists a unique Markov process & whose infinitesimal generator is F with
B.(X*,R) C Dom(.%), and £ is the unique solution to the martingale problem with
initial measure 0.

6.5. A description using a Marked Point Process

Using the rate F' and the kernel GG, we have constructed a Markov chain {(7%, Y%) }x>0
which we have embedded into a continuous time stochastic process {£(t)}i>o with
jumps at times 75 such that &(7;) = Yj. Here, Y} represents the mass after a
breakage that occurs at time 7.

Notation 21 (Loss of mass at breakage). We set Ay& := —(§(741) — &(71)) > 0.

Notation 22 (Kernel for the loss of mass). We define the kernel G as

<u<
G(z, [x — u, x]l) for 0 <u<u, (50)

G(z, [0,u]) = for u > x.

G*M(z,[0,u]) = {

This means that if X is distributed as G(z, -), then # — X is distributed as G*(z, ).
The indice LM refers to the loss of mass as it corresponds to the remaining mass
after a breakage. We also set

G"™M(z, ) = F(x)G"™(x, ). (51)

The sequence {(7x, Ar€) br>o is not Markov as it depends on the remaining mass.

We consider now another representation using random measures on [0, +00] x X.
For this aim, we define the random measure

p(w;dt, dz) =) 6wy e (A d2) L) <o (52)

k>1
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where 6§, is the Dirac mass at (s,x). This measure is identified with points
on R, x X, where the coordinates of the points represent the time and the loss of
mass when a breakage occurs.

Such a measure can be integrated against any measurable, bounded function f
on Ry x X with f(4+o00,2) = f(t,T) = 0 for any (¢,2) € Ry x X by (omitting

the w),
“+oo
/ /fsx (dt,dz) =Y f(7, Axb). (53)

k>1

The set {(7x, Axé)}>1 is called a multivariate point process, or a marked point
process.

From the knowledge of ;1 and , we recover many information on £. For example,
with f: (t;s,2) = Log(s),

/+Oo/fts:c (dt,dz) =) 1= [£](0,1].

k>1
Tk<t

Using the function f : (t;s,2) — —Lq(s)z,

+o00
/ /ftsm (dt,da) = =~ AE = £(t) — £(0). (54)

k>1
Tkgt

The random measure is defined on a probability space (2, #,P). As it contains
temporal evolution, we consider also a filtration (%;);>¢ such that #;, C # and
w((0,¢],-) is #;-measurable for any ¢t > 0. Given A € Bor(X) and ¢ > 0, h > 0, one
may ask what is the mean number of points of u falling in [t, ¢ + h) x A given #,;_,
where #;_ represents the information seen up to time t—. For A small,

exp(—hF (&(rge-)))) i L£=0,
PIIENE, t+h) = €1 %, -] =  hE(E(Tep—)))) if ¢ =1, (55)
o(h) if ¢ > 2.

Most likely, there will be no points or one point. Given there is one point, the
probability it falls in A is GMM(&(Tgepemy), A).

Note that since ¢ is piecewise constant, &(7pej—)) = &(t—) for any ¢t > 0.

Thus, the mean number of points in the small volume [¢, t4+At) x Ay is approximately

F(&(Tiege—))) G (E(Tperey ), Ay) At = GMM (E(Tpege)), Ay) AL

49



This suggests to define a new random measure

V(dt7 dZL’) = Z ]LTk<tSTk+1F(é.(Tk))GLM(g(Tk)’ dZE) dt

k>0

=D Lncisn, G (E(m), do) dt (56)

k>0

= G"™M(E(Tg ), o) dt = GHM(E(t-), de) dt.

This random measure v has two main features: it is (#;_);>o-measurable, hence
depends only on the past. Besides, E[u([t,t + h),A)] = E[v([t,t + h),A)].

We now formalize this construction.

Hypothesis 16. On a probability space (2, #,P) supporting {(7x, Ax&) }r>0, we
assume that there exists a filtration {#;};>¢ which is right-continuous, such that
#H: C K, 71, is a stopping time with respect to (#;)i>0 and Ag€ is #;, -measurable.
Furthermore, we assume that

H,=FoV o(u((0,s) x A); s <t, A€ Bor(X)) for any t > 0. (57)
Such a filtration may be called the intrinsic history® |28, p. 358].

In (57), 1£((0, s) x B) is the number of points of {(74, Ax&) x>0 that falls in (0, s) x B.

Definition 17 (Predictable process). A process X : Q x R, is predictable if
(w,t) — Xi(w) is measurable with respect to the o-algebra P generated by left-
continuous process which are {#,};>o-adapted.

Definition 18. A random measure v is called predictable if for each process

X : 2 xRy x X — R, which is measurable with respect to P ® Bor(X), the
process (rX) : Q x Ry — R, defined by

¢
(v X)i(w) ::// X(w, s, 2)v(w;ds, dx)
xJo
is predictable.

Our measure v given by is clearly predictable.

10Using more general filtrations hinders the explicit computation of the compensator, see |28,
p. 367].
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Theorem 4 ([53, Theorem (2.1), (2.4)]). There exists a unique predictable random
measure v (up to a P-null set) such that

E[ /X X(t,x)ﬂ(dt,dx)] :IE[ /X X(t,x)u(dt,dx)} (58)

for any process X : Q2 x Ry x X — R, which is measurable with respect to P &
Bor(X). Moreover, it may be chosen so that v({t} x X) <1 for anyt > 0 and
V([Too, +00[xX) = 0. This measure v is called the dual predictable projection
of w. This measure v is also characterized by the fact that for any A € Bor(X),
{v((0,t] x A)}i>o is predictable and {u((0,t A 7] X A) —v((0,t AT X A)) b0 is a
uniformly integrable martingale.

Proposition 18 (|53, Proposition (3.1)|). The dual predictable projection v of p is

given by .

Remark 11. In |53, Theorem (3.6)], it is possible to construct p from a suitable
predictable random measure. We note that however, to apply such a construction,
we need to construct £ as in our setting, v depends on £. The issue of simultaneously
constructing p and £ is solved when considering the approach via stochastic
differential equations.

The next result is a consequence of .

Corollary 4. The counting process t — [£](t) is a non-homogeneous Poisson
process with random intensity t — F(£(t)).

6.6. Marked point processes and the martingale problem

The construction by the marked point process also allows one to easily recover that
the process so constructed is the solution to the martingale problem.

Since £ is piecewise constant and of finite variation, the following change of variable
formula is obtained through a telescopic sum:

SE() = S(E(r) + > (B(E(m)) — d(E(me—)))

k>0
7‘<Tk§t

=0(E) + D (d(E(m—) — Axg) — B(E(7—))).

k>0
r<tp<t

(59)
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Let ¢ € 6,(X,R) and t > r > 0. Eq. suggests to introduce the process X, ; 4
from 2 x Ry x X to R by

Xrio(w;s,2) = Ly (s)Xg(w, s, 2)

with
Xy(w;s,2) = —(o(§(w; 5—) — 2) — P(&(w; 5—))).

Since X, 1 4(w; s, z) involves s — &(s—) on (r,t] and is left-continuous in s, X, ;4 is
{#,}+>0-adapted and is P ® Bor(X)-measurable.

With and the definition of p in (52f), we have

olelws ) = oleCeir)) + [ ) [ Kool s, s ds )
= w;r Xy(w, s, z)u(w;ds,dz).
BE(w; ) + /(] / o, 5, 2)u( )

With , we obtain

+o00
/ / Xoto(w;m, 2)v(w; ds,dz)
o Jx

T

= 3 [0l — 2) - Hlels- )G E(s). ) ds

k>0
r<t <t

- / (BE(s) — 2) — ()G (E(s), dz) ds,

With Notation [0, we remark that

We then rewrite
+oo t
/ /an(w;r, 2)v(w;ds,dz) = / Fo(E(s)) ds.
0 X r

Proposition 19 (|53, Proposition 5.3|). Let X be a finite P-measurable function.
Let us assume that for any t > 0,

¢
/ /|X(w;7“, 2)|v(w;ds,dz) < 400 a.s. on {t < T} (60)
0 Jx
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There exists a sequence {0y }x, of stopping times, increasing almost surely toward T
such that {Zine, }>0 is a uniformly integrable martingale for each k > 0, where Z
is the right-continuous {#; }+>0-adapted process defined by

AREA +/0 /XX(s,x)(u(ds,dz) —v(ds,dz)) a.s. on {T < 7}

With our choice of Xy as above, we define Z as

Zy = Xo(s,2)(p(ds,dz) —v(ds,dz)), t >0,

(0,¢]

with Zy = 0 so that
B(E(D)) — H(E(0)) = Z, + / Fo(E(s) ds.

The conditions of the next corollary are met when the rate is bounded.

Corollary 5 ([53|). If holds with X4 and 7o, = +0o almost surely, the
distribution of the process & solves the local martingale problem.

7. Stochastic differential equations

7.1. Motivation
The martingale problem (Definition was defined in terms of the distribution of

the process, through the notion of test functions. The process £ constructed by
embedding a Markov chain solves the local martingale problem:

BE) = BE(0) + M + / FO(E(s))ds, £ >0

for any suitable ¢ and a local martingale M?. Can we describe Mf’?

7.2. Stochastic Differential Equations driven by a Poisson
Point Process

We assume through all this section that Hypothesis , that is G(z, -) has a density
g(z.-) for any x € X*. We also write g"™(z,-) for the density of G*™(z,-).
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Definition 19 (Compensated Poisson process). Let N be a Poisson Point Process'!

on R? with intensity dsdudv. The compensated Poisson process of N is

N(ds, du, dv) := N(ds, du, dv) — ds du dw. (61)

We set

H(y,u,v) := —u - Lycyl,<ginmy ), (62)

and ((y //Hy,u v dudv—/ IM(y 2) de. (63)

We consider finding a process X € D (R, ,R) and a PPP N such that

t
X, = X, + / / / H(X,_,u, v)N(ds, du, dv) for £ > 0 (64)
0 X JX

or equivalently using the compensated Poisson process,

t t
X = Xo +/ / / H(Xs_,u,v)N(ds,du,dv) + / ((Xs)ds fort > 0. (65)
0 JxJx 0

Eq. is called a stochastic differential equation (SDE) driven by a random
measure. For general accounts on this theory, see for example |10, 51].

Remark 12. As X has a countable number of discontinuities, we could write either
fot (X, )ds or fo s) ds, as these two quantities are almost surely equal.

The meaning of the solution to is clear from the results of Section [5.2} the
function H filters out the points of a Poisson Point Process and return a sample of
a jump.

7.3. Weak solutions

We consider only existence of weak solutions. The problem of existence of a
strong solution remains open, although this seems plausible thanks to the results
of Section and the approach of [62]. However, strong existence does not follow
from the usual results (see e.g. [51]) which require some Lipschitz continuity not
satisfied by the function H.

HGSee Appendix
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Definition 20 (Weak solution). Given a distribution v on X, a weak solution
to is any 3-uple (X, N, () defined on a probability space (2, %, (#};)i>0, P)
such that the distribution of { is v, the distribution of N is that of a PPP with
intensity dsdu du and X solves , while ( is #Hy-measurable, and X and N are
both (;):>o-adapted.

Weak solutions are also solutions to the martingale problem.

Proposition 20 (1td’s formula). Let us consider X to be a weak solution to the
SDE (64)). Let ¢ € Mart(F*) N 6,(X*,R). Then for any t > 0,

6% =00+ [ [ (0o + X, 1,0) = 90X ) R (s, o)

+ / " F6(X.)ds. (66)

for the compensated Poisson Process N of N. Moreover, X solves the martingale
problem with respect to (%, Dom(F), u) when ¢ has distribution p.

Proof. Let ¢ € 6,(X*,R). Since X is piecewise constant,

SX)—d(Q) = D (S(Xe +AX)—¢(X,)) with A X = X, — X,_. (67)

s s.t. AgXF#0

Using , we obtain
o) =00+ [ [ 00X+ X u) = 6V )N (s du o). (65)

For any event A and any 0 < u <y,

Py —ula) — d(y) = (¢(y —u) — ¢(y))La.

Hence,
/0 | /R (O + H(Xo— u,0)) = ¢(X-)) dudvds
B /Ot /OXS(ﬁb(Xs— —u) = $(Xs2))g" (X, w) duds

5—
0

= tﬁzgzﬁ(Xs,)ds = /Ot FP(Xs) ds.
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Using the compensated Poisson process, we rewrite and as . As ¢ is
bounded,

MP = /t/ (O(Xs + H(Xo,u,0)) — d(Ys))N(ds, du, dv), ¢ >0

is a martingale [51, Lemma 3.1]. O

Corollary 6. If the fragmentation kernel is such that the martingale problem is
well posed, then any weak solution to , which 1s necessarily a Markov process,
has a transition kernel which satisfies the Kolmogorov forward equation.

Proof. Let X be a weak solution to (64)), which is also a Markov process by
Theorem . Let ¢ € 6,(X,R) N Mart(#%). Using (66),

El6(0)] = Bio(0) + | E[#6(X.)]ds, Vi > 0.

As X is a Markov process, it is characterized by its probability transition function
P(t,z,A), t >0, 2z € X, A € Bor(X). Therefore, if p is the distribution of the
initial condition (,

Lé“(dx)P(tyx,dy)é(y) = E[$(X,)]
:/X“<dx)¢<x>+/Ot/X/Xde)P(tJady)fqﬁ(y). (69)

Using Notation [I1],
<,LL7 at-Ptgb> = <:U‘7 Ptggb%

which is nothing more than the Kolmogorov forward equation. O

7.4. A representation theorem

The process ¢ with characteristics (F, G) solves the SDE provided that F is
bounded. The proof relies on a Poisson representation theorem. As the subject is
technical, we give only the main points of the proofs. We refer to |25, 26, 35, [55]
for the details and proofs.

Proposition 21. Assume that the rate is bounded (Hypothesis @ Let & be the
process with characteristics (F,G). Then for any x € X*, there exists an extension

of the filtered probability space carrying a Poisson Point Process N with intensity
dtdudv such that on this extension, (§, N,x) is a weak solution to the SDE .
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Sketch of the proof. The process £ has paths of finite variation and is non-decreasing.
Therefore, Id : © — x belongs to Mart(.%#) as the rate F' is bounded under P, for
any r € X*.

Thus, £ is a semi-martingale, which we may write

E(t) = £(0) + MM + /Ot FId(E(s)) ds.

We associate £ with the measure p given by . According to Proposition ,
the dual predictable projection of p is v(dt,dy) = G"™(£(t—),dy) dt. (With
Notation [2I], we use the convention that A;{ > 0, which explains the change of
signs with respect to the cited results).

With H defined in (62)), it holds for any A € Bor(X*) (hence 0 & A),

GM(y, A) = / 15 (u)g™ (g, ) du

.
:/ / La () Ly<givy g dvdu:/]lA(—H(y,u,v))dvdu.
R, JR, -

According to |25, Proposition (3.19), p. 202| (note that the jumps are bounded),
there exists an extension of (Q,#,P,,{#;}>0) supporting a Poisson random
measure N on R, x R? such that

£(t) = £(0) +/0 /]R . H(&(s—),u,v)N(ds,du,dv)

with mean measure d¢ du dv.

Additional comments may be found in |25 Section (3.57), p. 214]. O

7.5. A weak existence condition with unbounded rate

We now give a condition for existence of weak solution of SDE for an unbounded
rate. We refer to [44] for the proofs and additional results.

Hypothesis 17. Hypothesis (existence of a density for the kernel) holds, and
(x,y) — g(z,y) is continuous. The map ¢ defined by is continuous with

l(z) < C(1+2P) (70)
for some constants C' > 0 and p > 1. Moreover,

lim sup £,(z) =0 for any € € (0,1)

n—oo €§m§5_1
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with N
€n<m) = / y- gLM(m7 y) ILacg(:z:,y)zny dy
0

Proposition 22 (|44, Proposition 3.1|). Assume that Hypothesis |17 holds and
that ¢ is finite moment of order p+ 1 (where p appears in ) Then

(i) There exists a weak solution to the SDE with Xy = ¢ and X, has finite
moments of order p+ 1 for any t > 0.

(ii) If moreover, €(x) > px” for v € (0,1) and p > 0. Then E[ry] < +00 where
7o := inf{t > 0| X; = 0}, and X,,+1 = 0 almost surely. Identifying O to the
cemetery point T, this means that the process is almost surely explosive. In
addition, P[X; = 0] > 0 for any t > 0 and t — P[X; = 0] is increasing with
limit 1. If P[C > 0] > 0 then Py > t] > 0 for any t > 0.

8. Mass conservation

The mass conservation means that the density satisfies P(t,x,X) = 1 for any time
t > 0 and any starting point x > 0. In the framework of Markov chains, it means
that Y}, never reaches the cemetery point 1 in finite time, i.e. limg_ .o, 7% = 4+00. In
our case, as the mass is non-increasing with respect to the time, one can use 0 as
the cemetery point f.

If P(t,z,X) = 1 for any t > 0, then the associated semi-group is said to be
stochastic. Otherwise, it is substochastic.

Several sufficient conditions on the kernel can be given to ensure that the semi-group
is stochastic |70} 75, 77, 180]. We just give one such condition. Discussions about
cases where the mass is not conserved due to the creation an infinite number of
particles of zero mass (dust) may be found in [8, 48, 49, 69, 77, 78, |79] among
others. Such a phenomena is called shattering and was pointed out first by A.F.
Filippov [43] and McGrady and R.M. Ziff [69].

We give a criteria (see also |75, Corollary 6.1]). A similar criteria is that limsup, o, F(z) <
+00 9, Theorem 8.5|.

Proposition 23 (|75, Corollary 6.1]). If F' is bounded on bounded subsets of
(0, 4+00), then the mass is conserved.

9. Binary fragmentation

We now consider the specific case of the binary fragmentation, where each fragment
is split in exactly two parts. In this case, the stochastic process represents exactly
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the typical path of a particle. This is no longer the case of simultaneous multiple
breakages. However, the binary fragmentation equation, though the average of the
kernel, summarizes the density of the mass of the particles.

Our aim is to examplify the derivations of the various forms of the fragmentation
equation by elementary arguments.

Definition 21 (Binary fragmentation kernel). The binary fragmentation kernel is
a measurable function F : X? — R, specifies how a (z + y)-mer breaks up into a
x-mer and a y-mer. More precisely, (z + y)-mers break into y-mers at rate F(z,y)
and into xz-mers at are F(y, ).

We add a supplementary hypothesis.

Hypothesis 18. The binary fragmentation kernel F' is symmetric: F(x,y) = F(y, z),
for any x,y > 0.

Several examples of classical binary fragmentation kernels may be found in Table 1]

9.1. The fragmentation equation from the balance condition

The quantity of interest is ¢(t, z), the concentration of z-mers at time ¢. Using
Definition [21] the balance condition is the following: In a short time At,

c(t + At,x) ~ c(t,z) — %c(t,x)/ F(r —y,y)dy
0

+0o0
+ At/o c(t,z+y)F(y,x)dy. (71)

The 1/2 term is to avoid to count twice the fragmentation of a z-mer as (y,x — y)
and as (z — y,y).

Passing to the limit as At — 0, we recover the fragmentation equation :

—80(;2%) N ‘% /0 et x)F(x —y,y) dy + /;Oo c(t,x +y)Fly,x)dy,  (72)

which we rewrite as

+00 ‘
Mt [ et ) dy - et x5 [Py
ot 0 2Jo

Using the mass-biased mechanism, with p(¢, x) := ¢(t, x) - z,

—8p(8t£x) = /;mp(t,y)F(y - a:,x)gdy —p(t, x) x %/Ox Flz —y,y)dy.  (73)
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9.2. Recovering the rate and the daughter distribution

We now relate the kernel F' and the daughter distribution m.
Notation 23. We define

F(z) :—/ F(x—y,y)udy for x > 0. (74)
0 x

Lemma 17. Under Hypothesis

1

F(x):§/:F(q:—y,y)dyforanya:ZO. (75)

Proof. Let x > 0 be fixed. We evaluate

/F(y,x—y)—dy=/ F(y,x—y)dy—/ F(y,z —y)=dy.
0 x 0 0 x

With the change of variable z <— z — y, since F' is symmetric in its arguments,

/F(y,x—y)—dyZ/ F(y,x—y)dy—/ F(y,z —y)=dy
0 x 0 0 x

Tr—z

:/ F(y,x—y)dy—/ F(z,z — z2) dz.
0 0 x

This leads to (75). O

With Lemma , is rewritten

Oc(t, x)

+00
ot :_C(t’x)F(xH/o c(t,x+y)F(y, x)dy. (76)

Therefore, F'(x) is a rate at which a z-mer breaks.

Proposition 24. Under Hypothesis[18, the fragmentation kernel F': X* x X* — R,
15 in one-to-one correspondence with the daughter distribution M and the rate F.

Proof. Using a change of variable y < y — x, we rewrite (which is equivalent

to (72)) as

C €T +o00
0 S; ) = —F(x)c(t, z) —1—/3: c(t,y)F(y)m(y,x)dy (77)
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with
F<y - l’,l')

F(y)
This is the Fokker-Planck equation (4)).

By combining and ([75)),

m(y,x) == Loy (z) and M(y,dx) = m(y, z)dx. (78)

/096 m(m,y)% dy = 1. (79)

Therefore, the mass conservation in average is satisfied (Hypothesis .

Hence, from the knowledge of a symmetric fragmentation kernel F : X** = R, we
recover the rate F' : X* — R, and the mean number of fragments M.

Conversely, given y — m(y,x) for any z € X* and a rate function x — F(x), we
may recover the kernel (x,y) — F(z,y) by setting

F(z,y) == F(z +y)m(z + y,y).
Hypothesis [18] is equivalent to (L1)). n

9.3. The Kolmogorov forward and backward equations

We presented previously a formal derivation of the fragmentation equation (72)).
We now rewrite the Kolmogorov forward and backward equations using the frag-
mentation kernel F.

We introduce the following operators.

Notation 24. We set for any ¢ € 6.(X*)
Fo(w)i= [ Fla=yp)™ L6 —y) - ola)) dy
0
and for any p € M(X*)
* oo T
Futdn) = ([ n@)2F - 00) ) do - Flautie)
whenever the integral is well defined.

Proposition 25. With Notation[5, for any p € M(X*) and ¢ € 6.(X*,R),

(T, 0) = (1, F¢).

In other words, the operators % and F* are in duality.
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Proof of Proposition[25. Let ¢ € 6.(X*) be a continuous function with compact
support on R, . After two changes of variables, by inverting first x and y and then
changing y to x — v,

o) dr [ ) EFly —a.r)
/Mfm (dy) dz 6( ) Fly = 2,2)lae,

:/0 (d@/o dy 6(y) 2 F(x = y.y)
:/OJFOON(dx)/I dyqﬁ(x—y)%F(f—y,y)

0
On the other hand, from the very definition of F' in (74]), we have

/Om (dz)F /m/ (dz)F(y — =, ) ;%(Q:)dy.

This proves the result. [

—+00

0

Let ¢t — p(t,dz) be a M(X*)-valued solution to

g /0*°° (t. do) /“’" / (t,2) P —y,5) "L (62 —9)~6(2) dy (80)

for any ¢ € 6.(X*,R). This is a rewriting of (73). Using Notation [ is

0
Using the duality of Proposition we obtain that
0

Hence, is the Kolmogorov forward equation while is the Kolmogorov back-
ward equation. The existence of such equations have been studied in Sections

and (4.2

10. A simulation algorithm

10.1. Computation for some kernels

In Table [I} we consider a variety of standard kernels and compute the quantities
associated to some usual fragmentation kernels.
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In Figures [I] and Figures [2] we present the quantiles (10 %, 20 %, 50 %, 75 %, 90 %)
and the means at different masses for the evolution of a set of particles over the
time, with a constant initial mass, and with an initial mass being log-normally
distributed. Although almost all the kernels in Table [I] have the same breaking
dynamics G(z,-), the rate strongly influence the behavior of the dynamics of the
cloud of particles.

We summarize the relations between the different kernels and functions for a
symmetric kernel F(z,y):

’ r—y v Yy
F(%)Z/ F(z—y,y)—dyZ/ F(fv—y,y);dy at (74),
0 0

G(z,dy) = Lj.(y) F(z — vy, y) dy,

_ G(z,dy)
G™(z, dy) = F(x — y, )~ %KN dy at (51),
GLM(xdy)
LM
=—"" 1
F(z—y,y) T
M(z,y)dy = ——222 dy = G(x, dy)= at (7).
(z,y)dy ) W ( y)y

The distribution function of the mass of a fragment after a breakage of a x-mer is

then G(z fo (x,dz).

Self-similar fragmentation. In many situations, there exists a function H such
that G(z,[0,y]) = H(y/x) for y < . This is the case for homogeneous fragmenta-
tion (Example [5) with H(z) = z - 9(z).

For x = 1, y € [0,1] — H(y) is the distribution function of a random variable
we denote by Y. Then Y (z) = 2Y has for distribution function H : y € [0, z] —
H(y/x) = G(z,[0,y]). In such situations, this means that the breakage of the
particle x to new particles of mass y and = — y depends only on the relative mass
y/x. Regarding simulation, one has only to know how to simulate the random
variable Y.

Time-change by scaling the kernel. Let A > 0 be a scalar factor. We consider
replacing a kernel F(z,%) by FN(z,%) := AF(z,y). The rate then become FN(x) =
AF(x). This means that the mean of the exponential distribution drawn at each
jump is divided by A.
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Figure 1: Statistics of the evolution of a cloud of particles with the time. Each
line represents a quantile (10 %, 20 %, 50 %, 75 %, 90 %, the lines are
ordered from bottom to top), and the dashed line represents the mean.
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Figure 2: Statistics of the evolution of a cloud of particles with the time. Each
line represents a quantile (10 %, 20 %, 50 %, 75 %, 90 %, the lines are
ordered from bottom to top), and the dashed line represents the mean.
The initial mass follows the log-normal distribution of log-mean 0 and
log-variance 1.0. The cloud has 2000 particles.
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Table 1: Computations for different fragmentation kernels for y € [0, z].

Let pl*(¢,dy) be the solution to the corresponding fragmentation equation. Then,
a simple computation shows that plN(¢,-) = pl)(\t,-) for any ¢ > 0. Thus, scaling
the kernel corresponds to scale the time dynamic, and to scale accordingly the
parameter of the exponential distributions giving the breakages’ times.

10.2. A general simulation algorithm

The algorithm follows the considerations of Section [5.1} Unless the kernel has a
simple form, we implement a rejection principle as in Section [5.2l The algorithm is
really simple to set up. The memoryless property of the exponential (Lemma
means that by restarting the algorithm using the position of the particle at time 7'
up to time 7", the particles’ distribution is the same as the one at horizon T+ T".

10.3. Practical implementation

Algorithm [I] is easy to implement.

The ways to draw a random variable Y with density G(z,:) depends on the
expression of its distribution function y — G(z,[0,y]). If H := y € [0,z] —
G(z,[0,y]) € [0,1] is easy to invert, then H~!(U) for a uniform random variable U
on [0, 1].
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Data: A fragmentation kernel F', a time 7" and a mass m
Result: The mass of a particle initially of mass m at time T
1t 0;

2 £ m;

3 while ¢t < 7T do

4 Draw a random variate ¢ with law €(F(£));

5 Draw a random variate £ with law G(&, -);

6 | <&

7 |t min{7T,t+ (};

8 end

9 return ¢;

Algorithm 1: Monte Carlo algorithm for the simulation of the mass of a
typical particle at time T after a fragmentation process.

1 | -
1.5 B
Lr | 0.5 | .
0.5 B
0 L L L L L L i 0 L L L L L L i
0 025 05 075 1 0 025 05 075 1
(a) pdf (b) df

Figure 3: Probability density function (a) and distribution function (b) of G(z,-)
for the multiplicative kernel F(x,y) = xy.

For example, when H(y) = y?/2?, then
H ' (u|z) = oy/ufor 0 <u < 1.

This is the case for several kernels in Table [} In Figure [3, we present the density
and distribution functions associated to the multiplicative kernel.

If H~! has no tractable form or is not easily computed numerically, we may rely
on the rejection algorithm [2] in Appendix [C] Other ad hoc simulation algorithms
may be found in [30].

11. Conclusion

We have presented a survey on the probabilistic representations of the solution to
the fragmentation equation. These representations have the important advantage
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to allow to construct easy to implement numerical methods and to develop Monte
Carlo simulation. Besides, they can be extended in several directions, among them

e The breakage mechanism may occurs from different phenomena: it is easy to
deal with several competing kernels.

e The mass can be subject to a continuous abrasion |21] or mass accumulation
(growth-fragmentation) [13| 14, 24]. In such case, the times of the next
breakage is the first time of a time-inhomogeneous Poisson process [65].

e The evolution of the mass may be coupled with the position and the speed.

e The evolution of mass may be of “mean-field type”, meaning that the frag-
mentation kernel actually depends on the distribution of the mass at a given
time.

The question of the inference of the kernel remains largely opened. Some methods
and algorithms may be found in |6, |7, |67] for Monte Carlo approach, [32, 50| for
an approach based on PDE; or from the observations of a single path |4} 5].

A. Properties of the exponential distribution

We recall here some fundamental properties of the exponential distribution.

Lemma 18 (Memoryless property). Let 0 ~ €(\). Then

PO >t+u|b >t =Pl > u] for any u,t > 0.

Lemma 19. Let & ~ €(\1), ..., & ~ E(\,) be independent for some positive
parameters A, ..., A\,. Then ¢ := min{&y,...,&,} has the distribution €(\) with
A=A+ -+ \,. Besides, J :=argmin,_; & is independent from ¢ and

.....

B. Random measures and Poisson Point Processes

We present here some facts regarding Poisson Point Processes (PPP) and random
measures. More may be found in [45, 46, 59].

Notation 25 (Poisson distribution). We denote by % (A) the Poisson distribution

of parameter A, that is X ~ P(\) has its distribution characterized by P[X = k| =
MNexp(—=\)/k! for k=0,1,2,... .
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We start by recalling standard definitions on Poisson Point process (PPP). Some
properties of PPP are recalled in Section . More information is given in [27} 28,
45, 146, |59].

Definition 22 (Counting measure). Fix d > 1. A counting measure pu on R?
is a locally finite measure such that u(A) € N for any relatively compact set
A € Bor(R%). The set of counting measures is denoted by M. We write Bor (M)
the smallest o-algebra such that p — p(A) is measurable for any relatively compact
A € Bor(R?).

Definition 23 (Point process and its intensity measure). Let (,%,P) be a
probability space. A point process N is a measurable mapping from (2, #,P) to
(M, Bor(M,)), meaning that IV is a random counting measure. Its intensity measure
n is n(A) := E[N(A)] for any A € Bor(R%) (note that possibly, n(B) = +00).

Definition 24 (Poisson Point process (PPP)). A point process N on R? whose inten-
sity n is locally finite is called a Poisson Point Process (PPP) if N(By),..., N(B)
are independent with N(B;) ~ P(n(By)) for any family of pairwise disjoint Borel
sets (By, ..., Bg) of R? and any k > 1.

Lemma 20. Let N be a PPP on R, x R? with intensity measure n of the form
n(ds,dx) = ds - v(dz) for a measure v on R:. Let A € Bor(R?) such that v(A) <
+00. Denote by (¢,Y) the coordinate of the leftmost point of N NR, x R Then
¢~ 8w (M) while P[Y € N'] = v(N)/v(A\) for any A’ € Bor(RY), A’ C A. At last,
C and 'Y are independent.

Remark 13. In the above statement, we may replace the leftmost point of NNR, xR?
by the leftmost point of N N [t, +00) x R? for any ¢ > 0.

Proof. For any t,h > 0 and A’ € Bor(R%), set A'(t,t+h) = [t,t + h) x A'. Remark
that n(A(t,t + h)) = hv(A).

The key point is that when A is small,

68



Thus, set h = 1/n for some integer n and ty = a + (b — a)kh for 0 < a < b. Hence,

Pl(€.¥) € N(a,)] = iww € Nt ti)
i b= - ") exp <—%1/(A’)> exp(—txv(A)) +o(n™t)
o L () — exp(-av (1))
This proves the result. [

C. The rejection principle
Introduced by J. Von Neumann, the rejection principle is a convenient way to
simulate random variables from the knowledge of their densities [30].

Lemma 21. Let p be proportional to the density of a random variable Y with
p(z) = 0 when x &€ [0, K]. Let (U, V) be two random variables that are uniformly
distributed under {(u,v) |0 < v < p(u)}. Then U is distributed as Y .

Proof. Let (U, V') be as in the statement of the lemma. Then

PU <a JE&SP[ e [ (B |

e (k+1/2):c -

. Z nP ( ) Iy p(y) dy

= lim Z =
nooo i (K () dy Jo ply)dy

Hence the result. O

(83)

From this, we derive the following result, as the distribution of a random variable
Z € R? given Z € A for a Borel set A is uniformly distributed in A when Z is
uniformly distributed in R?, or any subset of R? containing A. Using a rectangular
set A in Lemma this leads to the simple Monte Carlo algorithm [2|

Lemma 22 (Monte Carlo simulation using the rejection principle). Let p be
proportional to the density of a random wvariable Y with 0 < p(z) < M for
x € [0, K] and p(x) = 0 otherwise. Let (U, V') be two uniform random variables on
[0, K| x [0, M]. Then the distribution of U given V < p(U) is the one of Y.
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R W N -

Data: A function p : [0, K] — [0, M].
Result: A random variate whose density is proportional to p
repeat
Draw a random variate U ~ U(0, 1);
Draw a random variate V' ~ U(0, 1);
until V- M < p(K - U);
return U;

Algorithm 2: Monte Carlo rejection algorithm.
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