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Controls for a Nonlinear System Arising in Vision

Based Landing of Airliners

Laurent Burlion Victor Gibert Michael Malisoff Frederic Mazenc

Abstract

We use a novel backstepping method to solve a stabilization problem for a nonlinear system with

delayed sampled outputs that are not accurately measured. We provide an application to a system arising

in vision based landing of airliners that includes coupling between the lateral and longitudinal dynamics,

for which we provide performance guarantees in the presence of the delay, nonlinearity, and sampling.

Our major contributions are (a) designs of lateral and longitudinal control laws for our nonlinear model

of an aircraft landing on an unequipped runway, (b) mathematical proofs that our controls ensure that

the aircraft being modeled achieves the desired alignment with the runway during its align phase, under

the sampling and delays that arise from image processing of visual information, and (c) comparative

simulations exhibiting the considerable improvement in the control performance compared with previous

methods that did not take the coupling of the dynamics or delayed sampled measurements into account.

I. INTRODUCTION

Backstepping is a valuable technique for finding controls and has been used in many aerospace

and other applications; see for instance [1]–[3], and [4]. The papers [5] and [6] introduced a

significantly different backstepping approach, which produces artificial pointwise delays in the

controls, meaning, delays are present in the controls even if current state values are available for

measurement. The artificial delays approach can circumvent the problem of finding Lie deriva-

tives of the fictitious controls from classical backstepping, to relax the smoothness requirement

that was placed on the fictitious controls in previous contributions on backstepping. Also, for
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many systems of feedback or feedforward form, the approach from [5] and [6] can be applied to

determine bounded feedbacks; see [7]–[12], and [13] for motivation for boundedness of controls.

This work adapts the approach from [5] and [6] to a control problem that is motivated by an

aerospace problem that was a focus of the VISIOLAND project; see Section III. We are interested

in the automatic landing of an aircraft, where because the runway is unequipped, the aircraft must

rely on an embedded video camera which, from the control point of view, presents the problem of

controlling a perspective dynamical system [14]. Except for [15] and [16], works on this problem

were confined to linearized dynamics; see [17] and [18]. The linear systems are computed using

knowledge of the runway dimensions, or, equivalently, relative altitude measurements. The work

[19] did not assume that the runway was known but used a linearized longitudinal dynamics

and a saturated control. However, it is well known that it is important for models to include

the most important nonlinearities of a physical system, in order to provide controls that provide

performance guarantees under uncertainties that commonly occur in control engineering [22].

Therefore, this work studies a nonlinear system that incorporates coupling between the lateral

and longitudinal dynamics, which was not covered by previous works. The major contributions

of this work are:

(a) Designs of lateral and longitudinal control laws for our nonlinear model of an aircraft

landing on an unequipped runway, which we believe constitute the first time that the bounded

backstepping approach from [5] and [6] has ever been applied to aircraft landing models under

the delayed and uncertain measurements that prevail in aerospace applications,

(b) Mathematical proofs that the control laws ensure that the aircraft being modeled achieves

the desired alignment with the runway during its align phase under the sampling and delays that

arise from the required image processing of visual information, using a novel trajectory approach

that overcomes the limitations of traditional linearization or Lyapunov function approaches, and

(c) Comparative simulations that exhibit the considerable improvement in the controller perfor-

mance, compared with previous control methods that did not properly account for the nonlinear

coupling of the dynamics or image processing that would arise in realistic aircraft applications.

We prove global asymptotic stability, using a model in Section III, which contains numerical

results that apply our result; see [20] for an artificial delays approach for a complementary
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landing problem without coupling. This makes it possible to provide performance guarantees

that ensure global asymptotic stability under uncertain delays and sampling in the output, by

incorporating known bounds from the delays and sampling into the control design. These per-

formance guarantees were not available in the literature. This work improves on our conference

version [21], which did not include proofs or measurement delays or sampling in the outputs

and so could not model image processing.

We use standard notation. The standard Euclidean norm, and the induced matrix norm, are

denoted by | · |, | · |S is the supremum over any set S, and | · |∞ is the usual sup norm. We

define Ξt by Ξt(s) = Ξ(t + s) for all Ξ, s ≤ 0, and t ≥ 0 for which the equality is defined

(which we denote by Φi,t when Ξ = Φi is the ith component of a vector valued function Φ).

For each constant J > 0, let satJ denote the saturation function satJ(x) = max{−J,min{J, x}}

for all x ∈ R. We use the usual class of comparison functions K∞ and input-to-state stability

definitions [22].

II. MAIN RESULT

A. Nonlinear System

We consider the system q̇1 = V
(

sin(γ)− cos(γ) cos(ψ) tan(γc)
)
, q̇2 = V cos(γ) sin(ψ),

γ̇ = u1, ψ̇ = g
V

tan(φ), φ̇ = u2

(1)

where u1 and u2 are the scalar valued control inputs, V > 0 and γc ∈ (0, 0.79) are constants,

g > 0 is a constant, and the state space is R4 ×
(
−π

2
, π

2

)
. The available outputs are y1(t) = cos(γc)

V
η(t)q1(D(t)), y2(t) = 1

V
η(t)q2(D(t)),

y3(t) = γ(t), y4(t) = ψ(t), y5(t) = φ(t)
(2)

where η is an unknown piecewise continuous function such that η(t) ∈ [η, η] for all t ≥ 0, with

η > 0 and η > η being known constants, the unknown piecewise continuous nondecreasing right

continuous D : R → R admits a known constant D ≥ 0 such that t − D ≤ D(t) ≤ t for all

t ≥ 0 and so can model measurement delays and sampling (e.g., by choosing D(t) = t−D, or

D(t) = ti for all ∈ [ti, ti+1) for all i ≥ 0, where t0 = 0 and the sample times ti ≥ 0 admit a
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constant ε0 > 0 such that D ≥ ti+1− ti ≥ ε0), and where cos(γc) was inserted in (2) to simplify

a change of variables that we use below; see Remark 1 and Section II-B1 for a justification for

the bound 0.79 on γc, and see Section III where (1)-(2) are shown to arise in the vision based

landing of an airliner, where D incorporates the sampling and delay from image processing. We

assume that the initial functions are constant at the initial time t0 = 0, so qi(t) = qi(0) for all

t ≤ 0 for i = 1, 2 and similarly for the other states.

The changes of coordinates

x1 =
cos(γc)q1

V
, x2 =

1

V
q2, and x3 = γ − γc (3)

and the fact that ẋ1 = sin(γ − γc) + cos(γ) sin(γc)(1 − cos(ψ)) give the output component

formulas (y1(t), y2(t)) = η(t)(x1(D(t)), x2(D(t))) and{
ẋ1 = sin(x3) + cos(x3 + γc) sin(γc)[1− cos(ψ)], ẋ2 = cos(x3 + γc) sin(ψ),

ẋ3 = u1, ψ̇ = g
V

tan(φ), φ̇ = u2.
(4)

When η(t) is known and differentiable, (4) can be globally asymptotically stabilized by a classical

backstepping approach, whose first step requires the stabilization of ẋ1 = sin(ν1) + cos(ν1 +

γc) sin(γc)[1− cos(ν2)], ẋ2 = cos(ν1 + γc) sin(ν2) with ν1 and ν2 as the inputs followed by the

addition of integrators [23]. However, neither classical backstepping nor other known results

would apply to the stabilization problem we study here, where η(t) is not known and possibly

not differentiable. This motivates the new control design in the following theorem (where the

consistency of our conditions on the constants and the justification for our choices of the constants

are shown in Remark 1):

Theorem 1. Let V > 0, g > 0, c1 > 0, and c2 > 0 be constants, and η be a piecewise continuous

function such that η(t) ∈ [η, η] for all t ≥ 0, with η > 0 and η > η being known constants. Let

D, γc ∈ (0, 0.79), τ , q0, ςi for i = 1, 2, 3, r1, l1, and l2 be positive constants such that

l1l2 <
1
8
, (5)

2ηl1 ≤ r1 cos(γc), (6)

η

(
3l1l2

[
2

r1

+D
]

+ 2D
)
< l2 cos(γc), (7)
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4
(

ηD
cos(γc)

)2

l1

(
l1

cos(γc)
+ r1

η

)
< cos(γc), (8)

ς1ς2 ≤
π

4
, (9)

ς1ς3η(2τ +D) < 1, and (10)

2π(q0η)4
(
2τ +D

)3 (
τ +D

)
(c4τς1ς3)2 <

√
2η2 (11)

are all satisfied, where c4 = 1
(1−e−q0τ )2

. Let D be a piecewise continuous nondecreasing right

continuous function such that t−D ≤ D(t) ≤ t for all t ≥ 0. Choose the controls

u1(t) =
−r1
(

sin(satπ/3(x3(t)))+l1satl2 (y1(t)/ cos(γc))
)

cos(satπ/3(x3(t)))
and (12)

u2(t) =
V
g

1+tan2(φ(t))

[
− (c1 + c2) g

V
tan(φ(t))− c1c2ψ(t) + c2c1F(t)

+ (c1+c2)G(t)+H(t, z1,t, z2,t, x2,t)
] (13)

in (4), where (F ,G, z1, z2) is the solution of Ḟ(t) = G(t), Ġ(t) = H(t, z1,t, z2,t, x2,t),

ż1(t) = q0[−z1(t) + z2(t)], ż2(t) = q0 [−z2(t)− σ†(y2(t))]
(14)

that satisfies (F ,G, z1, z2)(0) = 0, and where

H(t, z1,t, z2,t, x2,t)

= c4q
2
0

[
z1(t)− 2z2(t)− 2e−q0τz1(t− τ) + e−2q0τz1(t− 2τ)− σ†(y2(t))

+2e−q0τσ†(y2(t− τ))− e−2q0τσ†(y2(t− 2τ)) + 4e−q0τz2(t− τ)− 2e−2q0τz2(t− 2τ)
] (15)

and (y1(t), y2(t)) = η(t)(x1(D(t)), x2(D(t))) and σ†(p) = ς1satς2(ς3p) for all p ∈ R. Then (4) in

closed loop with (12)-(13) is globally asymptotically stable to 0 on its state space R4×
(
−π

2
, π

2

)
.

�

Remark 1. For any choices of γc ∈ (0, 0.79) and any positive constants q0, τ , η, r1, D, and

η ∈ (0, η), we can satisfy (5)-(11) by choosing the positive constants ςi small enough, and

choosing l1 = l0/n and l2 = n for a large enough n ∈ N and a small enough constant l0 > 0

(where the constant l0 has been introduced to ensure that both l1 and the product l1l2 are small

enough and that l2 is large enough to satisfy (5)-(8)). Therefore, (5)-(11) do not produce any
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restrictions on the model parameters. See our appendix below for the derivation of the first two

equalities in (14) from the formulas (27). Our choices of the constants 1/8 and π/4 in (5) and

(9) are justified in Section II-B1 as being called for to provide suitable asymptotic bounds on ẋ3

and x3, respectively; see the discussion of (19) below. Our upper bound 0.79 on γc is only used

in Section II-B1 to ensure the lower bound cos
(

arcsin(1/4) + γc
)
≥ 1

2
and so can be replaced

by any bound γ̄c ∈ (0, 0.79). The choices of the other constants in (5)-(11) are needed to apply

our asymptotic convergence analysis under the preceding choices of the other constants. �

B. Proof of Theorem 1

1) Preliminary Step: Our strategy for proving Theorem 1 is to show how our control formulas

(12)-(13) follow as solutions to two stabilization problems that correspond to suitable subsystems

of (4). To this end, we use the changes of feedback

u1 = −r1 sin(σ1(x3))+v1
cos(σ1(x3))

and u2 = V
g

u3

1+V 2

g2
x24
, (16)

where x4 = g
V

tan(φ), r1 > 0 is a constant that we further specify below,

σ1 = satπ
3
, and |v1|∞ < r1

8
. (17)

The variable x4 = g
V

tan(φ) on our state space where φ ∈
(
−π

2
, π

2

)
transforms (4) into ẋ1 = sin(x3) + cos(x3 + γc) sin(γc)(1− cos(ψ)), ẋ3 = −r1 sin(σ1(x3))+v1

cos(σ1(x3))
,

ẋ2 = cos(x3 + γc) sinψ, ψ̇ = x4, ẋ4 = g
V

(
1 + V 2

g2
x2

4

)
u2 = u3

(18)

whose state space is R5. Hence, if we can find a globally asymptotically stabilizing feedback

(v1, u3) for the origin of (18), then we will have obtained a feedback that ensures that R4 ×(
−π

2
, π

2

)
is the basin of attraction for the origin of (4).

We will choose u3 to be a linear function of the state of (18) plus a function of t and zt where

z is from our dynamical extension (14). Therefore, (18) will be forward complete because its

nonlinear terms will be bounded. We next show how any solution of (18) on [0,∞) is such that

x3(t) enters
[
− arcsin(1

4
), arcsin(1

4
)
]

in finite time. For each t ≥ 0 such that x3(t) ≥ arcsin(1
4
),

we can deduce from our bound on v1 from (17) that

ẋ3(t) ≤ −r1 sin(σ1(arcsin( 1
4

)))+v1
cos(σ1(x3(t)))

≤ −r1 sin(σ1(arcsin(1
4
)))+ |v1|

cos(σ1(x3(t)))
≤ − r1

4
+2|v1|∞ < 0, (19)
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7

where the first inequality in (19) used the facts that π/3 ≥ σ1(x3(t)) ≥ σ1(arcsin(1/4)) =

arcsin(1/4) (by (17)), that sin is nondecreasing on [arcsin(1/4), π/3], and that cos(s) ∈ (0, 1]

for all s ∈ [arcsin(1/4), π/3]; the second inequality used the fact that cos is bounded above by 1;

the third inequality used the facts that σ1(arcsin(1/4)) = arcsin(1/4) and 1 ≥ cos(σ1(x3(t))) ≥

cos(π/3) = 1/2; and the last inequality used our bound on v1 from (17). Similarly, if x3(t) ≤

− arcsin(1
4
), then ẋ3(t) ≥ r1

4
− 2|v1|∞ > 0. This provides a function ta ∈ K∞ such that for

all t ≥ ta(|x3(0)|), we have x3(t) ∈ [− arcsin(1
4
), arcsin(1

4
)]. Therefore, cos(x3(t) + γc) ≥

cos
(

arcsin(1/4) + γc
)
≥ 1

2
for all t ≥ ta(|x3(0)|), because of our condition γc ∈ (0, 0.79).

The preceding observations imply that if we can find controls u3 and v1 to uniformly globally

exponentially stabilize the origin of

ẋ2 = $(t) sin(ψ), ψ̇ = x4, ẋ4 = u3 (20)

for any continuous function $ : [0,∞) →
[

1
2
, 1
]

(with an exponential stability estimate that is

independent of $) and uniformly globally asymptotically stabilize the origin of

ẋ1 = sin(x3) + d1(t), ẋ3 = −r1 sin(σ1(x3))+v1
cos(σ1(x3))

(21)

where d1 is a state component of a uniformly globally exponentially stable system that satisfies

|d1|∞ ≤ 2, then we can globally asymptotically stabilize the origin of (1) with R4 ×
(
−π

2
, π

2

)
as its state space (by specializing our analysis of (21) to the function d1(t) = cos(x3(t) +

γc) sin(γc)(1 − cos(ψ(t)))). Hence, we devote the remainder of this section to the preceding

asymptotic stabilization problems for (20) and (21) using our available output measurements

(2), which will lead to our controls u1 and u2 from Theorem 1.

2) Stabilization of (21): By Section II-B1, we have (21) with σ1(x3) replaced by x3 for all

times t ≥ ta(|x3(0)|). We next use Z1 = sin(x3) to obtain

ẋ1 = Z1 + d1(t), Ż1 = −r1Z1 + v1 (22)

where v1 will be a function of y1(t) = η(t)x1(D(t)). Then, v1 is found in the following result

which we prove in our appendix, which leads to u1(t) from (12) by substituting (23) into (16):

Theorem 2. Let r1, l1, and l2 be positive constants such that (5)-(8) hold. Assume that d1 in
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(22) is a component of the state of a dynamics for a variable d that are uniformly globally

exponentially stable to 0 and |d1|∞ ≤ 2. Then the dynamics for (x1, Z1, d) in closed loop with

v1 = −r1l1satl2(y1/ cos(γc)) (23)

are uniformly globally asymptotically stable to 0. �

3) Stabilization of (20): Using ψ = ψ1, ψ2 = x4 + c1ψ, and

u3 = −(c1 + c2)x4 − c1c2ψ1 + v3, (24)

we obtain the dynamics

ẋ2 = $(t) sin(ψ1), ψ̇1 = −c1ψ1 + ψ2, ψ̇2 = −c2ψ2 + v3 (25)

with the control v3 being a function of the output y2(t) = η(t)x2(D(t)). Then, v3 is designed by

the following result that we prove in our appendix below, which produces the desired uniformly

globally exponentially stability result for (20) because of our choices of the change of variables

and change of feedback, and which therefore leads to the control u2 from (13) by substituting

(26) in (24) and then substituting (24) into (16):

Theorem 3. Let c1 > 0 and c2 > 0 be constants. Let τ , q0 and ςi for i = 1, 2, 3 be positive

constants such that (9)-(11) are satisfied, where c4 = 1
(1−e−q0τ )2

and σ† are as defined in the

statement of Theorem 1. Choose the control

v3(t) = c2c1F(t) + (c1 + c2)G(t) +H(t, z1,t, z2,t, x2,t) where (26)

F(t) = c4 [z1(t)−2e−q0τz1(t−τ) + e−2q0τz1(t−2τ)] and

G(t) = c4q0

[
− z1(t) + z2(t) + 2e−q0τ (z1(t− τ)− z2(t− τ))

+ e−2q0τ (−z1(t− 2τ) + z2(t− 2τ))
] (27)

and H is defined by (15) and where the zi’s are the states of the dynamic extension from (14)

with the initial state z(0) = 0. Then Ḟ(t) = G(t) and Ġ(t) = H(t, z1,t, z2,t, x2,t) hold for all

t ≥ 0, and we can construct constants G∗ > 0 and R∗ > 0 such that for all solutions (x2, ψ1, ψ2)

of (25) and all continuous functions $ : [0,∞) →
[

1
2
, 1
]
, we have |(x2(t), ψ1(t), ψ2(t))| ≤
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G∗e
−R∗t|(x2(0), ψ1(0), ψ2(0))| for all t ≥ 0. �

III. ILLUSTRATION

We show how (1) from Section II arise when analyzing the align phase when an autopilot

system must maintain a constant glide slope γc = 3deg and align the aircraft with the runway

axis at a constant airspeed V = 70ms−1. Let ∆X , ∆Y , and ∆Z denote the vector components

between the aircraft center of gravity and the runway touchdown point; see Figure 1.

Fig. 1. Landing phases

The velocity vector is given by ∆̇X = V cos(γ) cos(ψ), ∆̇Y = V cos(γ) sin(ψ), and ∆̇Z =

V sin(γ), where γ (resp., ψ) is the aircraft vertical slope (resp., yaw difference between the

aircraft speed and the runway axis). In addition, we have γ̇ = u1, ψ̇ = g
V

tan(φ), and φ̇ = u2,

in which φ is the aircraft roll angle, g = 9.81m.s−2 is the local gravity, and (u1, u2)T is the

guidance control input vector. The fastest loops are neglected in this study. The glide slope phase

consists of tracking the line defined by ∆c
Z = tan(γc)∆X , and the deviations are computed as

q1 = ∆Z −∆c
Z and q2 = ∆Y . (28)

Then q̇1 = V
(

sin(γ)− cos(γ) cos(ψ) tan(γc)
)

holds. Combining the preceding equations shows

that the deviation dynamics produce our system (1). We next show how our outputs (2) also

arise from the preceding aircraft scenario.

To explain how we also obtain the outputs (2), consider the vision based control problem that

was the focus of the ANR funded project VISIOLAND, in which the most stringent situation
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(from the control viewpoint) was the vision based landing of an aircraft on an unequipped

runway where the size of the runway is unknown.1 More precisely, the runway is unequipped,

so there are no landing ground facilities such as the Instrument Landing System (ILS) or the

Global Positioning System (GPS). Hence, the automatic guidance loop must instead only rely on

embedded sensors, which in this scenario were a monocular camera and an Inertial Measurement

Unit (IMU). Assuming that the runway is not inclined, the relative attitude angles y3 = γ and

y5 = φ are the aircraft’s slope and roll angles, which are given by the IMU. Let w denote the

runway width, and assume that the runway is kept inside the camera field of view throughout

the descent. In this case, it is shown in [24] that the relative yaw angle y4 = ψ and the outputs

yimage,1 = −∆Z

∆X
, yimage,2 = − w

∆X
, yimage,3 = −∆Y

∆X
(29)

can be computed by applying image processing and a ‘derotation’ transformation to each image

given by the body fixed camera, which produces delays and sampling. Let ŵ denote a rough

estimate of w, which can be either a saturated output of a width estimator [19] or a constant

value that is chosen in the standard interval [30m, 60m]. Let η = ŵ
w

. Then the required outputs

y1 and y2 in (2) can be computed from the definitions (28)-(29) as follows:

y1 = cos(γc)η
V

q1 = cos(γc)ŵ
V yimage,2

(
yimage,1 + tan(γc)

)
and y2 = η

V
q2 = ŵ

V yimage,2
yimage,3 (30)

We next illustrate the use of our controls from Theorem 1 using η = 4
3

and η = 2
3
.

To specify the longitudinal control law parameters, recall the control law (12), which was

obtained from (16) and (23), with the constant D ≥ 0 and the positive constants η, η, r1, l1, and

l2 satisfying (5)-(8). We thus propose to use the parameter values r1 = 3, l1 = 0.15, l2 = 0.8,

and D = 150ms, which satisfy (5)-(8) when η = 4
3

and η = 2
3
. Recall that D = 150ms represents

the maximum amount of time to acquire and process an image; such a value seems reasonable

since, once correctly initiated, the computer vision algorithm must simply track the runway

(which is a trapezoid) in the image. To specify the lateral control law parameters, recall that the

dynamical law is given by (13) from Theorem 1. Let us also recall that the constant D ≥ 0 and

1See http://w3.onera.fr/visioland/node/92. Several cases can lead to this situation, such as an emergency landing on an unknown
runway, a runway database failure or the difficulty of certifying such a database. The Visioland project aimed to be robust to
commonly used databases and external positioning systems.
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the positive constants τ , q0, ς1, ς2, ς3, η, and η must satisfy (9)-(11). For our illustration, we

chose the parameter values c1 = 0.6, c2 = 0.6, ς1 = 0.003, ς2 = 78.5, ς3 = 11.5, q0 = 0.5, and

τ = 1. For this set of parameters, we now compute the maximum value of D such that (9)-(11)

are satisfied when η = 4
3

and η = 2
3
, to obtain D = 100ms.

We performed a numerical simulation starting from the initial state ψ(0) = 45deg (which is

sufficiently large so that the nonlinear coupling terms cannot be neglected). Choosing D = 100ms

and the preceding values for the other constants, we assume that the outputs are sampled and

delayed using D(t) = ti for all t ∈ [ti, ti+1) and all integers i ≥ 0, where ti+1 − ti = D for all

i ≥ 0 and t0 = 0. We consider several constant values for η, and the time-varying case where

η(t) = 1− 0.33e−0.1t. We present the results in Figures 2 and 3, which show that the proposed

control laws are able to stabilize the aircraft on its glide slope for all of the studied η values. We

plotted an approximation of the load factor Nz
∼= V

g
u1 + cos(γ)

cos(φ)
in place of u1 in the longitudinal

frame. Since our simulations exhibit good performance, they help to validate our theory for the

preceding dynamics.

0 50 100 150 200
-10

0

10

20

30

40

q 1
 (

m
)

 = 0.66
 = 1
 = 1.33
 is time-varying

0 50 100 150 200
-10

-8

-6

-4

-2

0

 (
de

g)

0 20 40 60 80 100 120 140 160 180 200
-2

-1

0

1

2

N
z(g

)

0 50 100 150 200
-10

0

10

20

30

40

q 1
 (

m
)

 = 0.66
 = 1
 = 1.33
 is time-varying

0 50 100 150 200
-10

-8

-6

-4

-2

0

 (
de

g)

0 20 40 60 80 100 120 140 160 180 200
-2

-1

0

1

2

N
z(g

)

0 50 100 150 200
-10

0

10

20

30

40

q 1
 (

m
)

 = 0.66
 = 1
 = 1.33
 is time-varying

0 50 100 150 200
-10

-8

-6

-4

-2

0

 (
de

g)

0 20 40 60 80 100 120 140 160 180 200
-2

-1

0

1

2

N
z(g

)

Fig. 2. Longitudinal states evolution

IV. CONCLUSION

We applied a new backstepping approach to solve a nontrivial visual servoing control design

problem. Our finite dimensional dynamic extension circumvents the problem posed by the use of
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Fig. 3. Lateral states and lateral control evolution

visual measurements. Indeed, classical backstepping requires the successive pseudo-controllers

to be sufficiently smooth which was not the case in our application. We allow the use of sampled

and delayed visual information, to take the image processing into account in our design.

APPENDIX: PROOFS OF THEOREMS 2-3

We prove Theorems 2-3 from Section II-B. In what follows, we use the fact that for all

continuous functions φ : R→ [0,∞) and constants τ̄ > 0, the following hold for all t ∈ R:

d
dt

∫ t
t−τ

∫ t
s
φ(`)d`ds = τφ(t)−

∫ t
t−τ φ(`)d` and

∫ t
t−τ

∫ t
s
φ(`)d`ds ≤ τ

∫ t
t−τ φ(`)d`, (31)

where the equality followed from Fubini’s theorem. We also set c∗∗ = c2
4q

4
0c∗τ

2(1+ε)2(2τ+D̄)2,

where c∗ = ς1ς3η
2(2τ + D̄)/(2η) and fix a constant ε ∈ (0, 1) that is small enough such that

η
(

6l1l2
r1

(1 + ε)2 + 3Dl1l2(1 + ε)2 + 2D
)
< l2 cos(γc), (32a)(

(1+ε)ηD
cos(γc)

)2

l1

(
l1

cos(γc)
+ (r1/η)

)
< cos(γc)

4
, (32b)

(1 + ε)ς1ς3η
(
2τ +D

)
< 1, and (32c)

2π(τ +D)(1 + ε)c∗∗η
2ς1ς3 <

√
2(1− ε)η (32d)
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and where we can satisfy (32a)-(32d) for some ε ∈ (0, 1) by (7), (8), (10), and (11), respectively.

Proof of Theorem 2. The system (22) in closed loop with the control from Theorem 2 is

ẋ1(t) = Z1(t) + d1(t), Ż1(t) = −r1 [Z1(t) + σ3(η(t)x1(D(t)))] , (33)

where σ3(`) = l1satl2(`/ cos(γc)). The new variable m(t) = x1(t) + 1
r1
Z1(t) producesṁ(t) = −σ3

(
η(t)

(
m(t)− 1

r1
Z1(t) + ∆x1(t)

))
+ d1(t)

Ż1(t) = r1

[
−Z1(t)− σ3

(
η(t)

(
m(t)− 1

r1
Z1(t)

))]
+ ∆σ(t),

(34)

where ∆σ(t) = −r1[σ3(η(t)x1(D(t)))− σ3(η(t)x1(t))] and ∆x1(t) = x1(D(t))− x1(t).

Since |∆σ|∞ ≤ 2r1l1l2, it is easy to see that there exists a function tb ∈ K∞ such that

|Z1(t)| ≤ 3l1l2(1 + ε) (35)

for all t ≥ tb(|(x1(0), Z1(0))|), because Ż1(t) > 0 (resp., < 0) when Z1(t) < −3l1l2(1 + ε)

(resp., > 3l1l2(1 + ε)) and σ3 is bounded by l1l2. This and (33) give |∆x1(t)| ≤ D|ẋ1|[t−D,t] ≤

D(3l1l2(1 + ε) + 2) for all t ≥ tb(|(x1(0), Z1(0))|) +D (since d1 is bounded by 2), so since the

d dynamics are uniformly globally exponentially stable to 0, we can use (34) to find a tc ∈ K∞

such that tc(p) ≥ tb(p) for all p ≥ 0 and such that

|m(t)| ≤ 3l1l2(1 + ε)2
[
(1/r1) +D

]
+ 2D (36)

for all t ≥ tc(|(x1(0), Z1(0), d(0))|) + D, by showing that ṁ(t) < 0 (resp., > 0) if m(t) > m

(resp., < −m) where m is the right side of (36), and recalling that η is bounded below by η.

This and (35) imply that for all t ≥ tc(|(x1(0), Z1(0), d(0))|) +D, we have

η(t)
∣∣∣m(t)− 1

r1
Z1(t)

∣∣∣ ≤ η
(

6l1l2(1+ε)2

r1
+3Dl1l2(1+ε)2+2D

)
.

Therefore, (32a) gives |η(t) (m(t)− Z1(t)/r1)| ≤ l2 cos(γc) and so also

σ3

(
η(t)

(
m(t)− 1

r1
Z1(t)

))
= l1η(t)

cos(γc)

(
m(t)− 1

r1
Z1(t)

)
(37)

for all t ≥ tc(|(x1(0), Z1(0), d(0))|) +D. This produces the system ṁ(t) =− l1η(t)
cos(γc)

(
m(t)− 1

r1
Z1(t)

)
+ d1(t) + ∆]

σ(t)

Ż1(t) = r1

[
−Z1(t)− l1η(t)

cos(γc)

(
m(t)− Z1(t)

r1

)]
+∆σ(t)

(38)
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which we rewrite as ṁ(t) = − l1η(t)m(t)
cos(γc)

+ η(t)l1
r1 cos(γc)

Z1(t) + d1(t) + ∆]
σ(t)

Ż1(t) =
(
l1η(t)

cos(γc)
− r1

)
Z1(t)− r1l1η(t)

cos(γc)
m(t) + ∆σ(t)

(39)

for all t ≥ tc(|(x1(0), Z1(0), d(0))|) +D, where

∆]
σ(t) = σ3

(
η(t)

(
m(t)− 1

r1
Z1(t)

))
− σ3

(
η(t)

(
m(t)− 1

r1
Z1(t) + ∆x1(t)

))
. (40)

We next analyze the stability of (39) using the candidate Lyapunov function ν(m,Z1) =

1
2

cos(γc)(r
2
1m

2 + Z2
1). In the Lyapunov function analysis in the rest of this proof, we only

consider values t ≥ tc(|(x1(0), Z1(0), d(0))|)+D. Then at the end of the proof, we also consider

values t ∈ [0, tc(|(x1(0), Z1(0), d(0))|) +D]. Elementary calculations give

ν̇(t) = l1r
2
1m(t)

[
−η(t)m(t) + η(t)

r1
Z1(t) + cos(γc)d1(t)

l1

]
+ Z1(t) cos(γc)∆σ(t)

+Z1(t)[(l1η(t)−cos(γc)r1)Z1(t)−r1l1η(t)m(t)] + r2
1m(t) cos(γc)∆

]
σ(t)

=−l1η(t)r2
1m

2(t) + (η(t)l1 − cos(γc)r1)Z2
1(t) + cos(γc)r

2
1m(t)d1(t)

+ r2
1m(t) cos(γc)∆

]
σ(t) + Z1(t) cos(γc)∆σ(t).

(41)

along all solutions of (39). By applying Young’s inequality to obtain cos(γc)r
2
1m(t)d1(t) ≤

(ηl1/2)r2
1m

2(t) + (1/(2ηl1))r2
1d

2
1(t), we conclude from (6) and (41) that

ν̇(t) ≤ −ηl1

2
r2

1m
2(t)− cos(γc)r1

2
Z2

1(t) + 1
2ηl1

r2
1d

2
1(t) + r2

1m(t) cos(γc)∆
]
σ(t)

+ cos(γc)Z1(t)∆σ(t).
(42)

We next use Young’s and Jensen’s inequality to find upper bounds for cos(γc)r
2
1m(t)∆]

σ(t) +

cos(γc)Z1(t)∆σ(t) in (42). To this end, notice that we have

|Z1(t)∆σ(t)| ≤ r1 cos(γc)
4

Z2
1(t) + 1

r1 cos(γc)
∆2
σ(t)

≤ r1 cos(γc)
4

Z2
1(t) + r1

cos(γc)

(
l1η

cos(γc)

)2 (∫ t
t−D |ẋ1(`)|d`

)2

≤ r1 cos(γc)
4

Z2
1(t) + r1

cos(γc)

(
l1η

cos(γc)

)2

D
∫ t
t−D |ẋ1(`)|2d`

and

|r2
1m(t)∆]

σ(t)| ≤ ηl1

4
r2

1m
2(t) +

r21
ηl1

(
∆]
σ(t)

)2

≤ ηl1

4
r2

1m
2(t) +

r21l
2
1η

2

cos2(γc)ηl1

(∫ t
t−D |ẋ1(`)|d`

)2

≤ ηl1

4
r2

1m
2(t) +

r21l1η
2D

cos2(γc)η

∫ t
t−D ẋ

2
1(`)d`

September 19, 2020 DRAFT



15

for all t ≥ 0. Hence, the time derivative of

ν](mt, Z1t) = ν
(
m(t), Z1(t)

)
+ r1(1 + ε)

(
η

cos(γc)

)2

Dl1
(

l1
cos(γc)

+ r1
η

) ∫ t
t−D

∫ t
s
ẋ2

1(p)dpds (43)

along all solutions of (39) satisfies

ν̇] ≤ −ηl1

4
r2

1m
2(t)− r1 cos(γc)

4
Z2

1(t) + 1
2ηl1

r2
1d

2
1(t)

+r1(1 + ε)
(

ηD
cos(γc)

)2

l1

(
l1

cos(γc)
+ r1

η

)
ẋ2

1(t)

−r1ε
(

η
cos(γc)

)2

Dl1
(

l1
cos(γc)

+ r1
η

) ∫ t
t−D ẋ

2
1(`)d`,

(44)

where we used (31) with τ = D and φ(s) = ẋ2
1(s).

Since Young’s inequality and our formula for ẋ1 from (33) yield (ẋ1(t))2 ≤ (1 + ε)Z2
1(t) +

(1 + (1/ε))d2
1(t) for all t ≥ 0, we can then use (44) to find a constant d̄ > 0 such that

ν̇] ≤ −ηl1

4
r2

1m
2(t) + d̄d2

1 +

[
r1

(
(1+ε)ηD
cos(γc)

)2

l1

(
l1

cos(γc)
+ r1

η

)
− cos(γc)r1

4

]
Z2

1(t)

− r1ε
(

η
cos(γc)

)2

l1

(
l1

cos(γc)
+ r1

η

) ∫ t
t−D

∫ t
s
ẋ2

1(p)dpds

(45)

along all solutions of (39), by (31). By (32b), the quantity in square brackets in (45) is negative.

Therefore, we can find positive constants c̄0 and c̄1 such that ν̇] ≤ −c̄0ν
](mt, Z1t) + c̄1d

2
1(t)

holds along all solutions of (39) for all times t ≥ tc(|(x1(0), Z1(0), d(0))|) + D. This and the

quadratic upper and lower bounds of ν] and the fact that the nonlinear terms in the dynamics

(39) grow linearly in the state provides an exponential input-to-state stability estimate for the

(m,Z1) dynamics with an overshoot of the form γ(|d|[0,t]) for some γ ∈ K∞ that is valid for

all t ≥ 0. The result now follows because the d dynamics are uniformly globally exponentially

stable to 0, by standard small gain arguments [22].

Proof of Theorem 3. First notice that our definitions from Theorem 3 give Ḟ(t) = G(t),

c4 =
1

(1− e−q0τ )2
=

1

q2
0

∫ t
t−τ e

q0(m−t)
∫ m
m−τ e

q0(`−m)d`dm
, and (46)

F̈(t)
c4q0

= −ż1(t)+ż2(t)+2e−q0τ ż1(t−τ)−e−2q0τ ż1(t−2τ)−2e−q0τ ż2(t−τ)+e−2q0τ ż2(t−2τ)

= q0[z1(t)− z2(t)] + q0[−z2(t)− σ†(y2(t))]

−2e−q0τq0[z1(t− τ)− z2(t− τ)] + e−2q0τq0[z1(t− 2τ)− z2(t− 2τ)]

+ 2e−q0τq0[z2(t− τ) + σ†(y2(t− τ))] + e−2q0τq0[−z2(t− 2τ)− σ†(y2(t− 2τ))]

so F̈(t) = H(t, z1,t, z2,t, x2,t) for all t ∈ R. Set ω1(t) = ψ1(t) − F(t) and ω2(t) = ψ2(t) −
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(c1F(t) + G(t)). By our formulas (25)-(26) for the (x2, ψ1, ψ2) dynamics and v3, we obtain

ẋ2(t) = $(t) sin (F(t) + ω1(t)) , ω̇1(t) = −c1ω1(t) + ω2(t), ω̇2(t) = −c2ω2(t). (47)

Since the (ω1, ω2)-subsystem of (47) is exponentially stable, we now study

ẋ2(t) = $(t) sin (F(t)) + δ1(t), ż1(t) = q0[−z1(t) + z2(t)],

ż2(t) = q0 [−z2(t)− σ†(y2(t))]
(48)

with δ1(t) = $(t) (sin (F(t) + ω1(t))− sin (F(t))) satisfying |δ1(t)| ≤ |ω1(t)| for all t ≥ 0

(by our bound 1 on $) and with z(0) = 0. By integrating the z-subsystem of (48), we obtain

z2(t) = −q0

∫ t
0
eq0(`−t)σ†(y2(`))d` and therefore also

z1(t)− e−τq0z1(t− τ) = q0

∫ t
t−τ e

q0(m−t)z2(m)dm

= −q2
0

∫ t
t−τ e

q0(m−t) ∫ m
0
eq0(`−m)σ†(y2(`))d`dm

(49)

when t ≥ τ . It follows from a simple change of variables that

z1(t)− e−τq0z1(t− τ) = −q2
0

∫ t
t−τ e

q0(m−t) ∫ m
m−τ e

q0(`−m)σ†(y2(`))d`dm

−q2
0

∫ t−τ
t−2τ

eq0(s−t) ∫ s
0
eq0(`−s)σ†(y2(`))d`ds

= −q2
0

∫ t
t−τ e

q0(m−t) ∫ m
m−τ e

q0(`−m)σ†(y2(`))d`dm

+e−q0τ
[
−q2

0

∫ t−τ
t−2τ

eq0(s−t+τ)
∫ s

0
eq0(`−s)σ†(y2(`))d`ds

]
.

(50)

Replacing t by t− τ in (49), and then using the result to replace the term in squared brackets

in (50), and then collecting terms, we obtain

z1(t)− 2e−τq0z1(t− τ) + e−2q0τz1(t− 2τ) = −q2
0

∫ t
t−τ e

q0(m−t) ∫ m
m−τ e

q0(`−m)σ†(y2(`))d`dm

for all t ≥ 2τ . From our formula (27) for F , it follows that

F(t)
c4

= −q2
0

∫ t
t−τ e

q0(m−t) ∫ m
m−τ e

q0(`−m)σ†(y2(`))d`dm. (51)

Therefore, (48) gives ẋ2(t) = $(t) sin(ξ(y2,t)) + δ1(t), where

ξ(y2,t) = c4

[
−q2

0

∫ t
t−τ

∫ m
m−τ e

q0(`−t)σ†(y2(`))d`dm
]
. (52)

From (9) and (46), we get |ξ(y2,t)| ≤ ς1ς2 ≤ π
4

for all t ≥ 0. We rewrite the x2 dynamics as

ẋ2(t) = δ1(t)− θ(t)c4q2
0

∫ t
t−τ

∫ m
m−τ e

q0(`−t)σ†(η(`)x2(D(`)))d`dm (53)
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where θ(t) = $(t) sin(ξ(y2,t))/ξ(y2,t) when ξ(y2,t) 6= 0 and θ(t) = 1 when ξ(y2,t) = 0. Then,

recalling that $(t) ∈ [1/2, 1] for all t ≥ 0 and that sin(m)/m ∈ [2
√

2/π, 1] for all m ∈ (0, π/4]

(which follows because sin(m)/m is nonincreasing on (0, π/4)), we have θ(t) ∈ [θ, 1] for all

t ≥ 0, where θ =
√

2/π. From (53), we deduce that

ẋ2(t) = −θ(t)c4q2
0

∫ t
t−τ

∫ m
m−τ e

q0(`−t)σ†

(
η(`)x2(t) + η(`)

∫ D(`)

t
ẋ2(s)ds

)
d`dm+ δ1(t) (54)

for all t ≥ 4τ + D. From the formula c4 = 1
(1−e−q0τ )2

from (46), and also using our formula

σ†(p) = ς1satς2(ς3p) and (53), it follows that for all ` ∈ [t− 2τ, t], we have∣∣∣∫ D(`)

t
ẋ2(s)ds

∣∣∣ ≤ (2τ +D
) (
ς1ς2 + |ω1|[t−2τ−D,t]

)
. (55)

Then, since the ω dynamics are uniformly globally exponentially stable to 0, we deduce from

(54)-(55) and (32c) that we can construct a td ∈ K∞ such that |x2(t)| ≤ (1 + ε)(2τ +D)ς1ς2 for

all t ≥ td(|(x2(0), ω(0))|) + 4τ + 2D, and so also σ†(η(`)x2(D(`))) = ς1ς3η(`)x2(D(`)) for all

` ≥ td(|(x2(0), ω(0))|) + 4τ + 2D because (1 + ε)ς1ς2ς3η(2τ + D) < ς2 and also using the fact

that ẋ2(t) > 0 (resp., < 0) if x2(t) < −(1 + ε)(2τ +D)ς1ς2 (resp., x2(t) > (1 + ε)(2τ +D)ς1ς2.

Set ς4 = ς1ς3. Then, for all t ≥ td(|(x2(0), ω(0))|) + 6τ + 2D, we can use (53) to obtain

ẋ2(t) = δ1(t)− θ(t)c4ς4q2
0

∫ t
t−τ

∫ m
m−τ e

q0(`−t)η(`)x2(D(`))d`dm

= −θ(t)c4ς4q2
0

∫ t
t−τ

∫ m
m−τ e

q0(`−t)
(
η(`)x2(t) + η(`)

∫ D(`)

t
ẋ2(s)ds

)
d`dm+ δ1(t),

(56)

by applying the Fundamental Theorem of Calculus to x2.

Next note that the time derivative of V0(x2) = 1
2
x2

2 along all trajectories of (56) satisfies

V̇0(t) = −θ(t)c4q2
0ς4
∫ t
t−τ

∫ m
m−τ e

q0(`−t)η(`)d`dmx2
2(t)

−x2(t)θ(t)c4q
2
0ς4
∫ t
t−τ

∫ m
m−τ e

q0(`−t)η(`)
∫ D(`)

t
ẋ2(s)dsd`dm+ x2(t)δ1(t).

(57)

Here and in the rest of our Lyapunov functional analysis, we only consider those time values

that satisfy t ≥ td(|(x2(0), ω(0))|) + 6τ + 2D, and then we consider smaller values t ≥ 0 at the

end to complete the proof. Using the definition of η and (46), we obtain

V̇0(t) ≤ −θ(t)ς4ηx2
2(t) + x2(t)δ1(t)

+ θ(t)c4q
2
0ς4η

∫ t
t−τ

∫ m
m−τ e

q0(`−t) ∫ t
D(`)
|x2(t)ẋ2(s)|dsd`dm

(58)
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and so also

V̇0(t) ≤ −θ(t)ς4ηx2
2(t) + x2(t)δ1(t)

+ θ(t)c4q
2
0ς4η

∫ t
t−τ

∫ m
m−τ e

q0(`−t) ∫ t
t−2τ−D |x2(t)ẋ2(s)|dsd`dm

≤ −θ(t)ς4ηx2
2(t) + x2(t)δ1(t) + θ(t)ς4η

∫ t
t−2τ−D |x2(t)ẋ2(s)|ds .

(59)

By using the bound

|x2(t)ẋ2(s)| ≤ η

2(2τ+D)η
x2

2(t) + (2τ+D)η
2η

ẋ2
2(s) (60)

to upper bound the last integrand in (59), then our choice c∗ = ς1ς3η
2(2τ + D̄)/(2η) gives

V̇0(t) ≤ −θ(t)ς4ηx2
2(t) + θ(t)ς4η

∫ t
t−2τ−D

(
η

2(2τ+D)η
x2

2(t)+ (2τ+D)η
2η

ẋ2
2(s)

)
ds+ x2(t)δ1(t)

≤ −1
2
θ(t)ς4ηx

2
2(t) +

{
c∗
∫ t
t−2τ−D ẋ

2
2(s)ds

}
+ x2(t)δ1(t).

(61)

Let

W1(x2,t) = V0(x2(t)) + c∗(1 + ε)
∫ t
t−2τ−D

∫ t
a
ẋ2

2(s)dsda. (62)

Then we can combine (56) and (61) to obtain

Ẇ1 ≤ −1
2
θ(t)ς4ηx

2
2(t) + c∗(1 + ε)(2τ +D)ẋ2

2(t) + x2(t)δ1(t)− εL(t)

= −1
2
θ(t)ς4ηx

2
2(t) + x2(t)δ1(t)− εL(t)

+c∗(1 + ε)(2τ +D)
[
δ1(t)− θ(t)c4q2

0

∫ t
t−τ

∫ m
m−τ e

q0(`−t)ς4η(`)x2(D(`))d`dm
]2

,

(63)

where L(t) is the quantity in curly braces in (61), and where we used (31) with τ = 2τ + D

and φ(s) = ẋ2
2(s). If we use

x2(t)δ1(t) ≤ ε
2
θ(t)ς4ηx

2
2(t) +

δ21(t)

2εθς4η
(64)

to upper bound the term x2(t)δ1(t) in (63) and then apply the relation (a+ b)2 ≤ (1 + 1/ε)a2 +

(1+ε)b2 to upper bound the quantity in square brackets in (63) and then apply Jensen’s inequality

to the squared integral that results, then we obtain

Ẇ1 ≤ −1−ε
2
θς4ηx

2
2(t) + 1

2εθς4η
δ2

1(t) + c∗∗
∫ t
t−2τ−D e

2q0(`−t)ς2
4η

2x2
2(D(`))d`

−εL(t) + (1 + 1/ε)c∗(1 + ε)
(
2τ +D

)
δ2

1(t)

≤ −1−ε
2
θς4ηx

2
2(t) + c∗∗η

2ς2
4

∫ t
t−2τ−2D x

2
2(`)d`− εL(t) + 2c∗(1 + ε)(2τ +D)δ2

1(t) +
δ21(t)

2εθς4η
,

where c∗∗ = c2
4q

4
0c∗τ

2(1 + ε)2(2τ + D̄)2 as before.
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Therefore, since (32d) and our choices ς4 = ς1ς3 and θ =
√

2/π imply that 2(τ + D)(1 +

ε)c∗∗η
2ς2

4 <
1−ε

2
θς4η, we can find positive constants w∗ and w∗∗ such that the time derivative of

W2(x2t) = W1(x2t) + (1 + ε)c∗∗η
2ς2

4

∫ t
t−2τ−2D

∫ t
`
x2

2(p)dpd` (65)

along all solutions of (48) satisfies Ẇ2 ≤ −w∗W2(x2t) +w∗∗δ
2
1(t)− (ε/2)L(t), by applying (31)

with τ = 2(τ+D) and φ(s) = x2
2(s). Also, if we let V2 denote a quadratic global strict Lyapunov

function for the uniformly globally exponentially stable system

ż1(t) = q0[−z1(t) + z2(t)], ż2(t) = −q0z2(t), (66)

then we can use y2(t) = η(t)x2(D(t)) to find positive constants v∗ and v∗∗ such that

V̇2 ≤ −v∗V2(z(t)) + v∗∗

[
x2

2(t) +
∫ t
t−D ẋ

2
2(`)d`

]
(67)

along all solutions of the z subsystem in (14) with z(0) = 0. Since W2 admits a positive definite

quadratic lower bound in x2(t), and since the ω dynamics are uniformly globally exponentially

stable to 0, we can then find positive constants ci for i = 1, 2, 3 such that the time derivative

of V4(x2t, ω(t), z(t)) = c̄1W2(x2t) + c̄2V3(ω(t)) + V2(z(t)) satisfies V̇4 ≤ −c3V4(x2t, ω(t), z(t))

along all solutions of the (x2, z, ω) dynamics for all t ≥ td(|(x2(0), ω(0))|) + 6τ + 2D where

V3 is a positive definite quadratic Lyapunov function for the ω dynamics. This and the linear

growth of the dynamics and our definitions of the ωi’s ensure that (25) is uniformly globally

exponentially stable to 0, with an exponential decay rate that is independent of the function $

in (25) and therefore completes the proof of Theorem 3.
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