Evaluation Of Bitrate Ladders For Versatile Video Coder
Reda Kaafarani, Mederic Blestel, Thomas Maugel, Michael Ropert, Aline Roumy

To cite this version:
Reda Kaafarani, Mederic Blestel, Thomas Maugel, Michael Ropert, Aline Roumy. Evaluation Of Bitrate Ladders For Versatile Video Coder. VCIP 2021 - IEEE Visual Communications and Image Processing, Dec 2021, Munich, Germany. pp.1-5. hal-03483326

HAL Id: hal-03483326
https://inria.hal.science/hal-03483326
Submitted on 16 Dec 2021

HAL is a multi-disciplinary open access archive for the deposit and dissemination of scientific research documents, whether they are published or not. The documents may come from teaching and research institutions in France or abroad, or from public or private research centers. L’archive ouverte pluridisciplinaire HAL, est destinée au dépôt et à la diffusion de documents scientifiques de niveau recherche, publiés ou non, émanant des établissements d’enseignement et de recherche français ou étrangers, des laboratoires publics ou privés.
Evaluation Of Bitrate Ladders For Versatile Video Coder

Reda Kaafarani*, Mederic Blestel*
Thomas Maugé†, Michael Ropert*, Aline Roumy†
†Mediakind France, Rennes, Email: firstname.lastname@mediakind.com
‡Inria Rennes, France, Email: firstname.lastname@inria.fr

Abstract—Many video service providers take advantage of bitrate ladders in adaptive HTTP video streaming to account for different network states and user display specifications by providing bitrate/resolution pairs that best fit client’s network conditions and display capabilities. These bitrate ladders, however, differ when using different codecs and thus the couples bitrate/resolution differ as well. In addition, bitrate ladders are based on previously available codecs (H.264/MPEG4-AVC, HEVC, etc.), i.e. codecs that are already in service, hence the introduction of new codecs e.g. Versatile Video Coding (VVC) requires re-analyzing these ladders. For that matter, we will analyze the evolution of the bitrate ladder when using VVC. We show how VVC impacts this ladder when compared to HEVC and H.264/AVC and in particular, that there is no need to switch to lower resolutions at the lower bitrates defined in the Call for Evidence on Transcoding for Network Distributed Video Coding (CfE).

Index Terms—bitrate ladder, VVC, HEVC, H.264/AVC

I. INTRODUCTION

Nowadays, video streaming accounts for most of the internet’s traffic. Indeed, it is expected that the percentage of video content of the total traffic will be around 80% (business and consumer combined) in 2021 compared to 67% in 2016 [1]. This amount of video consumption created a need for increasing compression efficiency in order to provide better video quality while lowering the bandwidth needed. This need was answered by the introduction of Advanced Video Coding (AVC) which is also referred to as H.264/MPEG4-AVC [2] in 2003, followed by the introduction of High Efficiency Video Coding (HEVC) [3] in 2013 that provides about 50% better data compression while maintaining a similar video quality when compared to H.264/AVC. Finally, Versatile Video Coding (VVC) [4] is the latest standard to be introduced jointly published by ITU-T and ISO/IEC. It was finalized in July of 2020, aiming for around 50% better compression than HEVC while having a similar perceivable video quality. In addition, the increasing need of video consumption motivated the development of enhanced and faster networks that are able to provide large bandwidth and lower latency like fiber optics, as well as broadband cellular network technologies like 4G [5] and more recently, 5G [6].

In order to offer the best experience to the users, video content providers rely on adaptive bitrate streaming. More precisely, technologies like Dynamic Adaptive Streaming over HTTP (DASH) [7], HTTP Live Streaming (HLS) [8], HTTP Dynamic Streaming (HDS) [9] and HTTP Smooth Streaming (HSS) [10] were introduced in order to enable seamless playback by offering various decoding solutions of the same content. Adaptive streaming technology consists in processing various representations of a content, i.e. different couples of resolution and bitrate, also known as bitrate ladder. Such processing provides the end-user devices the ability to select the representation that best fits its display capabilities and network conditions.

However, the traditional use of a fixed bitrate ladder across content is not optimal for every type of content in Video on Demand (VoD) nor in live streaming. To that end, different methods were proposed in order to find new ways to define bitrate ladders for various scenarios. In [11], Netflix introduced a per-title encoding optimization approach where they create bitrate ladders that are content dependent, meaning for a certain video, depending on the complexity of its scenes, the optimal encoding scheme (resolution and bitrate) is determined. In addition, authors in [12] introduced a content-driven approach to implement VMAF-based bitrate ladder estimation using machine learning models. It’s worth mentioning, however, that improving the bitrate ladder is not the only concern. The introduction of a new codec technology alters this ladder and hence forces a new study of the optimal rates for different resolutions. In [13], an approach that provides optimal ladders for different types of networks as well as types of content was implemented. The work was on three subsets of mobile devices that can either decode H.264/AVC, HEVC or both. The focus was to design encoding profiles and to define multiple streams encoded by both codecs to achieve an optimal quality (best possible reconstruction of the videos) out of the system. To summarize, the focus of previous works was to improve a fixed bitrate ladder, which leaves it’s evolution through different codecs somehow untouched.

In this paper, we discuss the bitrate ladder for VVC and we analyze how it alters this ladder due to its efficiency when compared to older codecs (H.264/AVC and HEVC). We also show that the number of resolutions can be reduced while keeping the same number of representations.

The rest of the paper is structured as follows. Methodology will be presented in section II. In section III we will provide comparisons between bitrate ladders of different codecs and discuss the results. Finally, a conclusion will be made in section IV.
Let’s suppose a typical streaming scenario as depicted in Fig. 1, where a certain user wants to play a video (originally at resolution $L_0$) available at the server, the user having a resolution called $L_d$ and a bandwidth limited to a rate $R \leq R_{max}$. The transmission should be adapted to match the client’s display resolution $L_d$ as well as his bandwidth $R_{max}$. The Adaptive Bitrate Streaming (ABR streaming) system’s goal is to provide this video with the best quality while matching the client’s constraints.

To do so, the ABR does not change the bitrate encoding parameter of the video coder. For some $R_{max}$, it might be more efficient to decrease the input video resolution before encoding. For instance, encoding a given content into a down-scaled resolution could provide a better objective video quality than encoding it using the native resolution. That could happen when the content complexity is very high compared to the bitrate. In this case, using the native resolution, the encoder will be compelled to increase the quantization step in order to respect the bitrate constraint, resulting in the loss of a lot of high frequency data. Using the same bitrate and a lower resolution could be beneficial as the encoder will use a lower quantization step, resulting in less degradation of the signal and a higher video quality.

Based on that, an ABR system is able to provide the user with a down-scaled video that gets up-scaled (to $L_d$) at the decoder for playback. Since the resolution on which a user watches a video could differ from $L_0$, it’s worth noting that comparing video qualities for two different resolutions is not obvious and that the evaluation of the quality metric should be done at the desired resolution after up/down-sizing the content. In practice, upsizing and downsizing are not perfect meaning that both these operations introduce irreversible degradations that can not be fixed by the encoding process, and will directly impact the quality metric. So the better the upsampling and downsampling algorithms, the higher the video quality metric. In an ideal world, applying a downscale or an upscale should never modify the video, however, that is not the case and several assumptions need to be made. It should be considered that both up and down scaling algorithms need to be aligned, meaning they should be used under the same assumptions. In an ABR system, as depicted in Fig. 1, the end user is able to select the representation (bitrate/resolution couple) that best fits his network and display capabilities thanks to the Media Presentation Description (MPD) [14], that summarizes all the available representations, i.e. the bitrate ladder. More precisely, 

\[
\text{representation} = \text{bitrate ladder}(L_d, R_{max})
\]

In theory, providing bitrate ladders for every possible display resolution results in the best user experience. However, that would lead to a significant amount of processing. Therefore, in practice, only the bitrate ladder for the highest resolution $L_0$ is provided and the video is up/down-scaled to match the display resolution $L_d$ of the user.

**B. Convex Hull**

In practice, the bitrate ladder is estimated thanks to the convex hull. Suppose we have some content encoded at three different resolutions (high, mid and low) on a range of bitrates spanning very low to very high bitrates like in Fig. 2. We can see that for each of the available resolutions, there is a bitrate range where each resolution performs better than the other ones. These ranges for all the resolutions form a boundary that is called the convex hull.

It’s worth noting that, whatever the quality metric (SSIM [15], PSNR, VMAF [16] etc.), it’s always evaluated at the highest resolution for all of the available resolutions (low, mid and high) of a certain content. In an ideal scenario, the streaming system should work exactly on the convex hull, but that is not feasible since it takes only a select set of resolutions. Therefore, video providers work as close to the convex hull as possible by selecting the closest bitrate-quality pair to the curve [11]. By computing the convex hull, a streaming system is able to select the resolution that will provide the best video quality. As expected, this convex hull will differ from a codec to the other, since the more efficient the codec, the less bitrate it needs to encode at a certain resolution with a good quality. That has “sliding” effect on the rate-distortion curves where the points of the curve slide towards the left the more efficient the codec gets. Depending on the efficiency of a certain codec, there may be less need to encode content at lower resolutions as this codec may be able to encode very efficiently using the highest possible resolutions in a larger bitrate range. If that is not the case, encoding at lower resolutions and then up-scaling to the highest resolution will be better in terms of quality for the same bitrate.
III. RESULTS

A. Codec configuration

To compare the impact of H.264/AVC, HEVC and VVC codec on the bitrate ladder, the following encoders and configurations were used:

- Regarding VVC codec, Fraunhofer Versatile Video Encoder (VVenC) [17] version 0.2.1.0 was used. It includes all VVC main features and is a fast and efficient implementation. From all available presets, the predefined preset “medium” was used in the experiment as it provides a good trade-off between run-time and compression efficiency. Note that using a higher preset would have increased the compression efficiency but providing a limited impact on the bitrate ladder.

- For HEVC, the reference software HM [18] (Encoder version 16.2) was used.

- Considering H.264/AVC, the reference software JM [19] was used (version 19.0).

For the experiments, all encoders were configured using a Random Access scenario derived from their respective common test conditions [20]. Common parameters were:

- Intra/Key frame period: all INTRA periods are set to 24, 32, 48 and 64 according to the content frame rate, 24, 30, 50 and 60 fps, respectively.

- Constant QP configuration.

- Bit depth: the internal coding bit depth follows the input content bit depth.

- Referencing structure: default referencing structures were used for each codec.

B. Calculating the convex hull

The tests were carried on a total of 5 sequences which are classB videos from the common test conditions, i.e. videos with a 1920x1080 resolution, also referred in the paper as 1080p. The sequences are the following: BasketballDrive_1920x1080p50, BQTerrace_1920x1080p60, Cactus_1920x1080p50, Kimono1_1920x1080p24 and ParkScene_1920x1080p24.

Using FFmpeg [21], each of these sequences are downscaled from 1080p to 720p and 540p which are a subset of the resolutions provided in the Call for Evidence (CfE) on Transcoding for Network Distributed Video Coding (NDVC) [22]. Then for each sequence at each resolution, encodings are done using the three codecs mentioned in III-A over all QPs in the range of 22 to 51. Once all the encodings are done, the PSNR is computed with the reference being the original uncompressed video. For our paper, we decided to work with PSNR for the convex hull quality metric. It’s worth noting that the lower resolution encodings are upsampled back to the native resolution, here 1080p, using FFmpeg before computing the metrics. In order to calculate the convex hull for a given sequence (using a specific codec), all the data from all the resolutions for that specific sequence are presented in curves like the ones shown in Fig. 2. After that, the data points for each resolution that outperform the next resolution are selected in order to present the convex hull. These points can also be easily selected based on the intersection points of curves. Starting from the lowest resolution, we select all the points up until the intersection with the curve of the next resolution, then we select the points of the next resolution until the next intersection and so on.

Fig. 3 shows 3 different convex hulls for the sequence BasketballDrive using the 3 codecs mentioned in III-A. The convex hull is shown using a bright orange curve where it can be seen covering the bitrate range where each resolution is
better than the one directly above it.

C. VVC lowers the intersection points

Thanks to Fig. 3 (a), we can note that the intersection between the 1080p and 720p curves in case of VVC occurs at around 270 Kbps. It can be noticed that this point is more than twice lower than that in the case of HEVC (Fig. 3 (b)) and almost 10 times lower than that of H.264/AVC (Fig. 3 (c)). This can be explained by the fact that VVC is more efficient than HEVC and H.264/AVC. Indeed, new tools in VVC like the increase of the number of possible partitions or the multiple transform set, allow for a better adaptation to the content characteristics. Table I shows the different bitrates at which we switch from the higher resolution to the next lower one, i.e. from 1080p to 720p, and from 720p to 540p for all the sequences we used. It’s worth noting that the “switch” bitrates simply mean that at this bitrate or at a lower bitrate, encoding using a lower resolution, and then upscaling to the highest resolution provides a higher quality video than encoding at a lower resolution, and then upscaling to the highest resolution.

D. The need for lower resolutions in VVC

Looking at Fig. 3 (a), it can be seen that the 1080p resolution has a wider range of bitrates where it performs better than lower resolutions. Users will be able to watch 1080p VVC videos at low bitrates, while lower resolutions would be used when encoded using HEVC or H.264/AVC codecs. As a consequence, switching between resolutions will only happen at very low bitrates.

To that end, a test was conducted on the 5 sequences mentioned in III-B, resolutions and their respective bitrates were taken from the CfE document and are presented in Table II. Results are shown in Table III by means of Bjøntegaard Delta (BD) [23] metric for all the sequences over 6 points for each sequence. The table compares using 1080p resolution for all the points (bitrates) as defined by the convex hull presented in III-B rather than using 1080p, 720p and 540p defined in the CfE. Using representations close to the convex hull provides around -21% in SSIM and around -23% in PSNR bitrate savings when compared to the bitrate ladder defined in the CfE. This result motivates the introduction of the ”VVC optimal resolution” column in Table II as users will then benefit from the native resolution (here 1080p) on a wider bitrate range even in more challenging conditions like with a limited bandwidth.

IV. COnclusion

In video streaming services, bitrate ladders are used to provide content representations to best serve the client based on his network and device capabilities. In this paper, we analyse the performance of VVC when compared to older codecs, which is seemingly an untouched subject in the literature. By computing the convex hulls, we show that VVC allows for better use of the higher resolution than the other codecs, by providing a wider range of bitrates that are able to stream that resolution. In addition, our analysis could be supported by activating new tools in VVC, like Reference Picture Resampling (RPR) which allows adapting the encoding resolution on a per-frame basis, reducing the number of samples to be encoded. VVC codec will then completely reshuffle existing bitrate ladders by reducing the number of required resolutions, while providing up to -23% of additional bandwidth savings compared to an un-reviewed bitrate ladder.
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