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Introduction

We consider the mechanical system which involves unilateral contact between its parts. In addi-
tion to this constraint, Coulomb’s friction arises at each contact point in this system. It is shown
in [1] that constraints for the mechanical system coincide with optimality conditions for convex
quadratic optimization problem with the second order cone constraints. Thus, optimization prob-
lem can be formulated and solved numerically. The difficulty of this approach is that there exist
conic constraints while the variables must belong to the Lorentz cone at the solution.

This work is devoted to solve the friction contact problem using convex quadratic optimization
formulation with the second order cone constraints applying Interior-point methods. In addition,
because of the conic constraints, Euclidean Jordan algebra can be applied to derive the Newton
system which is a core of IPM. The goal of this work is to answer on two questions:

1. Does Interior-point method able to solve the frictional contact problem?

2. Does Interior-point method able to solve it efficiently?

The structure of this work is following: in Chapter 1 we put general results for formulation the
convex quadratic problem and its relation to original mechanical system; in Chapter 2 we derive
the framework for solving convex quadratic optimization problems with the second order cone
constraints and not a full rank constraint matrix A, quadratic form matrix Q, the core of this
chapter is primal-dual regularization [2] and Nesterov and Todd Jacobian rescaling [3]; in Chapter
3 we apply this framework to solve friction problem in convex optimization reformulation; in
Chapter 4 we do numerical experiments to test the theory of the framework which is defined in
Chapter 2 in practice.
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Chapter 1

A Coulomb friction problem
formulation via convex quadratic
programming

This chapter is devoted to the formulation of the mechanical system which involves unilateral con-
tact between its parts. In addition to this constraint, Coulomb’s friction arises at each contact point.
After formulation, it is shown how to move from mechanical system to convex quadratic optimiza-
tion problem and how the constraints at each contact point can be transformed into constraints for
optimization problem.

1.1 Mechanical system

We consider a mechanical system in 3-dimensional space [1]. Let us write the equation of motion

M(q(t))
dv

dt
(t) = F (t, q(t), v(t)) + Λ(t), (1.1)

where M : Rm → Rm×m is the mass matrix at time t, v(t) ∈ Rm is a vector of generalized
velocities, q(t) ∈ Rm is a vector of generalized coordinates, F : R×Rm×Rm → Rm is a vector
which includes internal and external forces and Λ : R → Rm is a vector of generalized reaction
forces which includes Coulomb’s friction contact model.

Each body in mechanical system (1.1) has not only generalized velocities (direction of move-
ment) but also relative velocities (velocity which is related to the contact point). The generalized
velocities v are related to the n relative velocities u := (u1, . . . , un) ∈ Rnd by the formula

u(t) = H(q(t))v(t) + w(t). (1.2)

Using the duality theory in mechanics, local reaction forces r = (r1, . . . , rn) relates to generalized
reaction forces by the formula

Λ(t) = H>(q(t))r(t). (1.3)

Then, we can build the time-discretization scheme and obtain the following equations{
M(qk)(vk+1 − vk) = hF (tk, qk, vk) +H>(qk)rk+1

uk+1 = H(qk)vk+1 + w(qk)
(1.4)

Let us denote by u = uk+1 ∈ Rnd, v = vk+1 ∈ Rm and r = rk+1 ∈ Rnd. Then, after algebraic
reformulations from (1.4) we obtain for given values of vk and qk{

Mv + f = H>r

u = Hv + w
(1.5)
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CHAPTER 1. A COULOMB FRICTION PROBLEM FORMULATION VIA CONVEX
QUADRATIC PROGRAMMING

where H = H(qk) ∈ Rnd×m, w = w(tk) ∈ Rnd, M = M(qk) ∈ Rm×m and f = Mvk +
hF (tk, qk, vk) ∈ Rm are known at the step k + 1. In this work we assume that M is symmetric
and positive definite.

In addition to these equations, at each step we have the constraints on u and r which comes
from Coulomb’s law. To define this set we need to decompose vectors u, r into he normal and
tangent part r = rN + rT , u = uN + uT where rT is orthogonal to normal vector ei at contact as
well as uT . Thus on each step at each i-th contact point (ui, ri) ∈ C(ei, µi) where set C(ei, µi) ⊂
Rd×d is defined by

(u, r) ∈ C(ei, µi) ⇐⇒


either: r = 0 and uN ≥ 0 (take off)
or: ‖rT ‖ ≥ µrN and u = 0 (sticking)

or:

{
0 < ‖tT ‖ = µrN

∃α > 0 : rT = −αu
(sliding)

(1.6)

Connecting all together we obtain the following incremental problem that is the main target of
current work. 

Mv + f = H>r

u = Hv + w

(ui, ri) ∈ C(ei, µi) for all i ∈ {1, . . . , n}
(1.7)

Then, let us define the second order cone which plays important role in current work

Ke,µ := {x ∈ Rk : ‖xT ‖ ≤ µxN}. (1.8)

It can be shown that
(Ke,µ)∗ = Ke, 1

µ
, (1.9)

where (Ke,µ)∗ is the dual cone for Ke,µ. Recall, that the dual cone to S is defined by

S∗ := {x ∈ Rk : s>x ≥ 0, ∀s ∈ S}. (1.10)

The cone K for which K = K∗ is called auto-dual or self-dual. Note that for µ = 1 cone (1.9) is
auto-dual.

1.2 Conic complementarity constraints

Let us provide a change of variable

ũi := ui + µi‖uiT ‖ei, for i ∈ {1, . . . , n}, (1.11)

which is inspired by so-called bipotential [7]. Then let us define set of indexes for which µi 6= 0.

I := {i ∈ {1, . . . , n} : µi 6= 0} and nI := Card I. (1.12)

For those contact points where i ∈ I , the change ui ← ũi can be written using new variable si:

si := ‖uiT ‖ = ‖ũiT ‖ and ũi = ui + µisiei. (1.13)

After, we introduce matrix E ∈ Rnd×nI to write this change ob variable in matrix form. Thus E
is constructed by concatenating nI columns Ei ∈ Rnd, where Ei is a concatenation of n vectors
of Rd, all zero except for the i-th which is µiei. Thus (1.11) rewrites as

ũ = u+ Es, (1.14)
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1.3. FIXED-POINT FORMULATION

and then the second equation of (1.7) writes as

ũ = Hv + w + Es. (1.15)

Now, let us formulate the key lemma of this section

Lemma 1.2.1 (Reformulation of Coulomb’s law [1]). The couple (ui, ri) satisfies Coulomb’s law
(1.6) if and only if the couple (ũi, ri) - with ũi defined by (1.11) - satisfies

(Kei,µi)∗ 3 ũi ⊥ ri ∈ Kei,µi (1.16)

Thus we introduce the product-cone

L := Ke1,µ1 × · · · × Ken,µn ⊂ Rnd, (1.17)

and then conic complementarity constraints can be written as

L∗ 3 ũ ⊥ r ∈ L, (1.18)

where L∗ is defined by

L∗ = (Ke1,µ1)∗ × · · · × (Ken,µn)∗ = Ke1, 1
µ1
× · · · × Ken, 1

µn
. (1.19)

To conclude, the incremental problem (1.7) is equivalent to the following system
Mv + f = H>r

ũ = Hv + w + Es

L∗ 3 ũ ⊥ r ∈ L
si = ‖ũiT ‖, for i ∈ I

(1.20)

where the variables are (v, r, ũ, s) ∈ Rm × Rnd × Rnd × RnI .
The idea [1] is to extract from (1.20) the following conic complementarity problem

Mv + f = H>r

ũ = Hv + w + Es

L∗ 3 ũ ⊥ r ∈ L
(1.21)

where s ∈ RnI is a fixed parameter. The motivation to extract constraints (1.21) is that they turn
out to be the optimality conditions of an optimization problem with good theoretical results [1].

1.3 Fixed-point formulation

Let us consider the following optimization problem

min(v,u)∈Rm×Rnd
1
2v
>Mv + f>v

s.t. u = Hv + w + Es,
u ∈ L∗

(1.22)

and its dual

max(v,r)∈Rm×Rnd −1
2v
>Mv − (w + Es)>r

s.t. Mv −H>r = −f,
r ∈ L

(1.23)
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CHAPTER 1. A COULOMB FRICTION PROBLEM FORMULATION VIA CONVEX
QUADRATIC PROGRAMMING

Proposition 1.3.1. The optimization problems (1.22) and (1.23) are primal-dual problems pair.

Proof. Follows directly from the Theorem A.0.1 after reformulation the problem (1.22) in to the
form

min 1
2

v+

v−

u

>  M −M 0
−M M 0

0 0 0

v+

v−

u

+

 f
−f
0

> v+

v−

u


s.t.

[
H −H −I

]
ξ = −(w + Es),

ξ :=

v+

v−

u

 ∈ K := R2m
+ × L∗,

(1.24)

where substitution v ← v+ − v−, v+ ∈ Rm+ , v− ∈ Rm+ was made.

Lemma 1.3.2 (Optimality conditions). The first order optimality conditions for (1.22) are
Mv + f −H>r = 0

u−Hv − w − Es = 0

L 3 r ⊥ u ∈ L∗
(1.25)

Proof. Follows immediately from Proposition 1.3.1.

Thus we observe that the solution the optimization problem (1.22) for some fixed s coincides
with the solution for (1.21). In the following chapters we suppose that s = 0 and concentrate on
defining the framework which is able to solve a convex quadratic optimization problem with the
second order cone constraints.
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Chapter 2

Second order cone programming for
convex quadratic problem

In this chapter we consider the convex quadratic programming with the linear equality constraints
Ax = b and the second order cone constraints x ∈ K, where A can be not a full rank matrix and
cone K is the Lorentz cone K = {x = (x0, x̄) ∈ R × Rn−1 : x0 ≥ ‖x̄‖}. The main goal of this
chapter is to apply conic programming theory with the framework of Jordan algebra and the results
of primal-dual regularization of Friedlander and Orban [2] to develop a well-defined optimization
algorithm from the family of Interior-point methods.

The structure of this chapter is following:

• In Sect. 1 we formulate a primal and dual problems for convex quadratic programming with
linear equality and conic constraints.

• Sect. 2 is devoted to Jordan algebra framework which is used in conic optimization theory.

• In Sect. 3 we show how to obtain the first order optimality conditions with the framework
of Jordan algebra and formulate a Newton system which is used in IPM.

• Sect. 4 is devoted to deriving a well-defined interior-point algorithm where we show:

– how to apply the regularization technique of Friedlander and Orban [2] and when it is
necessary;

– how to apply Nesterov and Todd scaling technique in the second order cone program-
ming (SOCP);

• In Sect. 5 we show how to derive the perturbed optimality conditions and the Newton
system;

• Sect. 6 is devoted to define a way of estimation the barrier parameter in perturbed Newton
system.

• In Sect. 7 we show how to compute the step length in IPM with respect to the second ordred
cone (SOC) constrains.

• Sect. 8 shows the Interior-point algorithm for solving convex quadratic program with SOC
constraints.

At the end, we obtain the set of tools and results which are used in IPM for SOCP with a degenerate
constraints matrix and after we describe some crucial details about the application of these tools
in practice.
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CHAPTER 2. SECOND ORDER CONE PROGRAMMING FOR CONVEX QUADRATIC
PROBLEM

2.1 Primal-dual problem formulation

We consider the primal-dual pair of convex quadratic optimization problem with linear equality
and the second order cone constraints in the form

minx∈Rnd
1
2x
>Qx+ c>x

s.t. Ax = b,
x ∈ L

(P)

and the dual one
max(x,y,z)∈Rnd×Rm×Rnd −1

2x
>Qx+ b>y

s.t. Qx−A>y − z = −c,
z ∈ L∗

(D)

where

• x = (x1, . . . , xn) ∈ Rnd, xi ∈ Rd for i ∈ {1, . . . , n} are primal variables.

• y ∈ Rm, z = (z1, . . . , zn) ∈ Rnd zi ∈ Rd for i ∈ {1, . . . , n} are dual variables.

• Q ∈ Snd+ (Snd+ - the cone of symmetric positive definite matrices), c ∈ Rnd, A ∈ Rm×nd,
b ∈ Rm are given data.

• The cone L = K1 × · · · × Kn is the cartesian product of the second order cones in Rd

Ki = {x = (x0, x̄) ∈ R× Rd−1 : x0 ≥ ‖x̄‖} for i ∈ {1, . . . , n}.

• The dual cone L∗ = K∗1 × · · · × K∗n is the product of the dual second order cones where
Ki = K∗i for i ∈ {1, . . . , n} since Lorentz cone is an autodual cone and thus L∗ = L.

The proof that (P) and (D) are primal dual problems is presented in Theorem A.0.1.

2.2 Euclidean Jordan algebra

The Euclidean Jordan algebra is a framework which generalizes the algebraic properties of sym-
metric matrices. This framework has several branches as Jordan algebra for SDP and for SOCP.
We will concentrate on the second one since it is exactly our case. Here and further we will use
notation Jordan algebra for SOCP branch of Euclidean Jordan algebra.

Let us introduce the core of this algebra which is a Jordan product of two vectors x = (x0, x̄) ∈
R× Rn−1, y = (y0, ȳ) ∈ R× Rn−1.

x ◦ y :=

(
x>y

x0ȳ + y0x̄

)
. (2.1)

This product is commutative x ◦ y = y ◦x but not associative x ◦ (y ◦ z) 6= (x ◦ y) ◦ z . Following
Alizadeh [3] let us define Arrow matrix.

Arw(x) =

(
x0 x̄
x̄> x0I

)
. (2.2)

Then it can be shown that

x ◦ y = Arw(x)y = Arw(x)Arw(y)e, (2.3)

where e = (1, 0, . . . , 0) is the identity element of Jordan algebra.

11



2.2. EUCLIDEAN JORDAN ALGEBRA

This product has a property that the square element by the Jordan product belongs to Lorentz
cone i.e. if

K = {x = (x0, x̄) ∈ R× Rn−1 : x0 ≥ ‖x̄‖}, J = {x ◦ x : x ∈ Rn},

then K = J [3].
Each element of this algebra has a spectral decomposition like a matrices in linear algebra. It

means that elements have eigenvalues and eigenvectors with respect to the Jordan product. It is
shown in paper of Alizadeh [3] that each element of this algebra can be represented as a linear
combination of the two eigenvalues and two eigenvectors.

x = λ1c1 + λ2c2,

where λ1 = x0 + ‖x̄‖, λ2 = x0 − ‖x̄‖ are eigenvalues and c1 =
1

2

(
1
x̄
‖x̄‖

)
, c2 =

1

2

(
1
− x̄
‖x̄‖

)
are eigenvectors. It can be shown [3] that λ1 and λ2 are the greatest and the lowest eigenvalue of
Arw(x). This fact shows that Arw(x) � 0 if and only if x ∈ int(K) and Arw(x) < 0 if and only
if x ∈ bd(K).

Definition 2.2.1. Let x ∈ Rn, then we have

• x−1 = λ−1
1 c1 + λ−1

2 c2;

• x1/2 = λ
1/2
1 c1 + λ

1/2
2 c2 for x ∈ K;

• tr(x) = λ1 + λ2 = 2x0;

• det(x) = λ1λ2 = x2
0 − ‖x̄‖2;

• ∇x log det(x) = 2x−1.

Definition 2.2.2. Let variable x = (x1, . . . , xn) ∈ Rnd, xi ∈ Rd for i ∈ {1, . . . , n} and variable
y = (y1, . . . , yn) ∈ Rnd, yi ∈ Rd for i ∈ {1, . . . , n} then

• x ◦ y = (x1 ◦ y1, . . . , xn ◦ yn);

• x−1 = (x−1
1 , . . . , x−1

n );

• Arw(x) = Arw(x1)⊕ · · · ⊕ Arw(xn).

where ⊕ is a direct product, A⊕B =

[
A 0
0 B

]
.

The main result which will be used to derive the first order optimality conditions is the lemma
(2.2.1). It becomes very important since in LP complementarity conditions z>x = 0 satisfies if and
only if xizi = 0 for i ∈ {1, . . . n}. But in SOCP z>x = 0 where x = (x1, . . . , xn) ∈ K ⊂ Rnd,
z = (z1, . . . , zn) ∈ K ⊂ Rnd either xizi = 0, xi ∈ Rd, zi ∈ Rd or xi ∈ Rd and zi ∈ Rd lies on
the opposite sides of the boundary of cone. Thus result is given by the following lemma

Lemma 2.2.1 (Complementarity conditions [3]). Let x ∈ K, z ∈ K. Then x>z = 0 iff

x ◦ z = Arw(x)Arw(z)e = 0.

12



CHAPTER 2. SECOND ORDER CONE PROGRAMMING FOR CONVEX QUADRATIC
PROBLEM

2.3 The first order optimality conditions

Using the framework of Jordan algebra for SOCP the first order optimality conditions can be
derived. Also, using these conditions, the Newton system can be built.

Theorem 2.3.1 (Optimality conditions). If (P) and (D) have feasible solutions x∗, z∗ such that
x∗ ∈ int(L), z∗ ∈ int(L), then (x, y, z) is an optimal solution pair if and only if

Qx+ c−A>y − z = 0

Ax− b = 0

L 3 z ⊥ x ∈ L
(2.4)

Proof. Following directly from the Theorem A.0.1.

The last condition in (2.4) can be rewritten using Lemma 2.2.1.

Arw(x)Arw(z)e = 0, x ∈ L, z ∈ L. (2.5)

Then with (2.5), (2.4) can be rewritten as
Qx+ c−A>y − z = 0

Ax− b = 0

Arw(x)Arw(z)e = 0

x ∈ L, z ∈ L

(2.6)

2.4 Newton system

Using (2.6) we can derive the Newton system to be solved during IPM iterations. Thus, from (2.6)
we can deduce

F (w) =

Qx+ c−A>y − z
Ax− b

Arw(x)Arw(z)e

 =

0
0
0

 , x ∈ L, z ∈ L, (2.7)

where w = (x, y, z).
Then we can obtain Newton system (2.8). Q −A> −I

A 0 0
Arw(z) 0 Arw(x)

∆x
∆y
∆z

 = −

Qx+ c−A>y − z
Ax− b

Arw(x)Arw(z)e

 . (2.8)

This system can be reduced to the 2 by 2 matrix in the following way[
Q+ Arw(x)−1Arw(z) −A>

A 0

] [
∆x
∆y

]
= −

[
Qx+ c−A>y

Ax− b

]
. (2.9)

2.4.1 Not well-defined systems

System (2.9) can be solved separately for variables ∆x and ∆y using the condensed system

A(Q+ Arw(x)−1Arw(z))−1A>∆y = A(Q+ Arw(x)−1Arw(z))−1rx + ry, (2.10)

(Q+ Arw(x)−1Arw(z))∆x = A>∆y − rx, (2.11)

where rx = Qx + c − A>y and ry = Ax − b. From the first system we deduce that either rank
deficiency of A or singularity of Q + Arw(x)−1Arw(z) can give a problem with obtaining the

13



2.5. WELL-DEFINED INTERIOR-POINT METHOD

solution of the Newton system. Also, note that Q + Arw(x)−1Arw(z) is non symmetric matrix
which make impossible an application of symmetric solvers to system (2.9).

Also, let us provide an example in p143 of [5] where it is shown that even if Arw(x) and
Arw(z) are strictly positive definite, whole matrix Q+ Arw(x)−1Arw(z) can be singular.

Example 1. Consider the SOCP problem with autodual cone K for convex quadratic function

minx∈Rn
1
2x
>Qx+ c>x

s.t. Ax = b,
x ∈ K,

(2.12)

where A is a full rank matrix. The optimality conditions are

Qx+ c−A>y − z = 0 (2.13)

Ax− b = 0 (2.14)

Arw(x)Arw(z)e = 0 (2.15)

x ∈ K, z ∈ K (2.16)

The linearization of this system gives: Q −A> −I
A 0 0

Arw(z) 0 Arw(x)

∆x
∆y
∆z

 = −

Qx+ c−A>y − z
Ax− b

Arw(x)Arw(z)e

 . (2.17)

It clear from (2.10) that the Jacobian matrix of this system is non-singular if and only if the matrix
(Q + Arw(x)−1Arw(z))−1 is non-singular. The example below shows that this matrix can be
singular while Arw(z) and Arw(x) are positive definite and Q - positive semi-definite.

Let x = (1.0, 0.8, 0.5), z = (1.0, 0.7, 0.7) and matrix Q = diag([0.3, 1.0]>). Then

det(Q+ Arw(x)−1Arw(z)) = 0. (2.18)

2.5 Well-defined Interior-point method

In the previous chapter we showed cases which produce numerical difficulties in solving Newton
systems. Here we provide solutions which resolve these difficulties. The first way is to apply the
regularization.

Regularization is the way to modify Jacobian of Newton system by modifying the objective
function. There are two types of regularization: proximal-point (PP) and augmented-Lagrangian
(AL). The first type modifies block (1,1) of (2.8) in the way of adding some diagonal matrix ρI
for ρ > 0 which gives block Q+ ρI . The meaning of the second type is to modify block (2,2) of
(2.8) by adding δI . Below we explain the origin of these regularization types and theirs influence
on the system.

2.5.1 Proximal-point regularization

Proximal-point is the first kind of regularization which can be applied when numerical difficulties
come from the fact that matrix Q is positive semi-definite.

minx∈Rnd
1
2x
>Qx+ c>x+ 1

2ρ‖x− xk‖
2

s.t. Ax = b,
x ∈ L

(PP)

where xk is the current estimate of the vector of primal solution, ρ > 0.

14
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Proposition 2.5.1. The dual problem of (PP) is problem

max(x,y,z)∈Rnd×Rm×Rnd −1
2x
>Qx+ b>y − 1

2ρ‖x‖
2

s.t. Qx−A>y + ρ(x− xk)− z = −c,
z ∈ L∗

(DPP)

where xk is the current estimate of Lagrangian multipliers, ρ > 0.

Proof. The problem (DPP) can be written as following

minx∈Rnd
1
2x
>(Q+ ρI)x+ (c− ρxk)>x+ 1

2ρ‖xk‖
2

s.t. Ax = b,
x ∈ L

(2.19)

Since 1
2ρ‖xk‖

2 is a constant, we can apply directly the Theorem A.0.1 and obtain the dual

max(x,y,z)∈Rnd×Rm×Rnd −1
2x
>(Q+ ρI)x+ b>y

s.t. (Q+ ρI)x−A>y + ρ(x− xk)− z = −(c− ρxk),
z ∈ L∗

(2.20)

from where after brackets expanding we obtain (DPP).

2.5.2 Augmented-Lagrangian regularization

Augmented-Lagrangian is the second kind of regularization which solves a problem with ill-
conditioning of constraint matrixA by inserting into the Newton system diagonal matrix δI where
δ > 0.

min(x,p)∈Rnd×m
1
2x
>Qx+ c>x+ 1

2δ‖p+ yk‖2

s.t. Ax+ δp = b,
x ∈ L

(ALP)

where yk is the current estimate of the vector of dual variables for equality constraint, δ > 0.

Lemma 2.5.2. The optimization problem (ALP) is the augmented-Lagrangian for (P).

Proof. At first, let us write saddle-point problem for augmented-Lagrangian of (P).

maxy∈Rm minx∈Rnd
1
2x
>Qx+ c>x+ y>(b−Ax) + 1

2δ‖b−Ax‖
2

s.t. x ∈ L
(2.21)

We introduce new variable p̄ = b−Ax and then (2.21) rewrites as

maxy∈Rm min(x,p̄)∈Rnd×Rm
1
2x
>Qx+ c>x+ y>p̄+ 1

2δ‖p̄‖
2

s.t. Ax+ p̄ = b,
x ∈ L

(2.22)

Then we replace dual multipliers y by its estimation yk and obtain minimization problem (2.23)

min(x,p̄)∈Rnd×Rm
1
2x
>Qx+ c>x+ δy>k p̄+ 1

2δ‖p̄‖
2

s.t. Ax+ p̄ = b,
x ∈ L

(2.23)

After, in accordance with [2], we introduce variable re-scaling p = 1
δ p̄ and obtain problem (2.24).

15
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min(x,p̄)∈Rnd×Rm
1
2x
>Qx+ c>x+ δy>k p+ 1

2δ‖p‖
2

s.t. Ax+ δp = b
x ∈ L

(2.24)

To obtain problem (ALP) we need to do a following algebraic reformulation.

δy>k p+
1

2
δ‖p‖2 = yTk p+

1

2
δp>p

=
1

2
δp>p+ y>k p+

1

2
δy>y − 1

2
δy>y

=
1

2
δ‖p+ yk‖2 −

1

2
δ‖yk‖2.

It is clear that 1
2δ‖yk‖

2 is a constant and can be removed from the objective function. Using this
reformulation we obtain minimization problem (ALP).

Proposition 2.5.3. The dual of (ALP) is proximal-point regularization of (D)

max(x,y,z)∈Rnd×Rm×Rnd −1
2x
>Qx+ b>y − 1

2δ‖y − yk‖
2

s.t. Qx−A>y − z = −c,
z ∈ L∗

(PPD)

where yk - current estimate of dual multipliers, δ > 0.

Proof. The problem (ALP) can be written as following

min(x,p)∈Rnd×m
1
2

[
x
p

]> [
Q 0
0 δI

] [
x
p

]
+

[
c
yk

]> [
x
p

]
+ 1

2δ‖yk‖
2

s.t.
[
A δI

] [x
p

]
= b,

x ∈ L

(2.25)

To apply the Theorem A.0.1 we need to reformulate it in the standard one. For this aim we
introduce new variables p← p+ − p− where p+ ∈ L and p− ∈ L. Then (2.25) writes as

min(x,p+,p−)∈Rnd+m+m
1
2

 xp+

p−

> Q 0 0
0 δI −δI
0 −δI δI

 xp+

p−

+

 c
yk
−yk

>  xp+

p−

+ 1
2δ‖yk‖

2

s.t.
[
A δI −δI

]  xp+

p−

 = b, xp+

p−

 ∈ L× L× L
(2.26)

Then we directly apply the Theorem A.0.1 and obtain the dual

max(x,p+,p−,y,z)∈R4∗nd+m −1
2

 xp+

p−

> Q 0 0
0 δI −δI
0 −δI δI

 xp+

p−

+ b>y

s.t.

Q 0 0
0 δI −δI
0 −δI δI

 xp+

p−

−
A>δI
−δI

 y −
z0

0

 = −

 c
yk
−yk

 ,
z ∈ L

(2.27)
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From the constraints of (2.27) we can deduce that Qx − A>y − z = −c and δ(y − yk) = δp.
Thus if we replace p = p+−p− and put the last equation into objective function we obtain exactly
(PPD).

2.5.3 Primal-dual regularization

We consider the following PP-AL regularized problem which is a convex quadratic program in
variables (x, p).

min(x,p)∈Rnd×Rm
1
2x
>Qx+ c>x+ 1

2ρ‖x− xk‖
2 + 1

2δ‖p+ yk‖2

s.t. Ax+ δp = b,
x ∈ L

(PPALP)

where ρ > 0, δ > 0, xk and yk are current estimate of the primal-dual solution. Its dual can be
formulated as

max(x,y,z)∈Rnd×Rm×Rnd −1
2x
>Qx+ b>y − 1

2δ‖y − yk‖
2 − 1

2ρ‖x‖
2

s.t. Qx−A>y − z + ρ
(
x− xk

)
= −c,

z ∈ L∗
(DPPAL)

Let us explicitly show that (DPPAL) is the dual for (PPALP).

Proposition 2.5.4. (DPPAL) is the dual problem for (PPALP).

Proof. Follows immediately from the Proposition 2.5.1 and Proposition 2.5.3.

2.5.4 KKT optimality conditions

The aim of this section is to derive the KKT conditions for primal PP-AL regularized problem and
show that it is the same for the dual one. The first, let us write the KKT conditions for the primal
problem (PPALP). After introducing new variable q = x−xk and using this condition in the form
of ρx− ρ(q + xk) = 0 we obtain the following optimality conditions.

Qx+ c−A>y − z + ρq = 0

Ax+ δp− b = 0

δ(p+ yk)− δy = 0

ρx− ρ(q + xk) = 0

Arw(x)Arw(z)e = 0

x ∈ L, z ∈ L

(2.28)

Let us derive the KKT conditions for problem (DPPAL). Let us write the Lagrangian has for
variables (x, y, z, λ) ∈ Rnd × Rm × Rnd × Rnd.

L(x, y, z, λ) =
1

2
x>Qx−b>y+

1

2
δ‖y−yk‖2 +

1

2
ρ‖x‖2 +λ>(−c−Qx+A>y+z−ρ(x−xk)).

Following the same algorithm as we used in previous sections, the optimality conditions are

∇x,yL(x, y, z, λ) = 0,

L 3 ∇zL(x, y, z, λ) ⊥ z ∈ L∗

where

∇xL(x, y, z, λ) = Qx+ ρx−Qλ− ρλ, (2.29)

∇yL(x, y, z, λ) = −b+ δ(y − yk) +Aλ, (2.30)

∇zL(x, y, z, λ) = λ (2.31)

From (2.29) we get that x = λ, thus setting p = y − yk we get (2.28).
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2.5.5 Newton system

Let us first, use the results which are obtained above to formulate a nonlinear equations system
which should be solved on each iteration of the interior-point method.

Fk(w) =


Qx+ c−A>y − z + ρq

δ(p+ yk)− δy
ρx− ρ(q + xk)
Ax+ δp− b

Arw(x)Arw(z)e

 =


0
0
0
0
0

 , x ∈ L, z ∈ L, (2.32)

where w = (x, p, q, y, z).
We obtain that Newton system will have the following form.

Q 0 ρI −A> −I
0 δI 0 −δI 0
ρI 0 −ρI 0 0
A δI 0 0 0

Arw(z) 0 0 0 Arw(x)




∆x
∆p
∆q
∆y
∆z

 = −


Qx+ c−A>y − z + ρq

δ(p+ yk)− δy
ρx− ρ(q + xk)
Ax+ δp− b

Arw(x)Arw(z)e

 . (2.33)

Notice, that we obtain a sparse system of linear equations to solve on each iteration. It is possible
to reduce this system and thus to remove some variables. We see that ∆p and ∆q can be expressed
through another variables.

∆p = −p+ ∆y + (y − yk),
∆q = −q + ∆x+ (x− xk)

To eliminate these variables from right-hand side we need:

• Add the 3-d row to the 1-st, then obtain Qx+ c−A>y− z + ρ(x− xk) in right-hand side;

• Multiply the 2-nd row by -1 and add to the 4-th row, then we obtain Ax+ δ(y − yk)− b in
right-hand side.

Finally, we can reduce the system (2.33) to (2.34).Q+ ρI −A> −I
A δI 0

Arw(z) 0 Arw(x)

∆x
∆y
∆z

 = −

Qx+ c−A>y − z + ρ(x− xk)
Ax+ δ(y − yk)− b

Arw(x)Arw(z)e

 . (2.34)

Then, let us multiply the first row by -1 and put an external minus to the right-hand side.−(Q+ ρI) A> I
A δI 0
Z 0 X

∆x
∆y
∆z

 =

Qx+ c−A>y − z + ρ(x− xk)
b−Ax− δ(y − yk)
−Arw(x)Arw(z)e

 . (2.35)

Following M.P.Friedlander and D.Orban [2] we put xk = x and yk = y. Then we can eliminate
variable z from the system by multiplying the 3-d row by −Arw(x)−1 and adding to the 1-st row.[

−(Q+ Arw(x)−1Arw(z) + ρI) A>

A δI

] [
∆x
∆y

]
=

[
Qx+ c−A>y

b−Ax

]
. (2.36)

And ∆z can be calculated by formula ∆z = Qx+ c−A>y − z + (Q+ ρI)∆x−A>∆y.
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2.5.6 Nesterov and Todd scaling

It is shown in Example 1 that even if Arw(x) and Arw(z) are strictly positive definite, matrix
Q + Arw(x)−1Arw(z) can be singular. To solve this issue people do rescaling of Jacobian in
Newton system. The main idea of rescaling is an appropriate change of variable, where new
variables have a good properties in some sense.

Let us introduce the quadratic representation operator for x ∈ Rd

Qp := 2p>p− det(p)R, (2.37)

where det(p) is a determinant of Jordan algebra and R is a reflection matrix which is defined as

R =


1 0 . . . 0
0 −1 . . . 0
. . . . . . . . . . . .
0 0 . . . −1

 ⊂ Rd×d. (2.38)

This representation has a fundamental importance in matrix scaling.
Let p = (p1, . . . , pn), pi ∈ Rd for i ∈ {1, . . . , n}, then

Qp := Qp1 ⊕ · · · ⊕Qpn . (2.39)

We use a change of variable [3] in the following form. Let p ∈ K, then we define

x̄ = Qpx, (2.40)

¯
x = Qp−1x (2.41)

Using this notation and the property that Qp−1Qp = I we do a change of variable in (2.4) and
obtain the following systems 

¯
¯
Qx̄+

¯
c−

¯
A>y −

¯
z = 0

¯
Ax̄− b = 0

x̄>
¯
z = 0

x̄ ∈ L,
¯
z ∈ L

(2.42)

Proposition 2.5.5. Optimality conditions (2.42) is equivalent to (2.4)

Proof. Let us multiply x by Qp−1Qp and z by QpQp−1 .
QQp−1Qpx+ c−A>y −QpQp−1z = 0

AQp−1Qpx− b = 0

Qp−1QpxQpQp−1z = 0

x ∈ L, z ∈ L

Then, using definitions (2.40), (2.41) obtain
QQp−1 x̄+ c−A>y −Qp

¯
z = 0

AQp−1 x̄− b = 0

Qp−1 x̄Qp
¯
z = 0

x ∈ L, z ∈ L

Multiplying the first equation by Qp−1 obtain
Qp−1QQp−1 x̄+Qp−1c−Qp−1A>y −

¯
z = 0

AQp−1 x̄− b = 0

Qp−1 x̄Qp
¯
z = 0

x ∈ L, z ∈ L
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Defining
¯
A = AQp−1 ,

¯
Q̄ = Qp−1QQp−1 ,

¯
c = Qp−1 obtain

¯
¯
Qx̄+

¯
c−

¯
A>y −

¯
z = 0

¯
Ax̄− b = 0

Qp−1 x̄Qp
¯
z = 0

x ∈ L, z ∈ L

The last equation can be transformed in following way

x>z = (Qp−1Qpx)>z

= (Qp−1 x̄)>z

= (Qp−1 x̄)>(QpQp−1z)

= (Qp−1 x̄)>(Qp
¯
z)

= x̄>Q>p−1Qp
¯
z

= x̄>
¯
z.

Conic constraints x ∈ L, z ∈ L remain since Qp(K) = K and Qp−1(K) = K and conversely [3].
Thus we showed that (2.42) is equivalent to (2.4).

Note that to return to original variables we just need to expand the notation with x̄ and
¯
x and then

will obtain system (2.4).
Now, using this Proposition 2.5.5 we can deduce that rescaled optimality conditions (2.6) using

Lemma 2.2.1 will have a form 
¯
¯
Qx̄+

¯
c−

¯
A>y −

¯
z = 0

¯
Ax̄− b = 0

Arw(x̄)Arw(
¯
z)e = 0

x̄ ∈ L,
¯
z ∈ L

(2.43)

This step is very important since from now if we want to return to original variables we will
not obtain the same system as (2.4). Thus the following lemma has a key value.

Lemma 2.5.6. (∆̄x,∆y,
¯

∆z) solves the linearized system of equations of (2.43)

¯
¯
Q∆̄x−

¯
A>∆y −

¯
∆z = − ¯

¯
Qx̄−

¯
c+

¯
A>y +

¯
z,

¯
A∆̄x = b−

¯
Ax̄,

Arw(
¯
z)∆̄x+ Arw(x̄)

¯
∆z = −Arw(x̄)Arw(

¯
z)e

if and only if (∆x,∆y,∆z) solves

Q∆x−A>∆y −∆z = −Qx− c+A>y + z,

A∆x = b−Ax,(
Arw(Qp−1z)Qp

)
∆x+

(
Arw(Qpx)Qp−1

)
∆z = −Arw(Qpx)Arw(Qp−1z)e

Thus, applying this Lemma to system (2.9) we obtain new rescaled system Q −A> −I
A 0 0

Arw(Qp−1z)Qp 0 Arw(Qpx)Qp−1

∆x
∆y
∆z

 = −

 Qx+ c−A>y − z
Ax− b

Arw(Qpx)Arw(Qp−1z)e

 , (2.44)
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and after eliminating variable ∆z we obtain reduced system with 2 by 2 blocks[
Q+QpArw(x̄)−1Arw(

¯
z)Qp −A>

A 0

] [
∆x
∆y

]
= −

[
Qx+ c−A>y

Ax− b

]
. (2.45)

The one way to define vector p was presented by Nesterov and Todd, where

p =

[
Qx1/2

(
Qx1/2z

)−1/2
]−1/2

=

[
Qz−1/2

(
Qz1/2x

)1/2]−1/2

. (NT)

Lemma 2.5.7. [3] Let p is defined in (NT), then

x̄ = Qpx = Qp−1z =
¯
z.

Using the Observation 2.5.7, the system (2.45) can be transformed in the following one

[
Q+Qp2 −A>

A 0

] [
∆x
∆y

]
= −

[
Qx+ c−A>y

Ax− b

]
, (2.46)

where Qp2 is symmetric positive definite matrix. This direction is interesting for two reasons:

• the Jacobian of the system (2.46) is symmetric.

• If Q is positive (semi-)definite, then Q+Qp2 is non singular.

Thus this kind of direction solves the issue illustrated in Example 1 and also symmetrize Jacobian
which makes possible an application of symmetric solvers.

2.6 Perturbed optimality conditions

Let us consider perturbed optimization problem (P)

minx∈Rnd
1
2x
>Qx+ c>x− µ

∑n
i=1 log detxi

s.t. Ax = b,
x ∈ int(L)

(PrP)

where µ > 0 is a barrier parameter and det is defined by the Jordan algebra. Recall that detx > 0
if x ∈ int(L) thus the objective function of (PrP) is not defined for x which outside the cone and
on the boundary.

Lemma 2.6.1 (Perturbed optimality conditions). The KKT optimality conditions for (PrP) are

Qx+ c−A>y − 2µx−1 = 0

Ax− b = 0

x ∈ int(L)

(2.47)

where x−1 = (x−1
1 , . . . , x−1

n ) and x−1
i for i ∈ {1, . . . , n} is defined in the Jordan algebra.

Proof. Let us define the Lagrangian for variables (x, y) ∈ Rnd × Rm

L(x, y) =
1

2
x>Qx+ c>x− µ

n∑
i=1

log detxi + y>(b−Ax). (2.48)

Since function is not defined outside and on the boundary of the cone, then KKT optimality con-
ditions are

∇x,yL(x, y) = 0,

x ∈ int(L),

where∇xL(x, y) = Qx+c−2µx−1−A>y and∇yL(x, y) = b−Ax. Thus we obtain (2.47).
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Set z = 2µx−1 in (2.47) and multiplying from the right by x using the Jordan product, we obtain

z ◦ x = 2µe. (2.49)

Note, that after this action we obtain the conic constraint on variable z since x−1 ∈ int(L) and
thus 2µx−1 ∈ int(L). Thus the perturbed optimality conditions can be written in the following
form 

Qx+ c−A>y − z = 0

Ax− b = 0

Arw(x)Arw(z)e− 2µe = 0

x ∈ int(L), z ∈ int(L)

(2.50)

Then, let us consider perturbed optimization problem (D) and show that its optimality condi-
tions coincide with the primal one.

min(x,y,z)∈Rnd×m×nd
1
2x
>Qx− b>y − µ

∑n
i=1 log det zi

s.t. Qx+ c−A>y − z = 0,
z ∈ int(L∗)

(PrD)

Lemma 2.6.2. If matrix Q is a positive definite then the KKT optimality conditions for (PrD) are

Ax− b = 0

x− 2µz−1 = 0

Qx+ c−A>y − z = 0

z ∈ int(L)

(2.51)

Proof. Let us define the Lagrangian for variables (x, y, z, λ) ∈ Rnd × Rm × Rnd × Rnd

L(x, y, z, λ) =
1

2
x>Qx− b>y − µ

n∑
i=1

log det zi + λ>(−c−Qx+A>y + z). (2.52)

Since function is not defined outside and on the boundary of the cone, then KKT optimality con-
ditions are

∇x,y,z,λL(x, y, z, λ) = 0,

z ∈ int(L),

where∇xL(x, y, z, λ) = Qx−Qλ,∇yL(x, y, z, λ) = −b−Aλ,∇zL(x, y, z, λ) = −2µz−1 +λ.
By assumption Q is positive definite, then from Q(x − λ) = 0 we deduce that x = λ. Thus we
obtain (2.51).

By multiplying from the right on z with the Jordan product the condition (2.51) can be transformed
into x ◦ z − 2µe = 0 and it is equivalent to (2.49) since Jordan product is commutative.

Thus perturbed optimality conditions can be written in the following form
Qx+ c−A>y − z = 0

Ax− b = 0

Arw(x)Arw(z)e− 2µe = 0

x ∈ int(L), z ∈ int(L)

(2.53)

which coincide with (2.50).
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2.6.1 Perturbed Newton system

Using that we can derive Newton system

 Q −A> −I
A 0 0

Arw(z) 0 Arw(x)

∆x
∆y
∆z

 = −

 Qx+ c−A>y − z
Ax− b

Arw(x)Arw(z)e− 2µe

 ,
and after eliminating variable z we obtain 2 by 2 block system

[
Q+ Arw(x)−1Arw(z) −A>

A 0

] [
∆x
∆y

]
= −

[
Qx+ c−A>y − 2µArw(x)−1e

Ax− b

]
. (2.54)

2.6.2 Nesterov and Todd rescaling for perturbed system

We apply Nesterov and Todd rescaling to Newton system (2.6.1) and obtain the following scaled
system

 Q −A> −I
A 0 0

Arw(Qp−1z)Qp 0 Arw(Qpx)Qp−1

∆x
∆y
∆z

 = −

 Qx+ c−A>y − z
Ax− b

Arw(Qpx)Arw(Qp−1z)e− 2µe

 ,
and after eliminating variable z we obtain 2 by 2 block system

[
Q+Qp2 −A>

A 0

] [
∆x
∆y

]
= −

[
Qx+ c−A>y − 2µQpArw(Qpx)−1e

Ax− b

]
. (2.55)

2.7 Duality gap

To solve perturbed Newton system we need to define a formula for computing barrier parameter
µ. Usually, people use the value of the duality gap divided by number of variables to estimate this
parameter.

nµ =
1

2
x>Qx+ c>x+

1

2
x>Qx− b>y

= x>Qx+ c>x− b>y.

The value of x>Qx+ c>x− b>y can be obtained from the following equation

Qx+ c−A>y − z = 0,

multiplying by x from the left we obtain

x>Qx+ c>x− (Ax)>y − z>x = 0,

and thus using the equality Ax = b and moving z>x to the right hand side part, obtain

x>Qx+ c>x− b>y = z>x.

We conclude that

µ =
z>x

n
. (2.56)
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2.8 Step length computation

The important part of solving an optimization problem using interior-point method is a step length
computation. With linear inequality constraints we usually apply the fraction to the boundary
rule. But since we have SOCP, we need to use another rule to select step length which maintain
variables inside the cone. In our algorithm we select the step length as it was done in SDPT3
software [4].

Let us consider the second-order code K = {x = (x0, x̄) ∈ R×Rn−1 : x0 ≥ ‖x̄‖}. It means
that x ∈ K if and only if x0 − ‖x̄‖ ≥ 0. Then, on each iteration we need to select α to maintain

x0 + α∆x0 − ‖x̄+ α∆x̄‖ ≥ 0.

Then raise to the power 2 we obtain

(x0 + α∆x0)2 − ‖x̄+ α∆x̄‖2 ≥ 0,

which is the same as if we use determinant from the Jordan algebra

det(x+ α∆x) = (x0 + α∆x0)2 − ‖x̄+ α∆x̄‖2 ≥ 0.

Expanding brackets and regrouping elements with respect to α we obtain(
∆x2

0 − ‖∆x̄‖2
)
α2 + 2

(
x0∆x0 − x̄>∆x̄

)
α+

(
x2

0 − ‖x̄‖2
)
≥ 0,

or
aα2 + 2bα+ c ≥ 0,

where a = det(∆x), b = x0∆x0 − x̄>∆x̄ and c = det(x). Thus to select the largest positive α
we need to get either second root of this one-dimensional quadratic equation or the single root of
linear equation (if a = 0). If there are no roots (parabola does not intersect the Ox axis), then step
length can be 1. To formalize that we write the following rule to select the α.

α =


−b−
√
d

a if a < 0 or b < 0, a ≤ b2/c,
−c
2b if a = 0, b < 0,

1 otherwise

(2.57)

where d = b2 − ac.

2.9 Practical algorithm

We defined some tools which can be used for solving SOCP using IPM. Here we define how
to use it in practice. Our algorithm bases on the predictor-corrector scheme of Mehrotra and
uses some modifications for calculating centering parameter σ which have taken from SDPT3
implementation [4]. In this algorithm we use both: regularization and Nesterov and Todd scaling.
Regularization parameter selects dynamically on each iteration by a rule.

Let us define a system which should be solved on each iteration[
Q+Qp2 + ρI −A>

A δI

] [
∆x
∆y

]
= −

[
Qx+ c−A>y − 2µkσkQpArw(Qpx)−1e

Ax− b

]
. (2.58)

The modified right-hand side will be

F̃k(x, y) = −
[
Qx+ c−A>y − 2µkσkQpArw(Qpx)−1e+ (Qp∆x) ◦ (Qp−1∆z)

Ax− b

]
. (2.59)
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Algorithm 1 Primal-dual regularized NT interior-point algorithm

1: Set regularization parameters ρ = 1, δ = 1
2: Set starting point for (x, y, z) ∈ ×L× Rm × L
3: Set barrier parameter µ0 = 1
4: while True do
5: pinfeas← ‖b−Ax‖F /(1 + ‖b‖2)
6: dinfeas← ‖Qx+ c−A>y − z‖F /(1 + ‖c‖2)
7: p← NT(x, z) . Compute p for NT direction (NT)
8: Qp ← quad repr(p) . Compute quadratic representation (2.37)
9: ###### PREDICTOR STEP #######

10: d← −∇Fk(x, y)−1Fk(x, y) . Solve system (2.58) with σk = 0
11: ∆x,∆y ← d . Parse solve output
12: ∆z = c+Qx−A>y − z + (Q+ ρI)∆x−A>∆y
13: αp← get step length(x,∆x) . Compute primal step length
14: αd← get step length(z,∆z) . Compute dual step length
15: γ ← 0.9 + 0.09 min{αp, αd}
16: ###### CORRECTOR STEP #######
17: µa ← (x+ αp∆x)>(z + αd∆z)/n
18: if µ < 10−5 then
19: e← max{1, 3 min{αp, αd}}
20: else
21: e← 1

22: σ ← min{1, (µa/µ)e}
23: d← −∇Fk(x, y)−1F̃k(x, y) . Solve system (2.58) with modified right-hand side (2.59)
24: ∆x,∆y ← d . Parse solve output
25: ∆z = c+Qx−A>y − z + (Q+ ρI)∆x−A>∆y
26: αp← γ get step length(x,∆x) . Compute primal step length
27: αd← γ get step length(z,∆z) . Compute dual step length
28: ###### UPDATE VARIABLES #######
29: x← x+ αp∆x
30: y ← y + αd∆y
31: z ← z + αd∆z
32: ###### UPDATE REGULARIZATION PARAMETERS #######
33: ρ, δ ← ρ/5, δ/5
34: ###### UPDATE BARRIER PARAMETER #######
35: µ← x>z/n
36: ###### CHECK EXIT CONDITIONS #######
37: if max{µ, pinfeas, dinfeas} < 10−8 then
38: break
39: return (x, y, z)
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Chapter 3

Interior-point method for contact
friction problem

In this chapter we try apply the framework that is derived in the previous chapter. At first we
formulate the primal dual problems derived in Chapter 1, the optimality conditions and the per-
turbed variant of the problem. After we discuss the necessity of application the regularization and
Nesterov and Todd rescaling.

We consider the primal-dual pair of convex quadratic optimization problem with linear equal-
ity and second-order cone constraints in the form

min(v,ũ)∈Rm×Rnd
1
2v
>Mv + f>v

s.t. ũ = H̃v + w̃

ũ ∈ L̃∗
(FPP*)

maxr̃∈Rnd −1
2v
>Mv − w>r̃

s.t Mv −H>r̃ = −f
r̃ ∈ L̃

(FPD*)

where M ∈ Sn+, f ∈ Rm, H̃ ∈ Rnd×m, w̃ ∈ Rnd are given data. d = 3, m - size of generalized
velocities, n - number of contact points and variables v ∈ Rm, ũ = (ũ1, . . . , ũn) ∈ Rnd, r̃ =
(r̃1, . . . , r̃n) ∈ Rnd where ũi = (ũN , ũT ) ∈ R × Rd−1, r̃i = (r̃N , r̃T ) ∈ R × Rd−1 for i ∈
{1, . . . , n}. The cone L̃ = Kµ1 × · · · × Kµn , where

Kµi := {ũ = (ũN , ũT ) ∈ R× Rd−1 : µiũN ≥ ‖ũT ‖}. (3.1)

It is proved in Chapter 1 that K∗
µi

= K 1

µi
and thus L̃∗ = K 1

µ1
× · · · × K 1

µn
. Since the Jordan

algebra framework which is defined in Chapter 2 can be applied to auto-dual cones we need to do a
change of variable and obtain a conic constraints where the cone is an auto-dual. Let us introduce
a new variable

u = Pµũ, (3.2)

where u = (u1, . . . , un), ui = Pµi ũi, Pµi =

 1
µi

0 0

0 1 0
0 0 1

, and then matrix Pµ will be a composi-

tion of matrices Pµi ∈ Rd×d on the main diagonal

Pµ =


Pµ1 0 . . . 0
0 Pµ2 . . . 0
...

...
. . .

...
0 0 . . . Pµn


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and Pµ ∈ Rnd×nd. Then (FPP*) and (FPD*) rewrites as

min(v,u)∈Rm×Rnd
1
2v
>Mv + f>v

s.t. u = Hv + w,
u ∈ L∗

(FPP)

max(r,v)∈Rnd×Rm −1
2v
>Mv − w>r

s.t Mv −H>r = −f,
r ∈ L

(FPD)

where r = P−>µ r̃, H = PµH̃ , w = Pµw̃, L = K × · · · × K and cone K is a Lorentz cone

K = {u = (uN , uT ) ∈ R× Rd−1 : uN ≥ ‖uT ‖}, (3.3)

and since Lorentz cone is a self-dual cone, then K = K∗ and thus

L∗ = K∗ × · · · × K∗ = K × · · · × K = L. (3.4)

Then, the Jordan algebra framework can be applied.

3.1 The first order optimality conditions

Let us derive the first order optimality conditions for primal and dual problems and formulate it in
terms of the Jordan algebra.

Theorem 3.1.1 (Optimality conditions). If (FPP) and (FPD) have feasible solutions u∗, r∗ such
that u∗ ∈ int(L), r∗ ∈ int(L), then (v, u, r) is an optimal solution pair if and only if

Mv + f −H>r = 0

u−Hv − w = 0

r>u = 0

u ∈ L, r ∈ L

(3.5)

Proof. Following directly from the Theorem A.0.1.

The complementarity constraint r>u = 0 can be replaced by the Jordan product (Lemma
2.2.1)

r ◦ u = Arw(r)Arw(u)e = 0

Thus (3.5) rewrites as 
Mv + f −H>r = 0

u−Hv − w = 0

Arw(r)Arw(u)e = 0

u ∈ L, r ∈ L

(3.6)

3.2 Perturbed optimality conditions

3.2.1 Primal problem

Let us derive the KKT optimality conditions for perturbed fixed-point problem. At first, we note
that there is a variable uwhich belongs to the product of second-order cone. Let us recall, that SDP
problems also have conic constraints X < 0 which means that X belongs to the cone of positive
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semi-definite matrices. A classical approach to introduce a perturbation and thus transform the
conic constrain to the strict one X � 0 is to add the logarithmic barrier term −µ

∑
i ln det(X)

and thus make function not defined outside the cone. We need to do the same for the case with
SOCP.

The canonical barrier function for Lorentz cone is − log(u2
N − ‖uT ‖2) [6]. Note that using

Euclidean Jordan algebra, we have det(u) = u2
N−‖uT ‖2, then perturbed variant of (FPP) rewrites

as
min(v,u)∈Rm×Rnd

1
2v
>Mv + f>v − γ

∑n
i=1 log det(ui)

s.t. u = Hv + w
ui ∈ int(K), i ∈ {1, . . . , n}

(3.7)

Let us derive the optimality conditions for perturbed problem (3.7). Let us define the Lagrangian
for variables (v, u, r) ∈ Rm × Rnd × Rnd.

L(v, u, r) =
1

2
v>Mv + f>v − γ

n∑
i=1

log det(ui) + r>(u−Hv − w).

The optimality conditions are

∇v,uL(v, u, r) = 0, (3.8)

where ∇vL(v, u, r) = Mv + f − H>r and using the fact that ∇ log det(u) = 2u−1 we have
∇uL(v, u, r) = −2γu−1

i + r. Than, KKT conditions will have a form
Mv + f −H>r = 0

r − 2γu−1 = 0

u−Hv − w = 0

ui ∈ int(K), i ∈ {1, . . . , n}

(3.9)

where r ∈ Rnd, r = (r1, . . . , rn) is a dual multiplier for the equality constraint. Then, to eliminate
the inverting of the element u we multiply the second equality from the right by u using Jordan
product and transform the second equality to the following one.

ri ◦ ui − 2γe = 0, ri ∈ int(K), i ∈ {1, . . . , n} (3.10)

Note, that new conic constrain arose for variable r, it is so since the second equation of system
(3.9) leads to the fact that ri = 2γu−1

i for i ∈ {1, . . . , n}. From Jordan algebra we know that if
ui ∈ int(K) then u−1

i ∈ int(K) as well. Thus we obtain the following perturbed KKT conditions
Mv + f −H>r = 0

u−Hv − w = 0

r ◦ u− 2γe = 0

u ∈ int(L), z ∈ int(L)

(3.11)

where L = K × · · · × K, r = (r1, . . . , rn) ∈ Rnd, u = (u1, . . . , un) ∈ Rnd.

3.2.2 Dual problem

Let us also derive the perturbed KKT conditions for the dual problem (FPD) which is transformed
to the following minimization problem

min(r,v)∈Rnd×Rm
1
2v
>Mv + w>r − γ

∑n
i=1 log det ri

s.t Mv −H>r = −f,
ri ∈ int(K), i ∈ {1, . . . , n}

(FPD)
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Let us define the Lagrangian for the variables (v, r, y) ∈ Rm × Rnd × Rm.

L(v, r, y) =
1

2
v>Mv + w>r − γ

n∑
i=1

log det ri + y>(−f −Mv +H>r).

The optimality conditions are

∇v,r,yL(v, r, y) = 0, (3.12)

where∇vL(v, r, y) = Mv −My and using the fact that∇ log det r = 2r−1 we have

∇rL(v, r, y) = −2γr−1 + w +Hy.

Thus we obtain that y = v and after introducing new variable u = Hv + w obtain the following
KKT conditions 

Mv + f −H>r = 0

u− 2γr−1 = 0

u−Hv − w = 0

u ∈ int(L), r ∈ int(L)

(3.13)

where r ∈ Rnd, r = (r1, . . . , rn) is a dual multiplier for the equality constraint. Then, to eliminate
the inverting of the element r we multiply the second equality from the right by r using the Jordan
product and transform the second equality to the following one

u ◦ r − 2γe = 0. (3.14)

Note, that new conic constrain arose for variable u, it is so since the second equation of system
(3.13) leads to the fact that ui = 2γr−1

i for i ∈ {1, . . . , n}. From Jordan algebra we know that if
ri ∈ int(K) then r−1

i ∈ int(K) as well. Thus we obtain the following pertrubated KKT conditions
Mv + f −H>r = 0

u−Hv − w = 0

r ◦ u− 2γe = 0

u ∈ int(L), r ∈ int(L)

(3.15)

where L = K× · · · ×K, r = (r1, . . . , rn) ∈ Rnd, u = (u1, . . . , un) ∈ Rnd. Thus we showed that
optimality conditions for primal and dual problem coincide.

3.3 Newton’s system for fixed-point formulation

Recall that Jordan product is equivalent to product of Arw(x) matrices. Then we have, that

r ◦ u = Arw(r)Arw(u)e, (3.16)

where Arw(r) := Arw(r1)⊕ · · · ⊕ Arw(rn) and Arw(u) := Arw(u1)⊕ · · · ⊕ Arw(un).
Using all which we defied above, the Newton system for primal perturbed problem (3.7) com-

putes as  M 0 −H>
0 Arw(r) Arw(u)
−H I 0

∆v
∆u
∆r

 = −

 Mv + f −H>r
Arw(r)Arw(u)e− 2γkσke

u−Hv − w

 (3.17)

where γk is the current value of barrier parameter and σk is the centering parameter.
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3.4 Primal-dual regularization

Before applying regularization we need to understand that will it be useful or not. Recall that
regularization is being applied either matrix Q is positive semi-definite or constraint matrix A is
degenerate. Let us check this conditions for fixed-point problem (FPP). To do that we need to
formulate this problem in the form of (P). We can observe that the objective function remains and
Q = M . The constraints are not in the same form, thus we do next

u = Hv + w ⇒ Hv − u = −w ⇒
[
H −I

] [v
u

]
= −w.

Then we obtain that A =
[
H −I

]
.

In current work we consider the fixed-point problems where M is strictly positive definite,
thus proximal-point regularization is not necessary to get an invertible Jacobian matrix. Then we
see that constraints are A =

[
H −I

]
where H is always rank deficient but it is clear that A is a

full rank matrix even if H is not. Thus we conclude that augmented-Lagrangian regularization is
idem as well.

3.5 Nesterov and Todd scaling

In this section we shall show that Nesterov and Todd scaling is necessary to define well-defined IP
algorithm for solving fixed-point problem. To do that let us consider the system (3.17). We write
it in condensed kind with respect to variable ∆r.

Let us multiply the first row by HM−1 and sum with the third row to eliminate variable v.
Thus we obtain[

I −HM−1H>

Arw(r) Arw(u)

] [
∆u
∆r

]
= −

[
u− (w −HM−1f)−HM−1H>r

Arw(r)Arw(u)e− 2γkσke

]
.

After, we multiply the the second row by −Arw(r)−1 and sum with the first one to eliminate
variable u. Defining W = HM−1H> and q = w −HM−1f we obtain

−
(
W + Arw(r)−1Arw(u)

)
∆r = −(u− q −Wr − Arw(r)−1(Arw(r)Arw(u)e− 2γkσke))

= −(u− q −Wr − Arw(u)e+ 2γkσkArw(r)−1e)

= Wr + q − 2γkσkArw(r)−1e,

and finally (
W + Arw(r)−1Arw(u)

)
∆r = −

(
Wr + q − 2γkσkArw(r)−1e

)
. (3.18)

Note that W is always degenerate since H is always rank deficient matrix thus using Example 1
we conclude that system (3.18) is not well-defined and IP algorithm as well.

In opposite to that let us show that Nesterow and Todd rescaled Newton system is well defined.
Let us use the results in Chapter 2 and apply Lemma 2.5.6 to system (3.17). Thus we obtain new
system M 0 −H>

0 Arw(Qp−1r)Qp Arw(Qpu)Qp−1

−H I 0

∆v
∆u
∆r

 = −

 Mv + f −H>r
Arw(Qp−1r)Arw(Qpu)e− 2γkσke

u−Hv − w

 .
Then consequently multiplying the second row by Arw(Qpu)−1 and Qp obtain the following
system
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 M 0 −H>

0 Qp Arw(
¯
r)Arw(ū)−1Qp I

−H I 0


∆v

∆u

∆r

 = −

Mv + f −H>r
r − 2γkσkQpū

−1

u−Hv − w

 .
Then, using the fact that

¯
z and ū points to the same variable, we obtain Arw(

¯
z)Arw(ū)−1 = I and

thus system rewrites as

 M 0 −H>

0 Qp2 I

−H I 0


∆v

∆u

∆r

 = −

Mv + f −H>r
r − 2γkσkQpū

−1

u−Hv − w

 . (3.19)

Then, let us multiply the first row by HM−1 and sum with the third row to eliminate variable v.

[
I −HM−1H>

Qp2 I

][
∆u

∆r

]
= −

[
−HM−1H>r + (w −HM−1f) + u

r − 2γkσkQpū
−1

]
.

After, we multiply the second row by −Q−1
p2

= −Qp−2 and sum with the first row obtain

−(HM−1H> +Qp−2)∆r = −HM−1H>r + (w −HM−1f) + u−Qp−2r + 2γkσkQp−1 ū−1.

Then we observe that HM−1H> is symmetric and positive semi-definite, Qp−2 is symmetric and
positive definite thus the sum of these matrices will be positive definite matrix.

Finally, we conclude that Nesterov and Todd rescaling is mandatory for defining a well-defined
IPM for fixed-point problem.
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Chapter 4

Numerical experiments

In this chapter we present the results obtained from numerical experiments. The goal of these
experiments was to understand the numerical behavior of Nesterov and Todd scaled and not scaled
Interior-point method. Also we describe some results about properties of reduced and not reduced
Newton systems.

All experiments were provided for 4 types of Newton systems:

• Original not scaled M 0 −H>
0 Arw(r) Arw(u)
−H I 0

∆v
∆u
∆r

 = −

 Mv + f −H>r
Arw(r)Arw(u)e− 2γkσke

u−Hv − w

 , (4.1)

• Reduced not scaled M 0 −H>
0 Arw(u)−1Arw(r) I
−H I 0

∆v
∆u
∆r

 = −

Mv + f −H>r
r − 2γkσke
u−Hv − w

 , (4.2)

• Original scaled M 0 −H>
0 Arw(

¯
r)Qp Arw(ū)Qp−1

−H I 0

∆v
∆u
∆r

 = −

 Mv + f −H>r
Arw(

¯
r)Arw(ū)e− 2γkσke
u−Hv − w

 , (4.3)

• Reduced scaled  M 0 −H>

0 Qp2 I

−H I 0


∆v

∆u

∆r

 = −

Mv + f −H>r
r − 2γkσkQpū

−1

u−Hv − w

 . (4.4)

”Scaled” means that we apply Nesterov and Todd rescaling technique; ”Reduced” means that we
try to symmetrize the Jacobian by multiplying on the inverse of some matrix.

All these systems were tested on 4 types of contact friction problem: Capsules, Spheres, BoxS-
tacks and KaplasTower which were taken from FCLib open library. These problems describe two
kind of contact friction problems: with sliding and without sliding. This information says that
in the first case the solution is on the boundary of cone, but not in the second. In the following
sections we present the performance profiles [9] for each of these problems with different stopping
tolerance: 10−8, 10−10, 10−12.

Also, for each of these problems, the data characterization is following:

• Matrix M ∈ Rm×m is a sparse symmetric block-diagonal positive definite matrix, where m
is a size of vector of generalized velocities v.

• Matrix H ∈ Rnd×m is a rectangular sparse matrix where n is a number of contacts, d = 3.
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CHAPTER 4. NUMERICAL EXPERIMENTS

4.1 Capsules

We consider ”Capsules” problem and present the profiles for different tolerances for 4 types of
solvers.

Figure 4.1: Capsules problem (sliding).

(a) Capsules profile for tol = 10−8 (b) Capsules profile for tol = 10−10

Figure 4.3: (c) Capsules profile for tol = 10−12
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4.2. SPHERES

4.2 Spheres

We consider ”Spheres” problem and present the profiles for different tolerances for 4 types of
solvers.

Figure 4.4: Spheres problem (sliding).

(a) Spheres profile for tol = 10−8 (b) Spheres profile for tol = 10−10

Figure 4.6: (c) Spheres profile for tol = 10−12
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4.3 BoxStacks

We consider ”BoxStacks” problem and present the profiles for different tolerances for 4 types of
solvers.

Figure 4.7: BoxStacks problem (no sliding).

(a) BoxStacks profile for tol = 10−8 (b) BoxStacks profile for tol = 10−10

Figure 4.9: (c) BoxStacks profile for tol = 10−12
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4.4. KAPLASTOWER

4.4 KaplasTower

We consider ”KaplasTower” problem and present the profiles for different tolerances for 4 types
of solvers.

Figure 4.10: KaplasTower problem (no sliding).

(a) KaplasTower profile for tol = 10−8 (b) KaplasTower profile for tol = 10−10

Figure 4.12: (c) KaplasTower profile for tol = 10−12
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4.5 Performance profiles analysis

After analyzing all these profiles we can conclude the following statements:

1. When we try to reduce system by multiplying on the inverse of some matrix it reduces the
number of problems which can be solved with high accuracy. It can be observed on each of
profiles when we look at the red (original) and yellow (reduced) profiles.

2. For the tolerance equal to 10−8 the difference between (4.1) and (4.3) for speed and total
computational time, are comparatively small. But with the increase of tolerance, (4.3) loses
the ability to solve a big part of problems. It is true for ”Capsules” and ”Spheres” problems.
We observe this behavior because more constraints are on the on the boundary of the cone
for these kind of problems.

3. IP which is based on system (4.4) can solve from 0% to 20% problems with accuracy 10−12

for problems with sliding (Capsules, Spheres) and even for problem with no sliding (BoxS-
tacks). If we compare the solvers with systems (4.4) and (4.3) we observe that in each case
(4.3) is better than (4.4). It also confirms the fact that reducing system is a bad idea.

4. It can be observed that solver which is based on Newton system (4.1) is the best solver which
can solve more that 90% of all problems with accuracy 10−12. However, theoretically, it is
not well defined that was illustrated in Example 1.

5. Systems (4.3) and (4.4) are theoretically well-defined but in practice these solvers can not
obtain a solution for high stopping tolerance.

To conclude about these solvers we can say that if for some purposes the tolerance 10−8 is
enough, people should use solver which is based on Newton system (4.3). This solver is well
defined and can efficiently solve 100% problems. But if this tolerance is not enough, people
should used solver with system (4.1). This solver is not well-defined but in practice it can solve
more than 90% of all problems with accuracy 10−12.

4.6 Newton system conditioning

Then, let us present the plots with a behavior of some representative parameters which characterize
the Newton systems and converging process during iterations. These parameters are minimal and
maximal singular value of the Jacobian, conditioning number, duality gap and the norm of the
residuals. From the performance profiles we can deduce that ”Capsules” is the hardest problem
for ”Scaled” system since no problem can be solved with the small tolerance. So, it is interesting to
observe the above parameters for this problem with ”Scaled” (4.4) and ”Not scaled” (4.1) system.
We present the following plots for ”Capsules” problem with n = 83, n = 101 and n = 128
number of contacts. The plots show the value of chosen parameters on each iteration. The stopping
tolerance is 10−8.

Thus we can observe that

1. The conditioning number tends to infinity much faster for solver with the ”Scaled” system
than for ”Not scaled”.

2. The number of iterations which is required for convergence for ”Not scaled” solver is twice
less than for ”Scaled”.
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4.6. NEWTON SYSTEM CONDITIONING

(a) System (4.4) (b) System (4.1)

Figure 4.13: Parameters’ behaviors for ”Capsules” problem with n = 83 contacts.

(a) System (4.4) (b) System (4.1)

Figure 4.14: Parameters’ behaviors for ”Capsules” problem with n = 101 contacts.

(a) System (4.4) (b) System (4.1)

Figure 4.15: Parameters’ behaviors for ”Capsules” problem with n = 128 contacts.
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Conclusion

In this work we focus on the application of Interior-point method for solving convex quadratic
optimization problem (fixed-point problem) with the second order cone constraints. The origin is
a mechanical system which describes the contact friction under the Coulomb’s law. The goal of
this work was to apply Interior-point method under the framework of Euclidean Jordan algebra [3]
and primal-dual regularization [2] for solving fixed-point problem. Inside the Jordan algebra, we
tried to understand if with Nesterov and Todd rescaling [3] we can build a well-defined algorithm
which is also a numerically stable for contact friction problems.

The results are following:

1. We applied Nesterov and Todd rescaling for this kind of problem and observed some diffi-
culties. From theoretical point of view, after applying NT, we obtain well-defined algorithm
with good theoretical properties. However, in practice (see Section 4.6 Newton system
conditioning), we observe that with this kind of rescaling, the Jacobian becomes badly con-
ditioned very fast during the iterations. It is so since during computation of rescaling matrix
we do a Jordan inverse and then put this element to the square. Also, problems comes from
the fact that if solution is on the boundary, then algorithm can not converge with a high
accuracy.

2. The main reason of NT rescaling is that algorithm is not well-defined without it (see Ex-
ample 1). However in practice, from performance profiles in Chapter 4, we observe that if
we don’t do rescaling and moreover we don’t reduce Newton system to obtain condensed
form, algorithm converges much faster (the count of iterations is twice less) and with a high
accuracy (ε = 10−12) even if the solution is on the boundary (”Capsules” and ”Spheres”
problems).

3. We adapted a framework of [2] to conic constraints problems and tried to apply it to fixed-
point optimization problem. We observed (see Section 3.4 Primal-dual regularization) that
regularization gives no effect on this formulation of the problem.
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Appendix A

Duality result for convex quadratic
problem with conic constraints

Theorem A.0.1. Let Q ∈ Rntimesn be a symmetric and positive semi0definite, c ∈ Rn, A ∈
Rm×n and b ∈ Rm. Let us denote by K a regular convex cone of Rn. Let us denote by K∗ its
dual, i.e., K∗ = {z ∈ Rn : x>z ≥ 0, ∀x ∈ K}. Consider the convex QP

min q(x) := 1
2x
>Qx+ c>x

s.t. Ax = b,
x ∈ K

(A.1)

The dual of (A.1) is the problem

max p(x, y) := −1
2x
>Qx+ b>y

s.t. Qx−A>y + c ∈ K∗
(A.2)

More precisely, the following properties are satisfied:

(i) (Weak duality) Suppose that (x, y) ∈ Rn+m is primal-dual feasible i.e. Ax = b, x ∈ K,
Qx−A>y+ c ∈ K∗, then p(x, y) ≤ q(x). In particular if (A.1) (resp. (A.2)) is unbounded,
then (A.2) (resp. (A.1)) is infeasible.

(ii) If x̄ is an optimal solution of (A.1) and if (A.1) is strictly feasible (i.e. there exists x̄ ∈ int(K)
such that Ax = b), then there exists ȳ ∈ Rm such that (x̄, ȳ) is an optimal solution (A.2).

(iii) Conversely, if (x̄, ȳ) is an optimal solution for (A.2) and (A.2) is strictly feasible (i.e there
exists (x, y) ∈ Rn+m such that Qx − A>y + c ∈ int(K∗)), then there exists an optimal
solution x∗ ∈ Rn to (A.1) such that Qx∗ = Qx̄.

Proof. Let us prove (i). Let (x, y) ∈ Rn+m be a primal-dual feasible solution. Because x ∈ K,
(Qx−A>y + c) ∈ K∗ and Ax = b, we have

0 ≤ x>(Qx−A>y + c)

= x>Qx− b>y + c>x.

We deduce that

p(x, y) = −1

2
x>Qx+ b>y

≤ −1

2
x>Qx+ x>Qx+ c>x

= q(x)

(A.3)
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CONSTRAINTS

To prove (ii), let x̄ ∈ Rn be an optimal solution of (A.1). Let us consider the linear problem

min f(x) := −1
2 x̄
>Qx̄+ x̄>Qx+ c>x

s.t. Ax = b,
x ∈ K

(A.4)

Because the problems (A.1) and (A.4) are convex, x̄ is optimal for (A.1) and ∇q(x̄) = ∇f(x̄) =
Qx̄+ c, x̄ is also an optimal solution for (A.4).

By SOCP duality, it can be easily shown (see, e.g. [8] Theorem 11.23) that the dual of the
problem (A.4) is

max g(y, z) := −1
2 x̄
>Qx̄+ b>y

s.t. Qx̄−A>y + c ∈ K∗ (A.5)

Since it is assumed that there exists an optimal solution x̄ of (A.4) and that this problem is
strictly feasible, the problem (A.5) has an optimal solution ȳ ∈ Rm and the strong duality holds,
that is f(x̄) = g(ȳ), see [8] Theorem 11.23. This implies that

b>ȳ = x̄>Qx̄+ c>x̄. (A.6)

Let us show that (x̄, ȳ) is optimal for (A.2). Let (x, y) be a feasible solution for (A.2). By
using the convexity of the quadratic form defined by the matrix Q, we have

1

2
x>Qx ≥ 1

2
x̄>Qx̄+ x̄>Q(x− x̄).

By using this inequality and (A.6) then we deduce that

p(x̄, ȳ)− p(x, y) = −1

2
x̄>Qx̄+ b>ȳ +

1

2
x>Qx− b>y

≥ x>Q(x− x̄) + b>ȳ − b>y
= x̄>Qx+ c>x̄− b>y.

Since (x, y) is feasible for (A.2), Qx−A>y+ c ∈ K∗ and x̄ is feasible for (A.1), x̄ ∈ K, we have

x̄>Qx ≥ x̄>A>y − c>x̄ = b>y − c>x̄

We then deduce that
p(x̄, ȳ)− p(x, y) ≥ 0,

which shows that (x̄, ȳ) is optimal for (A.2). Finally by using (A.6) we have

p(x̄, ȳ) = −1

2
x̄>Qx+ b>ȳ =

1

2
x̄>Qx+ c>x̄ = q(x̄),

which ends the proof of (ii).
To prove (iii), it suffices to reformulate the problem (A.2) under the standard form (A.1) and

then apply (ii). To do that we introduce new variables x ← x+ − x−, with x+ ≥ 0 and x− ≥ 0,
y ← y+ − y−, with y+ ≥ 0 and y− ≥ 0, and add the slack variable z ∈ K∗, so that the problem
(A.2) becomes

min 1
2

[
x+

x−

]> [
Q −Q
−Q Q

] [
x+

x−

]
−
[
b
−b

]> [
y+

y−

]
s.t.

[
−Q Q A> −A> I

]
ξ = −c,

ξ :=


x+

x−

y+

y−

z

 ∈ L := R2n+2m
+ ×K∗.

(A.7)
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Suppose that ξ̄ is an optimal solution of the problem (A.7). By assumption, the problem (A.2)
is strictly feasible, therefore there exist (x, y) such that Qx − A>y + c ∈ int(K∗). Then set
ξ = (|x|+ ε, | − x|+ ε, |y|+ ε, | − y|+ ε,Qx−A>y+ c) for some ε > 0 and where the absolute
value is applied component by component. We have ξ ∈ int(L∗), therefore the problem (A.7) is
also strictly feasible then by (ii) where exists ū ∈ Rn such that (ξ̄, ū) is an optimal solution of

max −1
2(x+ − x−)>Q(x+ − x−) + c>u

s.t.


Qx+ −Qx− −Qu
−Qx+ +Qx− +Qu

−Au− b
Au+ b
−u

 ∈ L∗.
(A.8)

It can be easily shown that L∗ = R2n+2m
+ × K. By making the substitution x+ − x− ← x and

−u ← v, changing max to min and simplifying the constraints, x̄ = x̄+ − x̄−, v̄ = −ū is an
optimal solution of

min 1
2x
>Qx+ c>v

s.t. Qv = Qx,
Av = b,
v ∈ K

(A.9)

It follows that v̄ is an optimal solution of (A.1), because v̄ satisfies the constraints of (A.1) and
since Qv̄ = Qx̄, we have v̄>Qv̄ = v̄>Qx̄ = x̄>Qx̄.
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