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Despite recent advances in artificial intelligence and machine learn-
ing, many tasks still require human contributions. With the grow-
ing availability of Internet, it is now possible to hire workers on
crowdsourcing marketplaces. Many crowdsourcing platforms have
emerged in the last decade: Amazon Mechanical Turk, Figure Eight?,
Wirk3, etc. A platform allows employers to post tasks, that are then
realized by workers hired from the crowd in exchange for some
incentives [3, 19]. Common tasks include image annotation, sur-
veys, classification, recommendation, sentiment analysis, etc. [7].
The existing platforms support simple, repetitive and independent
micro-tasks which require a few minutes to an hour to complete.

However, many real-world problems are not simple micro-tasks,
but rather complex orchestrations of dependent tasks, that process
input data and collect human expertize. Existing platforms provide
interfaces to post micro-tasks to a crowd, but cannot handle com-
plex tasks. The next stage of crowdsourcing is to build systems to
specify and execute complex tasks over existing crowd platforms.
A natural solution is to use workflows, i.e., orchestrations of phases
that exchange data to achieve a final objective. Figure 1 is an exam-
ple of complex workflow depicting the image annotation process
on SPIPOLL [5], a platform to survey populations of pollinating
insects. Contributors take pictures of insects that are then classified
by crowdworkers. Pictures are grouped in a dataset Dy, input to
node po . Djp, is filtered to eliminate bad pictures (fuzzy, blurred,...)
in phase pg. The remaining pictures are sent to workers who try to
classify them. If classification is too difficult, the image is sent to an
expert. Initial classification is represented by phase p; in the work-
flow, and expert classification by p. Pictures that were discarded,
classified easily or studied by experts are then assembled in a result
dataset Doy in phase py, to do statistics on insect populations.

Workflows alone are not sufficient to crowdsource complex tasks.
Many data-centric applications come with budget and quality con-
straints: As human workers are prone to errors, one has to hire
several workers to aggregate a final answer with sufficient confi-
dence. An unlimited budget allows hiring large pools of workers
to assemble reliable answers for each micro-task, but in general,
a client for a complex task has a limited budget. This forces to
replicate micro-tasks in an optimal way to achieve the best possible
quality, but without exhausting the given budget. The objective is
hence to obtain a reliable result, forged through a complex orches-
tration, at a reasonable cost.

Several works consider data centric models, deployment on
crowdsourcing platforms, and aggregation techniques to improve
data quality (see [11] for a more complete bibliography). First, coor-
dination of tasks has been considered in languages such as BPMN
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Figure 1: A workflow from SPIPOLL

[18], BPEL [17], or workflow nets [23], a variant of Petri nets dedi-
cated to business processes. They allow parallel or sequential ex-
ecution of tasks, fork and join operations to create or merge a
finite number of parallel threads. Some works propose empirical
solutions for complex data acquisition, mainly at the level of micro-
tasks [7, 15]. Crowdforge uses Map-Reduce techniques to solve
complex tasks [13]. Turkit [16] builds on an imperative language,
that allows for repeated calls to services provided by a crowdsourc-
ing platform. Turkomatic [14] implements a Price, Divide and Solve
loop, that asks crowd workers to split task into orchestrations of
subtasks, and repeats this operation up to the level of micro-tasks.

In this work, we assemble answers returned by workers with so-
called aggregation techniques. The simplest aggregation is majority
voting (MV), a mechanism that considers the most returned answer
as ground truth. MV can be improved by giving more weight to
competent workers. Other approaches use Expectation Maximiza-
tion (EM), and consider workers competences to synthesize the
most probable correct answer. Competences are expressed in terms
of accuracy (ratio of correct answers) or in terms of recall and speci-
ficity (that considers correct classification for each possible type of
answer). It is usually admitted [26] that recall and specificity give a
finer picture of worker’s competence than accuracy. Zencrowd [6]
uses EM to aggregate answers, and defines competences via accu-
racy. Workers accuracy and ground truth are hidden variables that
must be discovered in order to minimize the deviations between
workers answers and aggregated conclusion. D&S [4] uses EM to
synthesize answers that minimize error rates from a set of patient
records. It considers recall and specificity, but not the difficulty of
tasks. [12] proposes an algorithm to assign tasks to workers, syn-
thesize answers, and reduce the cost of crowdsourcing. It assumes
that all tasks have the same difficulty, and that workers reliability is
a static probability to return a correct value (i.e., the ground truth)
that applies to all types of tasks. EM is used by [20] to discover recall
and specificity of workers, discover the best experts, and estimate
the ground truth. Most of the works cited above consider expertise
of workers but do not address tasks difficulty. Approaches such as
GLAD [25] or [2] also estimate tasks difficulty to improve quality
of answers aggregation on a single batch of Boolean tagging tasks.

A few papers on data aggregation focus on costs optimization.
CrowdBudget [22] is an approach that divides a budget B among
K existing tasks to replicate them and then aggregate answers
with MV. Crowdinc [21] is an EM-based aggregation technique that
considers task difficulty, recall and specificity of workers to realize a
single batch of micro tasks with a good trade-off between costs and
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data quality. It computes accuracy of an aggregation, and launches
new tasks dynamically.

Some works consider deployment of tasks, i.e., synthesis of
strategies to hire workers and parallelize realization of batches
of tasks. The objective is to improve costs and latency, i.e., the
time needed to treat a complete batch with an optimal deployment.
CLAMSHELL [10] focuses on latency improvement. It affects work-
ers to batches of tagging tasks and detects staggers. To speed up
tasks completion, some batches are replicated. Pools are assembled
and maintained by rewarding workers for waiting. This approach
improves latency, but increases costs. [8] proposes to compute the
best static deployment policies in order to achieve an optimal utility
(i.e., a weighted sum of overall cost and accuracy) using sequencing
or parallelization of tasks. This approach uses a costly exhaustive
search which limits the size of deployment problems that can be
considered. [24] is a recommendation technique for deployments,
that allows parallelization of tasks, sequential composition, and
use of machines to solve open tasks such as translation or text
writing. This approach builds on optimization techniques to find
deployments that reduces latency and improves quality of data.

In this work we propose a solution for the efficient realization
of complex tasks. We use a workflow model to orchestrate complex
tasks, replicate/distribute them and aggregate the returned results
before passing the forged dataset to the next tasks. We extend the
complex workflow model of [1], and use the aggregation technique
of Crowdinc [21] to forge reliable answers. Our workflow model
orchestrates tasks and work distribution according to a dynamic
policy that considers confidence in aggregated data and the cost to
increase this confidence. A workflow can be seen as an orchestration
of phases, where the goal of each phase is to tag records from its
input dataset. The output of a phase is used as input for the next
ones in the workflow. A complex task terminates when the last of its
phases has completed its tagging. For simplicity, we consider simple
Boolean tagging tasks that associate a tag in {0, 1} to every record in
a dataset. Each tagging task on each record is performed by several
workers to reduce errors, and the answers are assembled using an
aggregation technique. We assume that workers are uniformly paid.
For each record, one of the possible answers (the ground truth) is
correct, and an aggregated answer is considered as reliable if its
probability to be the ground truth (computed with aggregation) is
high. Hiring more workers to tag records increases the reliability
of the aggregated answer. The overall challenge is hence to realize
a workflow within a given budget By, while guaranteeing that the
final dataset forged during the last phase of the workflow has a
high probability to be the ground truth.

Design choices influence realization and quality of workflows
realization. First, the chosen aggregation technique influences the
quality of the final results. Furthermore, the mechanisms used to
hire workers impacts costs and accuracy of answers. The simplest
way to replicate micro-tasks is static execution, i.e., affect an identi-
cal fixed number of workers to each micro-task in the orchestration
without exceeding budget By. On the other hand, one can allocate
workers to tasks dynamically. One can wait in each phase to achieve
a sufficient reliability of answers for all records of the input before
forwarding data. This is called a synchronous execution of a work-
flow. Last, one can eagerly forward records with reliable tags to the
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next phases without waiting for the total completion of a phase.
This is called an asynchronous execution.

We then study execution strategies for complex workflows in
different contexts. We consider several types of workflows, differ-
ent aggregation mechanisms (namely Majority Voting (MV) and
Expectation Maximization (EM) [9]), several distributions of data,
difficulty of tasks and workers expertize. We evaluate the cost and
accuracy of workflows execution in these contexts under static,
synchronous and asynchronous assignment of workers to tasks.
Unsurprisingly, dynamic distribution of work saves costs in all cases.
A more surprising result is that synchronous realization of complex
tasks is in general more efficient than asynchronous realization.
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