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Abstract: In the last decade, FPGAs appeared as a credible alternative for big data and high-
performance computing applications. However, programming an FPGA is tedious: given a function
to implement, the circuit configuration must be built from scratch by the developer. Hence the
emergence of high-level circuit compilers (high-level synthesis, HLS), able to translate a C program
to an FPGA circuit configuration. Unlike software parallelization, there is no operating system to
place the computation and the memory at runtime. All the parallelization decisions must be done
at compile time. In this report, we address the compilation of data placement under parallelism and
resource constraints. We propose an HLS algorithm able to partition the data across memory banks,
so parallel access will target distinct banks to avoid data transfer serialization. Our algorithm is
able to minimize the number of banks and the maximal bank size.
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Multibanking affine pour la synthèse de haut-niveau

Résumé : Dans la dernière décennie, les FPGA sont apparus comme une alternative crédible
pour le big data et le calcul haute performance. Malheureusement, la programmation des FPGA
requiert la conception d’une configuration de circuit, ce qui est hors d’atteinte pour un pro-
grammeur. D’où l’émergence de la synthèse de circuit haut-niveau (High-Level Synthesis, HLS),
capable de compiler un code C canonique en configuration de circuit FPGA. Contrairement à
la parallélisation logicielle, toutes les décisions de placement des données et des calculs doivent
être prises statiquement, à la compilation. Dans ce rapport, nous étudions la compilation d’un
placement de données sous contrainte de parallélisme et de taille. Nous proposons un algorithme
de HLS capable de partitionner les données sur des bancs, de sorte que deux données accédées
en même temps soient sur deux bancs différents, et puissent ainsi être accessibles en parallèle.
Notre algorithme est capable de trouver une partition qui minimise le nombre de bancs et la
taille maximale d’un banc.

Mots-clés : Synthèse haut-niveau, FPGA, restructuration des données, modèle polyédrique,
multibanking
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1 Introduction

Since the end of Dennard scaling, the energy efficiency (flop/J) of computers has become a major
challenge as soon as the energy budget is limitated. This particularly applies to embedded sys-
tems and high-performance computers. The best solution is to rely on specialized circuits, which
ultimately trade energy efficiency for programmability. In the last decade, FPGAs appeared
as a credible alternative for big data and high-performance computing applications. However,
programming an FPGA is tedious: given a function to implement, the circuit configuration must
be built from scratch by the developer. Hence the emergence of high-level circuit compilers
(high-level synthesis, HLS) [1, 6, 13, 14, 20], able to translate a C program to an FPGA circuit
configuration. Unlike software parallelisation, there is no parallel runtime to place the compu-
tation and the data among processing elements: all the parallelization decisions must be taken
at compile-time. High-level synthesis tools are now quite efficient for generating finite-state ma-
chines, for exploiting instruction-level parallelism, operator selection, resource sharing, and even
for performing some form of software pipelining, for one given kernel. In other words, it is ac-
ceptable to rely on them for optimizing the heart of accelerators, i.e., the equivalent of back-end
optimizations in standard (software) compilers. However, HLS tools lack high-level paralleliza-
tion algorithms, like those of the polyhedral model [5], hence the need for source-to-source code
optimizers, using the HLS tools as a back-end [4].

In this report, we propose a source-to-source transformation to address the multibanking prob-
lem: data are mapped to distinct memories (banks) so parallel access will target distinct banks to
avoid data transfer serialization. Given a program and a schedule prescribing parallelism, we are
able to infer a complete reorganization of the data into banks and to generate the transformed
program accordingly. This problem has been investigated for simple kernels with perfect loop
nests [7,21,22], usually on convolution-like kernels with differents patterns. We propose a general
HLS algorithm which subsumes these approaches and makes the following contributions:

� We propose a novel and general formalization of the multibanking problem, which subsumes
the previous approaches.

� We propose a complete algorithm to compute our multibanking transformation using the
polyhedral model.

� Our approach minimizes the number of banks and the maximal bank size, without hindering
parallel accesses.

This report is structured as follows. Section 2 introduces the problem of multibanking and
the polyhedral model. Section 3 presents the related work. Section 4 presents our algorithm
for multibanking. Section 5 presents our experimental results. Finally, Section 6 concludes this
report and outlines future work.

2 Preliminaries

This section introduces the multibanking problem and the polyhedral model, the compilation
framework used by our multibanking approach.

2.1 Multibanking

The main advantage of circuit programming is to tune finely large scale of parallelism while
optimizing energy consumption. Unlike software parallelization, there is no parallel runtime, nor
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4 Lasfar & Alias & Moy & Neveu & Carré

for(i=1; i<N-1; i++)

for(j=1; j<N-1; j++)

out[i,j] =

in[i-1,j-1]+in[i-1,j]+in[i-1,j+1]+

in[i,j-1] +in[i,j] +in[i,j+1] +

in[i+1,j-1]+in[i+1,j]+in[i+1,j+1]; //S

i

j
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bank 5
bank 6
bank 7
bank 8

(a) 2D convolution product (b) Bank mapping

Figure 1: A simple example

hardware to rule computation/data placement and communications. Almost everything must
be orchestrated at compile time. In particular, parallelism must come with efficient memory
accesses, which enable parallel reads/writes as would do a cache coherence protocol. Hence the
idea of multibanking: data are mapped to distinct memories (banks) so that parallel accesses will
target distinct banks to avoid data transfer serialization. We illustrate the problem on the 2d
convolution product, illustrated in Figure 1.(a). The loop is assumed to be executed in sequence,
then array accesses are done in parallel.

Because of memory limitation, parallel references must be mapped to different banks. A
solution depicted on Figure 1.(b) is to put each reference in(i, j) into memory bank bankin(i, j) =
3i+ j mod 9 at offset offsetin(i, j) = i mod N . In general, we seek affine mappings banka :
~i 7→ φa(~i) mod σ( ~N) and offseta :~i 7→ ψa(~i) mod τ( ~N) for each array a where φa, ψa, σ and
τ are affine functions. Note that those reallocation functions map different arrays to a common
array memory organized with outer bank dimensions and inner offset dimensions. The size of
that common memory is Πdσ

d( ~N)×Πdτ
d( ~N), where σd( ~N) denotes the d-th dimension of vector

σ( ~N).

In this paper, we present a general algorithm to compute these functions such that parallel
accesses are granted while minimizing the number of memory banks and their size. We use the
formalism and the building blocks of the polyhedral model to express our algorithm.

2.2 Polyhedral model

The polyhedral model [8, 9, 11, 17, 18] is a general framework to design loop transformations,
historically geared towards source-level automatic parallelization [11] and data locality improve-
ment [5]. It abstracts loop iterations as a union of convex polyhedra – hence the name – and
data accesses as affine functions. This way, precise – iteration-level – compiler algorithms may
be designed (dependence analysis [8], scheduling [9] or loop tiling [5] to quote a few) . The poly-
hedral model manipulates program fragments consisting of nested for loops and conditionals
manipulating arrays and scalar variables, such that loop bounds, conditions, and array access
functions are affine expressions of surrounding loops counters and structure parameters (input
sizes, e.g., N)). Thus, the control is static and may be analysed at compile-time. With polyhe-
dral programs, each iteration of a loop nest is uniquely represented by the vector of enclosing
loop counters ~i. The execution of a program statement S at iteration ~i is denoted by 〈S,~i〉 and
is called an operation or an execution instance. The set DS of iteration vectors is called the
iteration domain of S. On Figure 1.(a) we have a single statement S with the iteration domain
DS = {(i, j) | 1 ≤ i, j < N − 1}.

Inria



Affine Multibanking for High-Level Synthesis 5

Scheduling A schedule θS assigns each operation 〈S,~i〉 with a timestamp θS(~i) ∈ (Zd,�).
Intuitively, θS(~i) is the iteration of 〈S,~i〉 in the transformed program. A schedule is correct if
〈S,~i〉 → 〈T,~j〉 ⇒ θS(~i) � θT (~j), where → denotes the dependence relation between operations.
The lexicographic order ensures that the dependence is preserved. A schedule prescribes an
execution order and a parallelism between operations. Two operations 〈S,~i〉 and 〈T,~j〉 are
executed in parallel iff θS(~i) = θT (~j). All the accesses (read, write) for both operations are
executed in parallel. If d1 and d2 are such accesses, we write d1 ‖θ d2. Back to our example,
assuming θS(i, j) = (i, j), the loop nest is simply executed sequentially, and the parallel accesses
are those of a single operation 〈S, i, j〉. For instance a[i− 1, j − 1] ‖θ a[i− 1, j].

Data reuse & array liveness A schedule prescribes an execution order, hence a repartition
of liveness intervals for each data element. With polyhedral programs, we focus on arrays, which
contain most of the data when dealing with data/compute intensive loop kernels. Two array
cells a(~i) and b(~j) are in conflict iff there liveness intervals intersect. Formally, iff there exists
operations writing a(~i) (Wa) and writing b(~j) (Wb) and operations reading a(~i) (Ra) and reading
b(~j) (Rb) such that the intervals [Wa, Ra] and [Wb, Rb] intersect:

θ(Wa)� θ(Rb) and θ(Wb)� θ(Ra)

In that case, we write a(~i) ./θ b(~j). ./θ is called the conflict relation.

3 Related work

This section presents different existing approaches to optimize memory bank allocation, with an
emphasis on FPGA.

3.1 Memory partitioning

Cong et al. [7] propose a formulation of the problem of memory bandwidth limit applied to
FPGAs. They propose a first solution for memory partitioning, where memory is divided into
several blocks that are distributed into BRAMs in a cyclic manner. The approach is limited
in several ways: it is restricted to perfect loop nests, and can only deal with a single array.
Furthermore, the algorithm proposed does not always find a partitioning that allows an optimal
scheduling. It can be necessary to modify the schedule to get an acceptable solution.

Wang et al. [22] reuse the results from [7] to propose a code transformation that allows an
optimal schedule in the case of perfect loop nests. An important difference with the previous
approach is the fact that programs using several arrays are properly handled. The number of
memory banks is also optimized thanks to a memory merging algorithm, that reduces the number
of memory banks without sacrificing performance.

Wang et al. [21] extend the work from [7]. The underlying framework is the same, but the
solution provides a finer partitioning. The algorithm consists in finding the hyperplanes along
which the array is to be partitioned. The obtained partitioning allows respecting the target
schedule. Data in different banks are addressed using Ehrhart points counting, which leads to
a complex address management logic. A heuristic is proposed to reduce this overhead using
padding. While the heuristic is good for low-dimension array, the d! complexity (d being the
dimension of the array) makes it harder to apply for high-dimensionality arrays.

Gallo et al. extend the work from Wang and Cong in [12]. They show that solutions can
be represented using affine integer latices. Cyclic partitioning and hyperplanes-based ones are
included in this representation. An important point in the article is the discussion on the impact
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6 Lasfar & Alias & Moy & Neveu & Carré

of the area required by bank switching logic to implement banks. Hyperplane-based solutions
can respect the optimal schedule, but it is possible to express other solutions respecting this
schedule using less logic to deal with memory addressing.

Figure 2: Partitioning methods for the algorithm in a) : b) lattice-based solution, c) hyperplanes-
based solution, d) cyclic solution [12]

for (i= 0; i < H; i++)

for (j = 0; j < W; j++)

out[i][j] = w0 * in[2 * i][2 * j] +

w1 * in[2 * i + 1][2 * j] +

w2 * in[2 * i][2 * j + 1] +

w3 * in[2 * i + 1][2 * j + 1];

a) b) c) d)

Fig. 2: a) Image Resizing Algorithm b) Lattice-based Solution (4 Banks), c) Hyperplane-based Solution (4 Banks), d) Cyclic
solution (2 Banks)
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Fig. 3: Steering corresponding to several partitioning choices: a) Ideal; b) Bank switching; c) Conflicts. The Datapath is shown
in d)

hyperplane-based solution. In this case, the reference in[2i][2j]
is mapped alternately to Bank 1 or Bank 3 depending on
whether i is even or odd; the same happens for in[2i][2j+1].
This alternation requires more complicated steering logic, as
the output of Bank 1 must be used by both multiplier w0 and
multiplier w2 in alternate cycles. We call this phenomenon
bank switching. Bank switching affects the area of a HLS-
derived circuit in two ways, as illustrated in Figure 3.b). First,
as with bank conflicts, extra multiplexers are needed before
the memory bank address ports. Second, and more important,
we need additional logic at the output of the data ports, since
data channels may be wide and multiplexers with many wide
inputs are very expensive in FPGAs. Moreover, if the HLS tool
is not able to recognize hardware sharing properly, instead of
multiplexers we would incur a replication of the data-path.
The more different banks a certain reference is mapped to,
the worse the consequences of bank switching are in terms of
area. In the worst case, we may have many multiplexers, each
of which has one input for every memory bank. The solution
depicted in Figure 2.(b) is able to avoid both bank switching
and conflicts and leads to the improved data-path shown in
Figure 3.(a). It cannot be obtained by using a hyperplane-based
method.

IV. RESULTS AND VALIDATION

This section provides some quantitative results concerning
the technique presented above with respect to both latency and
area. The methodology is then compared with a hyperplane-
based strategy and with ordinary cyclic partitioning. Cyclic
partitioning is a special case of hyperplane partitioning [8],
in the same way hyperplane partitioning is a special case of
our lattice-based approach. Furthermore, the section highlights

a few general conclusions on the impact of partitioning on
the quality of results of HLS tools for FPGAs. We used two
benchmarks for evaluations: a 2D-Image Resizing Kernel and
a Gauss-Seidel kernel.

A. Area Overhead

Figure 4.(a) shows the area trends for both the experiments,
when using the Lattice-based technique and varying the num-
ber of memory banks. As far as LUTs are concerned, we have
in both cases a minimum with four banks. In particular, in
the case of the image resize algorithm, four banks completely
avoid conflicts and bank switching. Also for the Gauss-Seidel
kernel, the bank switching is minimized using four banks. By
decreasing the number of banks we introduce conflicts (but
no switching), whereas by increasing them we cause bank
switching (but no conflicts) and, as a consequence, a larger
area overhead. One interesting conclusion is that, although
handling more memory ports requires additional logic for
address and control signals generation, the area may decrease
due to conflicts and switching. One of the conclusions drawn
from this work is thus that memory partitioning may be used
for area reduction, as well as performance improvement.

Returning to Figure 4.(a) and looking at FFs, they generally
decrease as the number of banks is increased, since we require
them in case of conflicts to keep data stable at the input of
operators while sequentially reading data from banks. More
specifically, under the same conditions in terms of bank switch-
ing (i.e. the same number of memory references switching to
a different memory bank in each iteration) an increase in the
number of memory banks turns into a decrease in the number
of FFs.

In [23], Yin et al. extend the work from [21] in a direction different from Gallo et al. They
improve the efficiency of the computation of hyperplanes and data addressing. This study extends
the previous ones by allowing multiple array accesses in statements. An important point is bank
merging: banks are merged to according to a criterion minimizing the logic.

3.2 Data reuse

An approach complementary to partitioning is to reduce communication. A schedule is inefficient
when it is too sequential, but it is also the case when the program makes numerous accesses to
the slow memory. In this context, [16] proposes, within the polyhedral framework, an algorithm
to find transformations that improve memory locality without reducing the parallelism of a
program. The key idea is loop tiling. The work follows the ones from Alias, Darte and Plesco [4].

3.3 Cache partitioning

In [15], Jones et Hanna propose a cache model for FPGAs. They work on the dependency graph.
In this graph, sets of memory accesses called regions are identified. Statements in different regions
are independent, or indirectly dependent. Each region is then mapped to a cache. Regions can
therefore be executed in parallel efficiently. Regions are combined in order to find an optimal
combination with respect to circuit area and an estimation of the number of cache misses. The
implementation of this approach with an HLS tool such as Vivado HLS is not possible. No
currently available industrial HLS tool support the notion of cache.

The approach from Rogers et al. [19] compares the efficiency of cache compared to block-
based memory architectures (scratchpad memories, SPM). On small sized computations or with
bad memory locality, usage of SPM is more efficient. On larger computations with good memory
locality, a cache memory is preferable. This is no longer true when the computation can be
tiled: using an SPM is then better. The article presents a tool to define automatically the most
efficient architecture.

Inria



Affine Multibanking for High-Level Synthesis 7

Figure 3: Representation of optimal memory architecture for different problems [19]

(identifiable by a unique pointer). It assesses the spatial locality
based on the length of the stride that appears for each variable. It
also assesses the temporal locality by statically measuring the reuse
potential of each variable index. We use Eq. 1, originally described
by Weinburg et al. in [19], to assess the static locality of identified
pointers. For loop and constant indexed pointers the locality calcu-
lated in Stride Measurement is used. For pointers previously marked
as having variable strides, we perform one last trace of the LLVM to
identify the stride between each access.

Lspatial =
∞Õ

str ide=1

P(stride)
stride

(1)

To capture the temporal locality of each variable, we use a modi-
fied version of Eq. 2, sourced from Weinburg et al.[19]. Since the
raw addresses of memory access are not exposed in LLVM, we in-
stead define our reuse distance by the number of memory operations
before a non-loop index is repeated.

Ltemporal =

loд2(N )Õ
i=0

(dist2(i+1) − dist2i ) ∗ (loд2(N ) − i)
loд2(N ) (2)

The spatial and temporal locality measurements are combined
using Eq. 3 and adjusted by a spatial locality weight (ws) and a
temporal locality weight (wt). Since data tiling and vectorization
optimization require high spatial locality, more so than temporal
locality, we place a higher emphasis on spatial locality. The temporal
locality is still an important factor in the performance of cache, so
we still consider its effects even when spatial locality is lower.

Ltotal =
�
ws ∗ Lspatial +wt ∗ Ltemporal

�
∗ 100 (3)

5.2 Memory Assignment
Once a locality level has been assigned to each pointer (variable in-
dex), the Memory Assignment (Stage 4) assigns memory types with
respect to the conceptual graph in Fig. 7. Variable-level memory as-
signment provides the opportunity for dedicated memory allocation
with respect to the behavior of individual variables in the application.
It often results in a hybrid memory model combining the benefits of
cache and SPM.

Fig. 7 summarizes the memory assignment decision with respect
to job size and locality. As the job size and locality of the data in-
creases, cache becomes more efficient due to its selective on-demand
data access. As job size and locality decrease, cache loses its advant-
age over SPM and suffer more memory stalls due to cache-trashing
and the high number of misses. There is a conceptual threshold in
job size and locality which make the cache more preferable over
SPM. Once the locality hits a certain threshold associated with data
having a strong streaming behavior, the assignment changes over to a
tiled SPM as shown in the rightmost sector of Fig. 7. This is because
tiling and double buffering optimizations enable a programmer to
significantly reduce the size of their SPM without exposing stalls to
the datapath.

The greatest advantage of SPM is its capacity to capture the spatial
and temporal locality of data within the granularity of its job size.
One significant drawback of SPM is the power cost of maintaining a
large on-chip memory. The power costs can be mitigated if the data
can be further divided into tiles, but this optimization is limited to

SPMJo
b
 S
iz
e

Locality

SPMJo
b
 S
iz
e

Locality

Cache

Tiled 
SPM

Figure 7: Memory Allocation Graph

streaming data. Cache, in contrast, can bypass this limitation entirely
and offer a transparent interface by directly requesting data as needed
from memory at a higher power cost per Byte of memory. While this
means that a cache will be far less efficient than a similarly sized
SPM, a small cache can achieve parity in efficiency for data that
requires a very large SPM.

5.2.1 Tiling Eligibility. Using the locality approximation, it is
possible to determine the eligibility of a variable for tiling. Vari-
ables with high spatial locality are immediately marked as eligible
for tiling. It is also possible, however, that a variable with lower
locality may still be eligible for tiling to some degree. To identify
this potential, we look at the list of indices associated with the vari-
able. In some cases, a strided access behavior may be obfuscated
by intermediate calculations, such as when a 2-dimensional matrix
is exposed as a 1-dimensional array. In this case, the indices of the
pointer will appear variable in LLVM, but actually point to a loop
index modulated by some intermediate operations. In this case the
the pointer is marked as a potential variable for tiling, however tiling
potential may be severely limited due to low spatial locality.

6 EVALUATION
6.1 Simulation Setup
For the simulation results, we use the Machsuite benchmark suite
[8], dedicated for HWACC research, and gem5-Aladdin [4] for per-
formance and power estimation. Our tool (captured in C++) runs
alongside gem5-Aladdin to identify memory access patterns and
make an automatic memory assignment decision. It will be released
to the public upon publication of this work.

To evaluate our tool, we compare our suggested optimization to a
job-sized SPM and a variable size cache (sized for an optimal power-
stall product). We evaluate the performance of our memory assign-
ment by analyzing the memory stalls introduced to the accelerator
data path. The overall memory efficiency is measured by multiply-
ing stalls by the power consumed by memory. A lower power-stall
product (PSP) is representative of a more efficient memory design.
When tiling is suggested by our tool, we chose the minimum tile size
achievable without significant algorithm modifications. The DMA
engine is assumed to handle scheduling for tiled data in to avoid
unnecessary CPU overheads. In the case of a cache assignment, we
sweep the size of the cache to find the optimal PSP.

4 Our multibanking algorithm

This section presents our multibanking algorithm. We first present the intuitions behind the
derivation of the bank mapping 4.1 and the offset mapping 4.2. Then, we present our algorithm
4.3. Finally we illustrate our algorithm on an example 4.4.

4.1 Deriving the bank mapping

We first present the polyhedral formulation to obtain a correct bank mapping. Then we give a
general formulation to minimise the number of banks.

Finding a correct bank mapping A bank mapping banka(~i) = φa(~i) mod σ( ~N) is correct
w.r.t. the parallel execution prescribed by a schedule θ iff two different memory cells a(~i) and
a(~j) accessed at the same time belong to different banks:

a(~i) ‖θ b(~j) ∧~i 6= ~j ⇒ banka(~i) 6= bankb(~j)

We relax the formulation to postpone the computation of the modulo:

a(~i) ‖θ b(~j) ∧~i� ~j ⇒ φa(~i)� φb(~j)

φa(~i) � φb(~j) means that there exists a dimension d such that φda(~i) < φdb(
~j) and both vectors

are identical above: φ`a(~i) = φ`b(
~j) for all ` < d. Hence, the dimensions of φ might be computed

incrementally across dimensions d with the formulation:

a(~i) ‖θ b(~j) ∧~i� ~j ⇒ φda(~i) ≤ φdb(~j) (1)

Once a dimension φd is found, we focus on the unresolved parallel conflicts (still in the same
bank):

‖θ := ‖θ ∩{(a(~i), b(~j)) | φda(~i) = φdb(~j)}
And we iterate on the next dimension until all conflicts are resolved: ‖θ 6= ∅. This is the basic
idea of Algorithm 1.

Minimizing the bank number The number of banks might be estimated as the maximum
difference φdb(

~j) − φda(~i) for conflicting cells a(~i) and b(~j). It gives the modulo value σd, along
dimension d:

a(~i) ‖θ b(~j) ∧~i� ~j ⇒ φdb(~j)− φda(~i) ≤ σd( ~N) (2)

The coefficient of the affine form σd might be minimized lexicographically, under the constraints
of correctness (Eq. 1) and efficiency (Eq. 2). Iterating the process for each dimension yield a
general, correct and efficient bank mapping.

RR n° 9440



8 Lasfar & Alias & Moy & Neveu & Carré

All these constraints might be turned to existentially guarded affine constraints thanks to the
affine form of Farkas lemma, following the lines of [10], formalized as a domain-specific language
in [2].

4.2 Deriving the offset mapping

Finding the offset in a bank might be achieved by the same algorithm, on different constraints.
Again, we show the polyhedral formulation to compute a correct offset mapping. Then, we give
a general formulation to minimize the bank size.

Finding a correct offset mapping An offset mapping offseta(~i) = ψa(~i) mod τ( ~N) is
correct w.r.t. a schedule θ iff two array cells mapped to the same bank and whose liveness
conflict are mapped to different offsets:

banka(~i) = bankb(~j) ∧ a(~i) ./θ b(~j) ∧~i 6= ~j ⇒ offseta(~i) 6= offsetb(~j)

Recall that a(~i) ./θ b(~j) means that the liveness of a(~i) and b(~j) intersect, w.r.t. θ. This
relation is computable, and might be expressed by an affine relation [3]. Similarly, we postpone
the computation of the modulo, and we keep the following formulation so offset might be
computed incrementally across dimensions d:

φa(~i) = φb(~j) ∧ a(~i) ./θ b(~j) ∧~i� ~j ⇒ ψda(~i) ≤ ψdb (~j) (3)

When a dimension d is computed, we focus on unresolved constraints with:

./θ := ./θ ∩ {(a(~i), b(~j)) | ψda(~i) = ψdb (~j)}

This is completely similar to the computation of the bank mapping.

Reducing the bank size We use exactly the same apparatus as for the bank mapping, this
gives the modulo value τd( ~N), along dimension d:

φa(~i) = φb(~j) ∧ a(~i) ./θ b(~j) ∧~i� ~j ⇒ ψdb (~j)− ψda(~i) ≤ τd( ~N) (4)

Again, the coefficient of the affine form τd is be minimized lexicographically, under the constraints
of correctness (Eq. 3) and efficiency (Eq. 4). Iterating the process for each dimension yield a
general, correct and efficient offset mapping.

4.3 Our algorithm

We now present our algorithms to find the bank mapping and the offset mapping. Both algo-
rithms apply the same computation pattern, and differ only with the constraints formulation.
Hence, we adopt the following template formula for the correctness constraint:

correct(C, φ) : (a(~i), b(~j)) ∈ C ∧~i� ~j ⇒ φa(~i) ≤ φb(~j) (5)

and for the efficiency condition:

efficient(C, φ, σ) : (a(~i), b(~j)) ∈ C ∧~i� ~j ⇒ φb(~j)− φa(~i) ≤ σ( ~N) (6)

These formula are assumed to be turned to a system of affine constraints using affine form of
Farkas lemma, as mentioned above. The computation of the banking mapping is depicted on
Algorithm 1. Then, the computation of the offset mapping is depicted on Algorithm 2.

Inria
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Algorithm 1: Finding the bank mapping

Data: Program (P, θ)

Result: Bank mapping banka : (~i, ~N) 7→ φa(~i) mod σ( ~N), for each array a
1 begin

2 C ← {(a(~i), b(~j)) | a(~i) ‖θ b(~j) ∧~i� ~j ∧~i ∈ Da ∧~j ∈ Db}
3 d← 0
4 while C 6= ∅ do
5 min� σd coefficients s.t. correct(C, φd) ∧ efficient(C, φd, σd) ∧ φd 6= 0

6 C ← C ∩ {(a(~i), b(~j)) | φda(~i) = φdb(
~j)}

7 d← d+ 1

8 end
9 return bank

10 end

Algorithm 2: Finding the offset mapping

Data: Program (P, θ) and bank mapping banka : (~i, ~N) 7→ φa(~i) mod σ( ~N) for each
array a

Result: Offset mapping offseta : (~i, ~N) 7→ ψa(~i) mod τ( ~N), for each array a
1 begin

2 C ← {(a(~i), b(~j)) | φa(~i) = φb(~j) ∧ a(~i) ./θ b(~j) ∧~i� ~j ∧~i ∈ Da ∧~j ∈ Db}
3 d← 0
4 while C 6= ∅ do
5 min� τd coefficients s.t. correct(C, ψd) ∧ efficient(C, ψd, τd) ∧ ψd 6= 0

6 C ← C ∩ {(a(~i), b(~j)) | ψda(~i) = ψdb (~j)}
7 d← d+ 1

8 end
9 return offset

10 end

RR n° 9440



10 Lasfar & Alias & Moy & Neveu & Carré
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Figure 4: Pipelined convolution 2D

4.4 An example

We consider the 2D convolution kernel depicted on Figure 1. Unlike the introduction example,
we assume the inner loop for j to be pipelined, and the array references to be read in the
order depicted on Figure 4.(a): read R0 (0) to read R8 (8). The pipeline constraints might be
expressed by the read schedule : θR0(i, j) = (i, j), θR1(i, j) = (i, j+1), . . ., θR8(i, j) = (i, j+8), the
computation schedule θC(i, j) = (i, j+9), and the write schedule θC(i, j) = (i, j+10), from which
the relations ‖θ and ./θ are derived. Figure 4.(b) depicts the parallel conflicts between the reads at
the different pipeline stages executed at the same time: 〈R8, i, j〉, 〈R7, i, j − 1〉, . . . , 〈R0, i, j − 8〉.
Applying the algorithms yield the mappings banka(i, j) = i mod 3 and offseta(i, j) = j
mod N . The HLS tool suite is assumed to synthesize properly the read reuse across references
when applying loop pipelining, this is not the purpose of this work. Indeed only three reads per
iteration are required.

5 Preliminary results

This section presents the preliminary results obtained with our multibanking approach.
We have applied our algorithm using the fkcc scripting tool [2] on the motivating kernel,

assuming a sequential execution and the arrays references to be accessed in parallel for each it-
eration. The synthesis results were obtained using VivadoHLS 2019.1, targeting a Kintex 7 FPGA
(xc6k70t-fbv676-1). We transformed each array referenceA[u(~i)] as Â[bankA(u(~i)),offsetA(u(~i))].
Then, we used the VivadoHLS array partitioning pragma on the bank dimension.

Our results are depicted on the following table. The tool indicates the memory contention
for the base kernel (base) are resolved on the transformed kernel (opt). The additional resources
are due to the multibanking circuitry (steering logic). The overall latency is reduced from 79380
cycles to 31763 cycles. We suspect the speedup to be mitigated by the cost of the multibanking
circuitry.

6 Conclusion

In this report, we have presented a unified, general HLS algorithm for multibanking, using the
polyhedral model. Our approach minimizes the overall size of memory banks, without hindering

Inria
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Kernel Latency BRAM DSP FF LUT

conv2D-simple original 79380 0 0 471 981
conv2D-simple opt 31763 0 0 1013 1692

Table 1: Synthesis results

parallel memory accesses. Preliminary results encourage to pursue with this approach.
In the future, we plan to extend the field of experimental validation to more general linear

algebra kernels under pipelining constraints. Also, we plan to explore how to minimize bank
size separately, and how the schedule might adapted in the cases where data reuse mitigates the
improvements.
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