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Abstract: Vibration analysis aims to identify a rotating machinery’s potential failures by
monitoring its vibration levels, i.e., by measuring the vibrations and comparing them to known
failure vibration signals. New demodulation methods have recently been introduced in acoustic
and signal processing to diagnose gearboxes. This new approach put forward the mathematical

problem of decomposing a given complex matrix M as Z:zl D; uv;, where Dq,...,D, are fixed

matrices and w (resp., v1,...,v,) a row vector (resp., column vectors) to be determined. This
. . . T .

problem is equivalent to factoring M as M = (Dyu ... Dyu) (vi ... v})", where the integer r

is larger than or equal to the rank of M. Using methods of algebraic geometry, module theory,
homological algebra, and computer algebra, we study this particular rank factorization problem.
We characterize the general solutions of the corresponding polynomial system. The results we
develop are effective in the sense of computer algebra, i.e., algorithms are obtained that can be
implemented in a computer algebra system that effectively handles polynomial systems (Grobner
bases). The symbolic package RANKFACTORIZATION has thus been developed to effectively study
this particular rank factorization problem and the corresponding demodulation problems.

Key-words: Rank factorization problem, polynomial systems, computer algebra, module theory,
homological algebra, demodulation, gearbox fault detection/surveillance, vibration analysis



Sur les solutions générales d’un probléme de factorisation de rang

Résumé : L’analyse vibratoire a pour but l'identification de potentiels défauts d’une machine tour-
nante par la surveillance de ses niveaux de vibration, c’est-a-dire par la mesure de ses vibrations et la
comparaison avec des signaux de défauts connus. Pour le diagnostic d’engrenages, de nouvelles méth-
odes de démodulation ont récemment été introduites en acoustique et en traitement du signal. Cette
nouvelle approche a mis en avant le probléme mathématique consistant a écrire une matrice M sous la
forme de Z:zl D;uv;, ou Dy,...,D, sont des matrices fixées et u (resp., v1,...,v,) un vecteur colonne
(resp., des vecteurs lignes) a déterminer. Ce probléme est équivalent a factoriser M sous la forme de

M= (Diu ... D,u) (UIT v?)T, ou l'entier r est supérieur ou égal au rang de M. En utilisant des
méthodes de géométrie algébrique, de théorie des modules, d’algébre homologique et de calcul formel,
nous étudions ce probléme particulier de factorisation de rang. Nous caractérisons les solutions générales
du systéme polynomial associé. Les résultats obtenus sont effectifs au sens du calcul formel, c’est-a-dire
nous proposons des algorithmes implantables dans un systéme de calcul formel permettant I'étude effec-
tive des systémes polynomiaux (bases de Grobner). La librairie symbolique RANKFACTORIZATION a ainsi
été développée pour I’étude effective du probléme de factorisation de rang précédent et des problémes de

démodulation correspondants.

Mots-clés : Probléme de factorisation de rang, systémes polynomiaux, théorie des modules, algébre
homologique, démodulation, détection et surveillance des défauts d’engrenages, analyse vibratoire
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1 Introduction

The mathematical problem studied in this paper has recently been introduced in the acoustic, vibration
analysis, and signal processing literature. Let us briefly explain the context in which it was introduced.

Within the frequency domain [24], the toothed gearbox vibration [22] can be interpreted as a modulation
process of a high-frequency periodic carrier with a low-frequency periodic modulation [3| 4, T4 [I5]. For
gearboz fault surveillance, one has to separate these two time-domain signals and compare them to known
failure vibration signals. The deviation of the signals can arise from a change in the tooth’s shape due to
a damaging effect. Detecting the appearance of these defects is an important issue in vibration analysis
and for different industrial applicationsﬂ To study this problem, demodulation methods [24] were used
and generalized in [I4) [I5]. Let us briefly state the main ideas of the approach developed in [14].

In practice, the toothed gearbox vibration is measured and some of the Fourier coefficients of this
periodic real-valued time signal are stored into a so-called centrohermitian matriz M € C™*™ [13] 21],
namely, a complex matrix of size m x n which satisfies the identity M = J,,, M J,,, where M stands for
the complex conjugate of M and J,, (resp., J,,) denotes the anti-diagonal matrix of size m x m (resp.,
n x n). More precisely, if s is the T-periodic real-valued signal of the toothed gearbox vibration, then

2mwigt

s can be expressed by its Fourier series s(t) = > .7 cj(s)e T, where the Fourier coefficients of s,

—2mijt —_—

defined by ¢;(s) = # fOT s(t)e— T dt for j € Z, then satisfy the identity c;(s) = c_;(3) = c_;(s) for all
j € Z. The vectors C; = (c_i(s) ... co(s) ... ai(s))” € CEHDXL for [ > 0 and the following matrix

Cq@pt)+p -+ Cp - Coq(@pt)+p
M = Cq2pt1) -+ €O .o Cog(2pt1) e CEpHx2a+l) >,
Cq@2p+1)-p -+ C-p -+ C—q(2p+1)-p
respectively satisfy the identities C; = Jo141 Cp J1 and M= J, p+1 M Jo g41, which shows that C; and M
are both centrohermitian matrices. Fixing r 4+ 1 centrohermitian matrices D1, ..., D, € CEp+1)x(2p+1)

(which depend on the demodulation problem under study) and M € CRp+)x(2g+1) (coming from the
measurement of the signal s), the demodulation problem introduced in [14, [I5] aims at determining
— if they exist — a centrohermitian column vector u € CPTDX1 and r centrohermitian row vectors
V1, ..., v, € CP¥2a+D) gatisfying the following identity:

M = ZDiuvi. (1)
=1

The computation of v and vy, ..., v, yields the reconstruction of the different signals, and thus of their
separation. The mathematical formulation eq. encompasses standard demodulation problems [24]:
the amplitude demodulation problem corresponds to r = 1 and Dy = Iy 41, and the amplitude and phase
demodulation problem corresponds to r = 2, D1 = Iy py1, and Dy = 274 f.diag(—p,...,0,...,p), where
fe >0, p € Zsy, and diag(cy,...,cn) denotes the diagonal matrix with cq,..., ¢, on the principal
diagonal [I4] [I5]. Note that eq. (1)) bores resemblance to the Singular Value Decomposition (SVD) of M,
namely, M = 22:1 o; u; vy, for which we have w; = 0; D; uw for i = 1,...,r, where r is the rank of M.
Finally, eq. (1) corresponds to the SVD of M in the case of the amplitude demodulation problem [I4, [I5].

The demodulation problem eq. can be generalized as follows. Let K denote a field, K™*"™ the
K-vector space formed by all the m x n matrices with entries in K, r € Z~o, D1,..., D, € K™*™_ and
M € K™X", Find — if they exist — a column vector v € K™*! and r row vectors vy, ...,v, € KIX?
satisfying eq. . This last problem will be called the rank factorization problem because if a solution of
eq. (1) exists, the matrix M can then be factorized as follows

M= (Dyu ... D.u) , (2)

Ur

1This work was motivated by a problem investigated by the Safran company.

Inria



On the general solutions of a rank factorization problem 5

where the rank of M must be less than or equal to 7.

For fixed matrices D1,...,D, and M, eq. defines a system of mn quadratic equations in m +rn
unknowns — the entries of the vectors v and v; for i = 1,...,r. Hence, for K= Q, R, C, different algebraic
geometry methods can be used to study the solutions of the rank factorization problem eq. over the
algebraic closure K of K. For more details on these methods, see, e.g., [10, 12} 20 26].

The main goal of this paper is to characterize the solutions to the rank factorization problem eq. .
Note that the study of the rank factorization problem was initiated in [2], [I'7, [I8]. The particular set of
solutions (u, v) of eq. , where the matrix v = (v{ ... v!)7 is assumed to have full row rank, were
characterized in [I7, [I8] using linear algebra, and further studied in [2] using module theory. In this

paper, we shall characterize the set of all the solutions of the rank factorization problem eq. . To do

that, we shall exploit the bilinear structure of eq. inuandv = (vlT ool )T to explicitly characterize

the general solutions of eq. over K in terms of quasi-affine varieties and explicit parametrizations. Our
approach uses standard algebraic geometry, module theory, and homological algebra [I0} 12 25]. For K =
Q, the general solutions over K can be explicitly characterized using standard computer algebra systems
that handle both elimination theory for polynomial systems (e.g., Grébner or Janet basis methods)
and basic homological methods such as, e.g., Singular [12], the GAP library CapAndHomalg [I], or the
Maple package OREMODULES [6]. The different results presented in this paper are implemented in the
RANKFACTORIZATION package [9] built upon the OREMODULES package.

Characterizing the solutions of a polynomial system is known to be a difficult issue in algebraic
geometry and computer algebra especially when its affine algebraic set of complex solutions is not simply
formed by a finite number of complex points. As we shall explain in this paper, the special structure of
the class of polynomial systems defined by eq. (i.e., its bilinear structure) allows us to characterize
its solution space, particularly when Q C K, using methods of module theory, homological algebra, and
computer algebra. Thus, the rank factorization problem provides an interesting class of polynomial
systems for which their solution spaces can be explicitly characterized. Hence, we hope that this paper
will draw the (effective) algebraic geometry community’s attention to the rank factorization problem and
that further investigations will be done on this problem (e.g., its intrinsic geometric characterization).

Finally, note that the demodulation problem eq. (1)) corresponds to the rank factorization problem
eq. for K = C, where the solution (u, v) are sought to be centrohermitian vectors. Hence, solving
the rank factorization problem eq. for K = C does not solve the demodulation problem eq. . But
a result of [2I] shows that the set of centrohermitian matrices is bijectively mapped onto the set of real
matrices by an explicit and simple unitary transformation p. Hence, the demodulation problem eq. is
equivalent to solving the rank factorization problem eq. for K = R. More precisely, the demodulation
problem eq. , arising in vibration analysis and studied in [I4, [I5], can be transformed into a rank
factorization problem eq. over K =R for the transformed real matrices p(M), p(D1), ..., p(D;). The
real solutions u, and {vip}izlw,r, of the latter problem can then be transformed back to obtain the
centrohermitian solutions u = p~*(u,) and {v; = p~(vi,)}i=1,..» of eq. (1). For more details, see
[18], 19], where structured matrices (e.g., coninvolutory and involutory matrices) play an important role.
To completely solve the demodulation problem eq. , we are finally led to understand how the solutions
of eq. , obtained in this paper over K, can then be used to characterize the real solutions of eq. . This
last mathematical problem is out of the scope of the present paper and it will be studied in a forthcoming
publication dedicated to the application of the results of this paper to the demodulation problem eq. .

Plan

This introductory section introduces the demodulation problem, the rank factorization problem, and the
notations. In section |2, we state again the results obtained in [16] [I7), I8, 19] which characterize all
the solutions (u, v) of the rank factorization problem eq. for which v = (v{ ... vI)T has full row
rank. These results use linear algebra and module theory. In section |3 using algebraic geometry, module
theory, homological algebra, and computer algebra, we show how the results obtained in section [2] can be
extended to characterize all the solutions of the rank factorization problem over K, where K = Q, R, C.
Explicit examples, computed with the RANKFACTORIZATION package [9], illustrate the main results of
the paper. In section [5] we end the paper by stating problems that will be studied in the future.

RR n® 9438



6 Dagher € Hubert & Quadrat

Notation

In what follows, K will denote a field of characteristic 0, R a commutative unital ring, and R™*™ the
R-module formed by all the m x n matrices with entries in R. If M € R™*", then we can consider the R-
homomorphisms M. : R"*! —s R™*1 and .M : RY*™ — RI*" respectively defined by (M.)(n) = M n
for all n € R™*! and (.M)(\) = A M for all A € R'*™. Their kernels, images, and cokernels R-modules
are respectively denoted by kerg (M.), img (M.), cokerg (M.), kerg (.M), img (.M), and cokerg (.M) [25].
A matrix M is said to have full column rank (resp., full row rank) if kerg (M.) = 0 (resp., kerg (.M) = 0).
If M € K™ then the rank of M, i.e., dimk(imk(DM.)), is denoted by rankk(M). Let I, denote
the identity matrix, i.e., the n X n matrix with 1 on the first diagonal and 0 elsewhere, and J, the
exchange n X n matrix, i.e., the n X n matrix with 1 on the second diagonal and 0 elsewhere. Moreover,
diag(dy, ...,d,) denotes the matrix with di,...,d, on the first diagonal. If M € C™*" then M (resp.,

M*) stands for the conjugate matriz (rvesp., the adjoint matriz, i.e., M e Crnxm), If M € K™*" then
we shall denote by [ the rank of M, ie., | = rankg(M) = dimg(img(M.)). If M is a matrix whose
entries are functions of the vector variable x = (z1 ... z,)7, then M (1) denotes the evaluation of M at
= (11 ... )T € K1 Finally, if 7 is an ideal of the ring R generated by the elements g1, ..., g; € R,
then we shall note Z = (¢1,...,g9¢)g or Z = 22:1 R g;.

2 Characterization of a particular set of solutions

2.1 A few preliminary remarks

In this section, we state of few remarks on the rank factorization problem eq. .

As stated in section |1} the rank factorization problem eq. corresponds to a system of m n quadratic
equations in m+r n unknowns (namely, the entries of the vectors u € K™*! and v; € KX fori = 1,...,r).
Thus, this problem belongs to the realm of (effective) algebraic geometry (see, e.g., [10, 12} 20] and the
references therein).

For n =1, using r > 1, we note that m +r > m, which shows that eq. defines a system with more
unknowns than algebraic equations.

For n > 2, the sign of mn — (m +rn) = m(n — 1) — nr is the sign of the function ¥(m,n,r) =
m— (1 + ﬁ) r, which satisfies m — 27 < ¥U(m,n,r) < m —r. Hence, if m > 2r (resp., m < r), then
eq. defines a polynomial system with more (resp., less) equations than unknowns. Thus, it is expected
that the corresponding polynomial system becomes over-determined for large m and n. But nothing can
be said about the dimension of the corresponding polynomial system without having computed the Hilbert
series of the corresponding polynomial ideal, and thus, without having first computed a Grobner/Janet
basis (or an equivalent normal form) for this polynomial system (see, e.g., [10, 12]). Using a computer

algebra system, this can be done for fixed matrices D,...,D,, and M with rather small m and n.
However, this approach does not seem to be useful for the study of the general problem.
In what follows, we shall suppose that Dq,..., D, are not 0 and we use the following notations:
U1
A(w)=(Dyru ... Dpu) e K™ v = e K™, (3)
Uy

The rank factorization problem eq. can then be rewritten as follows:
A(u)v =M. (4)

The bilinear structure in u and v is emphasized in eq. ({4). Under the form eq. (4), eq. corresponds
to a factorization problem for the matrix M € K™*™,

It is important to note that the existence of u € K™*! and v; € K" for i = 1,...,r satisfying eq.
is equivalent to the existence of u € K™*! satisfying the following inclusion of K-vector spaces:

img (M.) C img(A(u).). (5)

Inria



On the general solutions of a rank factorization problem 7

Indeed, eq. (5] implies that each column M,;’s of M belongs to imk (A(w).), i.e., the existence of ve; € K™*!
such that A(u)ve; = Ms; for i = 1,...,n, which yields A(u)v = M with v = (Ve1 ... Ven) € K™*™
Conversely, eq. yields eq. .

Note that eq. shows that a necessary condition on M for the solvability of eq. is:

[ = rankk (M) < rankg(A(u)) < min{m,r}. (6)

Therefore, if [ is not less than or equal to min{m, r}, no solution of eq. exists.

The choice of the terminology for Problem eq. , namely, the rank factorization problem, comes from
the factorization condition eq. and the rank condition eq. @

Finally, the approach that will be developed in the rest of the paper is based on the characterization
of the set of all the vectors u’s such that the inclusion eq. holds. In particular, u must be chosen so
that not all the [ x ! minors of the matrix A(u) vanish.

2.2 Review on the characterization of particular set of solutions

We briefly state again results obtained in [2, [16, [I7] which characterize a particular class of solutions of
eq. . These results use linear algebra and module theory. In section |3} using also homological algebra
and computer algebra, this approach will be generalized to characterize all the solutions of eq. . Since
the approach will be extended in section [3] we now state again the main arguments.

The next lemma gives two necessary conditions for a solution (u, v) of eq. to be such that the
matrix v has full row rank (i.e., the rows of v are K-linearly independent).

Lemma 1. If there exists a solution (u, v) of eq. such that v has full row rank, then:
1. Diju €img(M.) fori=1,...,r.
2. rankk (A(u)) = rankk (M) =1, i.e., dimk(spang{D; u};=1,...,) = L.

Proof. Recall that the matrix v has full row rank if and only if it admits a right inverse t € K™*", i.e.,
vt = I,.. Hence, if a solution (u, v) of eq. exists with a full row rank matrix v, then eq. yields
A(u) = M t, which, using eq. , shows that img(A(u).) = img(M.). Hence, u € K™*! must satisfy
Conditions 1 and 2. O

In this section, we shall characterize the solutions of eq. satisfying Conditions 1 and 2 of Lemma
Since these two conditions are usually not sufficient for v to have full row rank, among the solutions (u, v)
of eq. satisfying Conditions 1 and 2 are the solutions of eq. with full rank matrices v. Note also
that these two conditions depend only on wu, i.e., no conditions on v appear, which simplifies the search
for such solutions as explained below.

Let us first study Condition 1 of Lemma

Lemma 2. Ifl < m, let p = m — 1 and L € KP*™ be a full row matriz whose rows define a basis of
kerg (.M), i.e., are such that kerg(.M) = img(.L). If m =1, then we set L = (0 ... 0) € KI*™,
Then, we have:

1. kCI‘K(L.) = 1mK(M)

2. Condition 1 of Lemma |1] is equivalent to the fact that u € K™*! satisfies the K-linear system
Nu =0, where:
L D,

N = : € KpPrXm, (7)
LD,
3. If Z € K™ js q full column matriz whose columns define a basis of kerx(N.), where d =

dimg (kerg (N.)) (if | = m, then d = m and we can take Z = I,,,), then Condition 1 of Lemmal[d] is
equivalent to u = Z 1 for a certain 1) € K<L,

RR n® 9438



8 Dagher € Hubert & Quadrat

Proof. Let us first suppose that imy(M.) # K™*!. Set p=m —1 > 0. Let L € KP*™ be a full row rank
matrix whose rows define a basis of kerk(.M), i.e., kerg(.M) = imk(.L). Then, we get L M = 0, which
shows that imk(M.) C kerk(L.). Now, dimg(kerk(L.)) = m — p = [ yields kerk(L.) = img(M.). Hence,
Condition 1 of Lemma [1] is equivalent to D; u € kerg(L.) for i = 1,...,r, i.e., u satisfies the system of
linear equations (L D;)u = 0 for i = 1,...,r, i.e., u € kerg(N.), where N is given by eq. . Now, if
img (M.) = K™*! = kerg(L.), i.e., p = 0, then D; u € K™ =img(M.) for i = 1,...,r, i.e., Condition 1
of Lemma is equivalent to u € K™*! which is coherent with the fact that N = 0 and kerg(N.) = K™*1.
Finally, the third point is a direct consequence of the second point and the definition of Z. O

According to 3 of Lemma Condition 1 is equivalent to u = Z v for a certain ¢ € K?*!. Condition 2
is then equivalent to ¢ € P, where the set P is defined by:

P={pe K| rankg (A(Z ¥)) = 1}

We have just shown that Conditions 1 and 2 of Lemma [I] are equivalent to u = Z 1, where ¢ € P.

Let us briefly treat the case of M = 0. We then have | = 0, p =m, L = I,,, N = (DT ... DI)T,
A(ZY) = (D1 Z% ... D.Zv) = (0 ... 0) for all 9 € K¥! where kerx(N.) = img(Z.) for a certain
matrix Z € K™*4 ie., P = K41, Therefore, all the solutions (u, v) of eq. are of the form (Z ¢, v)
for all 1 € K41 and for all v € K™*",

In the rest of the section, we shall suppose that M # 0.

Remark 1. If d =0, i.e., kerg(N.) = 0, then Z = 0, and thus, A(Z 1) = A(0) = 0. Since M # 0, then
img (A(u).) = {0} C imk(M.) and eq. has no solution satisfying Conditions 1 and 2 of Lemmal[l] and
thus, no solution (u, v) with a full row rank matrix v exists.

Remark 2. Note that P is a linear cone, namely, Ay € P for all A € K* =K\ {0} and ¢ € P.

The next lemma gives an equivalent characterization of the linear cone P.

Lemma 3. Let X € K™*! be a full column rank whose columns define a basis of img(M.), i.e., img (M.) =
img(X.), where l > 1. Then, we have the following results:

1. There exists a unique matriz Y € K" such that M = X Y.

2. Fori=1,...,r, there exists a unique matriz W; € K< such that D; Z = X W;, where Z is defined
in Lemmal3

3. Let B(y) = (Wi ... Woab) € KX™ for all p € K¢¥1. Then, the linear cone P satisfies:
P = {¢ € K | rankg (B(y)) = 1} . (8)

Finally, the linear cone P does not depend on the choice of the bases of the K-vector spaces kerg (.M),
kerk (N.), where N is defined by eq. @, and img (M.).

Proof. 1. Let X € K™*! be a full column rank whose columns define a basis of img (M.), i.e., imk(M.) =
img (X.). Let M,; denote the i*" column of M for i = 1,...,n. Then, there exist unique vector Y,; € K!*!
such that M,; = X Y,,; for i =1,...,n, which yields M = XY, where Y = (Vo1 ... Ya,) € Kixn,

2. We have D; Z 1 € kerg(L.) = img(M.) = img(X.) for all 1y € K¥*! which shows that there exists
a unique matrix W; € K4 such that D; Z = X W, for i = 1,...,r. We then get:

Vip e KX A(ZY)=(D1Z¢ ... D, Z¢) =X (Wiop ... W) (9)

3. The first part of the result is a direct consequence of the identity A(Z 1) = X B()) for all ¢y € K¥¥1,
where X has full column rank. Finally, if the rows L’ € K(™~0X™ define another basis of kerg (.M), then
there exists an invertible 7' € K(m=D*(m=1) gych that L' = T L. If N’ is the matrix defined by eq. (7)) where
L is replaced by L', then N’ = T'N, and thus, kerg(N'.) = kerg(N.). If Z' € K™*4 (resp., X’ € K™*!)
is another basis of kerg(N.) (resp., img(M.)), then there exists an invertible matrix U € K% (resp.,
V € KXY such that Z = Z'U (resp., X = X'V). Then, D; Z = X W, yields D; Z' = X' (VW,U™1),
ie., W/ =V W,;U! satisfies D; Z' = W/ X' for i = 1,...,r. Finally, using the invertibility of U and V/,
the matrix B’(¢) = (Wi ... W/4) =V B(U~1 ) has the same rank as B(«) for all ¢ € K¥*! which
shows that the linear cone P is independent of the choice of the different intermediate bases. O

Inria



On the general solutions of a rank factorization problem 9

Remark 3. If a ! x | minor of B(%) is not 0, then P is not empty. Since the columns W; ¢ of B(v) are
linear forms in ¢ = (¢1 ... 14)T, the [ x [ minors of B(v) are either 0 or homogeneous polynomials in
1) of total degree [. In particular, we find again that P is a linear cone.

Remark 4. If img(M.) = K™*! ie., | = m, then Condition 1 of Lemma [1| is always satisfied for
all u € K™*! since D;u € K™*! for all v € K™*! and i = 1,...,r. Equivalently, using Lemma
L=(0...0)eK>Xm N =0 (see eq. ), and thus, we can take Z = I,,, and X = [,,,. Therefore, we
have W; = D;, which yields B(¢)) = (D1% ... D, ¢) and u = ¢ € P = {¢p € K™*! | rankg (A(¢¥)) = m}.

Let us state the characterization of the solutions of eq. satisfying Conditions 1 and 2 of Lemma

Theorem 1 ([16]). Let D; € K™*™ fori=1,...,r and M € K™*™ be such that:
1 < =rankg(M) < min{m,r}.
With the notations of Lemma@ and Lemma@ if the linear cone P, defined by eq. , s not empty, then

=272,
ViypeP, VY eKr—bHxn Y 10
vewp o= o) (). (10)

are the solutions of eq. satisfying Conditions 1 and 2 of Lemma where:
o The matriz By € K™! is a right inverse of B(¢), i.e., B(¥) By = I,

e The columns of the matriz Cy € K™ ("= define a basis of kerk(B(3).), i.e., Cy € K> (=0 has full
column matriz and satisfies kerk (B(v).) = imk(Cly.).

In particular, if | = r, then Cy = 0 and the solution eq. s unique.
Moreover, the matriz v defined by eq. has full row rank if and only if Y' € K=DX" 4s chosen so

T
that (YT Y’T> € K™ has full row rank.

Finally, the results do not depend on the choice of bases for the different intermediate K-vector spaces.

Proof. Using eq. @, ie.,, 0 <l <r, P characterizes the 1’s which are so that B(v¢) admits a right inverse
Ey € K™ ie., B(y) E, = I;. Using that X has full column rank, we get:

Vip e KXY A(ZYp)v=M < XB(p)v=XY < B@)v=Y.

Hence, if ¢ € P, then v, = Ey Y € K'™*" is a particular solution of the linear inhomogeneous system
B(¥)v =Y. Let Cy € K"™*("=0 he a full column matrix whose columns define a basis of kerk(B(v).),
i.e., kerg(B(1).) = imk(Cy.). Then, all the solutions of eq. satisfying Conditions 1 and 2 of Lemma ]]
are of the form eq. . Note that (Ey; Cy) € K™ is invertible. Thus, v has full row rank if and

T
only if so has the matrix (Y7 Y’ T) . Finally, let us prove that eq. does not depend on the choice

of the different intermediate bases. According to 3 of Lemma [3] P does not depend on them. Using
the notations of the proof of 3 of Lemma [3] setting ¢’ = U, we have u = Z1 = Z’'+)' and, using the
identity B'(¢') = V B(v)) (see the proof of 3 of Lemma3)), B(v)) Ey = I; yields B'(¢) (E, V~!) = I, i.e.,
E,, = By, V~!is aright inverse of B'(¢). Using M = X'Y”, where X’ = XV~ and Y/ = V'Y (see the
proof of 3 of Lemma [3)), we get £ Y’ = E, Y. Finally, we clearly have kerg(B’(¢’).) = kerx(B(¢).). O

Remark 5. For the demodulation problem eq. studied in vibration analysis, as explained in Section
the matrices M and D;’s are then centrohermitian and the solutions u and v; for ¢ = 1,...,r are also
sought to be centrohermitian. We refer the readers to [I8), [I9] for the extensions of Theorem [1| to the
demodulation problem. See also [I7]. Note that structured matrices (e.g., coninvolutory and involutory
matrices) then play an important role in the algebraic structure of the corresponding solutions.

Let us now study P in more detail. We first introduce a few more notations.
Let R = K[z1,...,z4] be the commutative polynomial ring in 1, ...,z with coefficients in K, z =
(x1 ... 29)T, and B = (Wyx ... W,z) € R™". According to eq. @, we have 1 < [ < r, ie,
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10 Dagher € Hubert & Quadrat

B is a wide matrix. If Z is the ideal of R generated by all the I x [ minors of B, then Z is either
reduced to (0) or it can be generated by homogeneous polynomials g1, ..., g; of total degree I. Finally, if
W(Z) = {¢p e KL |V P eT:P(y)=0} is the affine algebraic set associated with Z [10} [12], then the
linear cone P, defined by eq. (), satisfies P = K1\ Vi (Z).

Let us consider the finitely presented R-module B = cokerg(B.) = R"*!/(BR"*!). Note that the
0t"-Fitting ideal Fitto(B) of B is the ideal of R generated by all the [ x | minors of B [I0, 23], i.e.,
T = Fittg(B). See the forthcoming Definition [1| for the general definition of Fitting ideals. Moreover, if
anng(B) ={a € R|Vbe€ B:ab=0}is the annihilator of B, then we have

anng (B)! C Fittg(B) C anng (B) = +/anng (B) = /Fitto(B), (11)

where V7 = {a€eR|3keZ:a" eI} denotes the radical of Z. If K is an algebraically closed field (e.g.,
K = Q is the algebraic closure of Q or K = C), then Vk(Z) = Vk(anng (B)). For more details, see [10, 23].

Corollary 1 ([2]). Let Wy,...,W, € K*? be the matrices defined in Theorem |1, R = K[z1,..., 4],
r=(r1 ... z3)T, B= Wiz ... W,x) € RIX", B = cokerg(B.), T = Fittq(B), and anng(B) the
annihilator of the R-module B. Then, the linear cone P, defined in Theorem/[l), is the complementary of
the algebraic set Vi (I) in the affine space K91, and thus, P is a quasi-affine variety. Finally, if K is an
algebraically closed field, then we have Vk(I) = Vk(anng (B)).

We summarize the above results in Algorithm [I] and illustrate this algorithm with an explicit example.

Algorithm 1 PreRankFactorizationProblem

1: procedure PRERANKFACTORIZATIONPROBLEM(D1, ..., D, € K™*™ ( # M € K™*")

2: Compute a basis of keri(.M) to get a full row rank matrix L € K(m=D*™ gatisfying kerg(.M) =
img (.L), where [ = rankg (M)

3: Set the matrix N € KP"™*"™ defined by eq. and compute a basis of kerg(N.), i.e., a full column
rank matrix Z € K™*4 such that kerk(N.) = imk(Z.), where d = dimg (kerk (N.))

4: Compute a basis of img(M.) to get a full column rank matrix X € K™*! satisfying img(M.) =

5: Factorize M as M = XY, where Y € KX™

: For i =1,...,r, compute the unique matrix W; € K*? satisfying D; Z = X W;

7: Define R = K[zy,...,z4), 2 = (21 ... 23)T, B= Wiz ... W.x) € R>", and T = Fitto(B) the
ideal of R generated by all the [ x [ minors of B

8: return 7, Y, Z, R, and B which are such that eq. defines solutions of eq. satisfying
Conditions 1 and 2 of Lemma [l| for all ¢ ¢ Vk(Z) and for all Y/ € KU=DX" (where E, € K™*!
is a right inverse of B(v)) = (W1 v ... W, 1) and the columns of Cy, € K™ ("= define a basis of
ker (B(1).)

9: end procedure

Example 1. Let us consider the following matrices:

100 0 00 0 0 0 0 0 1
00 0 0 01 0 0 0 0 0 0
Di=t o000 0o P=loo 10l D= 0 000l
00 0 —1 00 0 0 -1 0 0 0

0 0 00 100 1

0 0 10 00 00

Di=l o 2100l M=o o0 0 o0

0 0 00 100 1
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On the general solutions of a rank factorization problem 11

Then, we have m =n = r = 4. We can easily check that [ = rankk (M) = 1 and:
0 -1 -
0o o0 |, z=
1 0

X =

O O =

10 0
L=|o0 1 , . Y=(1 0 0 1),
0
00 |

—_

Wi=-1, Wy=0, Wz=1, Wy=0.

Hence, we have d = 1, ¢ = ¢; € K, R = K[z1], and B = (-1 0 x; 0) € R***. Considering the
R-module B = R/(BR**!) = R/Z, where T = Fittq(B) = anng (B) = (x1)®r denotes the principal ideal
of R generated by x1, Vk(Z) = {0}, and P = K\ {0}. If weset W = (-1 0 1 0), then B =z, W,
F=1/2(-1 0 1 0)7 is aright inverse of W, and thus, for ¢ € P, E,, = ¢ F is a right inverse of
the matrix B(¢). Computing a basis of kerx(W.), we get kerg(W.) = imk(C.), where C is defined by

0

oo € Kix?, (12)

0
1
0
0

O = O =
—_ o O

and thus, we have kerg(B(¢).) = imk (C.) for all ¢ € P. Then, eq. defines solutions of eq. (), i.e.:

€
u=Zyp=(=¢ 0 0 97,
1
Ve K\ {0}, VY’ eK3>4 (13)

v + Y’

O O OO
OO O
o= OO
O = O =
o O = O
_ o O O

S
29 1
0

Finally, all the solutions (u, v) of eq. with full row rank matrices v can be written as eq. for all
Y’ € K3*4 gatisfying the condition det((YZ Y'")T) £ 0.

Let us state a few comments on Theorem |1| and Corollary Let us suppose that Z # (0) and
J1,- -, 9 are homogeneous polynomials that generate the ideal Z, ie., Z = (g1,...,g1)r- If D(g;) =
{1 € KWL | g;(h) # 0} denotes the distinguished open Zariski set defined by g; [10, 20], then we have
P =K\ V({g1,---,9:)) = U'_, D(gi). For instance, if [ = r, then B € R'*!, and thus, g, = det(B),
t =1, and P = D(g1). For every ¢ € D(g;), eq. (10) characterizes a set of solutions of eq. satisfying
Conditions 1 and 2 of Lemma where Ey, is a right inverse of the matrix B(y) € K" and Cy, € K™ (=1
is a matrix whose columns define a basis of kergx(B(#).). Note that this set of solutions is defined only
for the points ¢ in D(g;), and thus, it is only a local solution. Moreover, this set of solutions varies with
1 € D(g;) because the matrices Ey, and Cy, change with ¢ in D(g;). Using effective module theory (see,
e.g., [1L 6, 12]), in [2], it is shown how to “glue” these local solutions together to get a global solution on
the whole open set D(g;) of K¢, namely, to get a regular closed-form solution on D(g;). To do that, we
use the existence of a right inverse E,, € RL<" of B, where Ry, = {a/gF | a € R, k € Z>¢} denotes the
localization of the integral domain R at the multiplicatively closed set {g¥}rez-, [10], and the existence
of a matrix Cy, € R}*%, where s; > r — I, whose columns generate the Ry,-module kerg, (B.), i.e.,
satisfying kerg, (B.) = img, (Cj,.). We then have kerk(B(1)).) = imk(Cy, (¢).) for all ¥ € D(g;).

Remark 6. The matrices £, and Cy, can be computed using methods of computer algebra [2, [5].
For more details, see Remark [J] in the next section. For instance, they can be computed using the
OREMODULES package [6], the CapAndHomalg library [I], and the Singular system [12].

In Algorithm we sum up the computation of the set of all the solutions of eq. satisfying
Conditions 1 and 2 of Lemma [Il

Remark 7. The fact that s; > r — I, where r — [ = dimg (kerk (B(%).)) for ¢» € D(g;) comes from the
fact that the identity kerx (B(1).) = imk(Cy, (¢).) holds for all ¢ € D(g;) and not only for a particular
1 € D(g;). More generators than r — [ is usually needed for generating the R, ,-module kerg, (B.). We
have s; = r — [ when kerg, (B.) is a free Rg,-module. \
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12 Dagher € Hubert & Quadrat

Algorithm 2 RankFactorizationProblemWithConditions

1: procedure RANKFACTORIZATIONPROBLEMWITHCONDS(D1, ..., D, € K™*™ M € K™*")
2: PRERANKFACTORIZATIONPROBLEM(D:, ..., D, M) ={Z, Y, Z, R, B}

3: Let {g;}i=1,...+ be a set of generators of Z, i.e., T = {g1,...,91)®r

4: For i =1,...,t, compute a right inverse E,, € Rﬁ;r of B

5 Fori=1,...,t, compute a matrix Cy, € Ry satisfying kerg, (B.) = img, (Cj,.)

6 return Z, Z = (g1,...,9:), {(Eq,, Cg;)}i=1,...+, which are such that

u=Zy,

Vi € D(g;), VY eKs#*m, Y 14
v € D) v=(Enw) o)) (4 ). a4
is a regular solution of eq. on D(g;) satisfying Conditions 1 and 2 of Lemma (I, where Eg, (1))
(resp., Cy, (1)) denotes the evaluation of the matrix E,, (resp., Cy,) at the point z =9

7: end procedure

In [2], it is shown that the Ry, -module kerg, (B.) is stably free of rank r —1, i.e., locally free [10), 25].
Hence, the study of these regular closed-form solutions on each D(g;) advocates for the study of the
following well-known difficult problems in module theory:

1. Recognizing whether or not a finitely generated stably free R,,-module is free.

2. Effective computation of bases of finitely generated free R,4,-modules (i.e., study possible effective
extensions of the well-known Quillen-Suslin theorem) [10] 111, 25].

3. Effective computation of a minimal set of generators for Z = Fitto(B) [10].

Points 1 and 2 are related to the possibility of considering s; = r — [ in eq. . For instance, the
first two points can be effectively solved in the following particular cases:

e g, € K\ {0}, i.e,, Ry, =R, by an effective version of the Quillen-Suslin theorem |10, [IT].

e g; = z; by an extension of the Quillen-Suslin theorem to generalized Laurent polynomial ring. See
[II] and the references therein.

e r =]+ 1 since a stably free module of rank 1 over a commutative ring is free [I0, [11].

e d =1 because R = K[z1] is a principal ideal domain and stably free R-modules (e.g., kerg (B.)) are
free [25]. Bases of free R-modules can then be computed using Smith normal forms [11].

e d = 2 because kerg (B.) is then a projective R = K[z, z2]-module [10,25], and thus, a free R-module
by the Quillen-Suslin theorem [10] 1] 25].

Point 3 is related to finding a minimal cover of P = Ule D(g;) by distinguished open sets D(g;),
i.e., to find a representation of the global solution space eq. using a minimal number of regular
closed-form solutions on distinguished open sets D(g;). We have the following facts:

e If u(Z) denotes the number of elements of a minimal set of generators of Z, then we know that
(Z) = pu (Z/I?%), where Z/I? is the so-called conormal R/Z-module [2].

e d =1 since R = K][z1] is principal and Z can then be generated by an element of R. For instance,
in Example [1} eq. (12) is the unique regular solution on P = D(x1).

For more details, we refer the interested reader to [2].

3 General solutions
The goal of this section is to extend the approach of Section [2]to characterize the general solutions of the

rank factorization problem eq. . In other words, we shall not assume Conditions 1 and 2 of Lemma
anymore. We shall use standard results of module theory and homological algebra [10] [12] 25].
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On the general solutions of a rank factorization problem 13

3.1 Case of a full row rank matrix M

In this section, we focus on the case of a matrix M with full row rank.

Lemma 4. Let M € K™*" be a full row rank matriz, i.e., ker (M) =0, Dy,..., D, € K™*™ and for
u € K™ A(u) = (Dyu ... D.u) € K™*",

1. The rank factorization problem eq. has a solution if and only if the following linear cone
U= {ueK™"|rankg(A(u)) =m} (15)
of K™*1 is not empty.

2. IfU # 0, then for every u € U, all the solutions of the inhomogeneous linear system A(u)v = M in
v € K"™*™ are then defined by V,, = {FuM +CY' | Y€ K(m’r)xn}, where F, € K™ s a right
inverse of A(u) and the columns of the matriz C, € K"™*("=7) define a basis of kerx(A(u).), i.e.,
kerk (A(w).) = img(CYy.).

Proof. 1. M having full row rank, i.e., img(M.) = K™*1 we have m < n and there exists N € K»*™
such that M N = I,,. Now, eq. yields A(u) (v N) = I,,, which shows that A(u) has full row rank
and m < 7, i.e., u € U. Conversely, if there exists u € K™*! such that A(u) € K™*" has full row rank,
then there exists Fy, € K"™*™ such that A(u) F,, = I,,, which yields A(u) (F,, M) = M and eq. has a
solution. Thus, eq. is solvable if and only if & # (). Finally, we have rankg(A(Au)) = rankk (A(u))
for all A € K\ {0}, i.e., U is a linear cone.

2. If U # 0, then the set of all the solutions of the inhomogeneous linear system A(u)v = M in
v € K™*1 is clearly defined by V,,, where E,, is a right inverse of A(u) and the columns of the matrix C,
defines a basis of kerk (A(u).). O

Remark 8. If M has full row rank, following the approach of Section 2.2] and using Remark [4 we have
u=1 € K" B(y) = A(u), and U = P.

Proposition 1. Let M € K™*"™ be a full row rank matriz and D1, ..., D, € K™™' Set R = K[z1,...,Zm],
r=(x1 ... 2n)T, A= (D12 ... D,x) € R™*", A= cokerg(A.) = R™*1/(AR™1), and T = Fittg(A)
the ideal of R generated by all the m x m minors of the matriz A. Then, we have:

1. U is a quasi-affine variety of K™ defined by U = K™\ V¢ (Z).

2. If K is an algebraically closed field, then the rank factorization problem eq. has a solution if and
only T # (0).

3. Let us suppose that T # (0) and let hy,...,hs € R\ {0} be such that T = (hy,...,hs). Then,
U=U_, D(h;), i.e., {D(h;)}i=1,..s is a cover of U by distinguished open subsets of K™*1.

4. Fori=1,...,s, if Rn, = {a/h¥ | a € R, k € Z>¢} denotes the localization of the polynomial ring
R at the multiplicatively closed set {h¥}rez, then there exists a right inverse Fj, € Ry™ of A,
z'.e., AFhl = Im.

5. Fori = 1,...,s, there exists a matrizc Cp, € RZ” whose columns generate the Rp,-module
kerg, (A.), i.e., which is such that kerg, (A.) =img, (Ch,.).

Proof. 1 is a direct consequence of eq. (L5).

2. Using Point 1, eq. has a solution if and only Vk(Z) # K™*!, i.e., under the hypothesis that K
is an algebraically closed field, if and only if Z # (0).

3. Let hi,...,hs € R\ {0} be such that Z = (hq,...,hs). Then, we have U = (J;_, D(h;), ie.,
{D(h;)}i=1,.. s is a cover of U by distinguished open subsets of K™*1.

4. If u € D(h;) = {¢p € K™ | h;(¢) # 0}, then we have rankk(A(u)) = m, which shows that there
exists a right inverse Fj, € K™*™ of A(u) on D(h;). More generally, to prove the existence of a right
inverse of A(u) which is globally well-defined in D(h;) (and not only at the point u € D(h;)), we first note
that anng (A4)™ C Fittg(A) C anng (A) (see, e.g., [0, 20]). Thus, we have h; A = 0, and thus, S}jilA =0,
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where S;}A = {m/h¥ | m € A, k € Z} is the localization of A at Sy, (see, e.g., [10, 20}, 25]), i.e., we
have ARZin RmXl which shows the existence of a right inverse Fj,, € Rrxm of A, ie.,, AFy, = [
5. Since Ry, is a noetherian ring (see, e.g., [10, 20} 25]), kerg,, (A.) is a ﬁnltely generated Rh, module

and thus, there exists C,, € R} " which satisfies kerg, (A.)=img, (Ch,.). O
Recall that if P is a matrix whose entries are functions of the vector variable z = (21 ... z,,)7, then
P(u) denotes the evaluation of P at the point u = (uy ... uy,) € K>

Theorem 2. Let M € K™*™ be a full row rank matriz and Dy, ..., D, € K™"*™_  Set R = Klz1,...,Zm],
r=(x1 ... 2n)T, A= (D12 ... D, 1) € R™*", A= cokerg(A.) = R™*1/(AR™1), and T = Fittg(A)
the ideal of R defined by all the m x m minors of the matriz A.

Let us suppose that T # (0) and let hq,...,hs € R\ {0} be such that T = (hi,...,hs).

With the notations of 3 and 4 of Proposition (1|, all the solutions of the rank factorization problem
eq. (@) with w € D(h;) = {1 € K™*1 | h;(¢) # 0} are then defined by:

v (u,Y') = Fy,(u) M + Cp, (u) Y', VY’ € K™, 1=L.s

Finally, for uwe U =J;_, D(h;), there exists i € {1,...,s} such that u € D(h;) and eq. defines the
set of all the solutions of eq. in D(h;).

Proof. Using Proposition |1} we have U = (J;_, D(h;) and there exist F,, € R}*™ and Cj, € R}, such
that A F, = I, and kerg, (A.) =img, (Ch,.) fori=1,...,s. Then, we get

Vue D(hy), VY €KX A(u)(Fy (u) M+ Cp (u)Y') = (A(Fy, M+ Ch, Y'))(u) = M,

which shows that eq. are solutions of eq. with u € D(h;).

Let (u, v) be a solution of eq. (4) with v € D(h;). Then, v—F},, (u) M satisfies A(u) (v—Fp, (v) M) = 0,
ie, v — Fy,(u) M € kerk(A(u).). Evaluating the identity ACj, = 0 at u, we get A(u) Cp,(u) = 0, i.e.,
img (Ch, (u).) C kerk(A(u).). Let us prove the reverse inclusion. Applying the ezact covariant functor
R, ®r - (since Rp, is a flat R-module; see, e.g., [10, 25]) to the following ezact sequence of R-modules
defining a finite presentation of A

Rrx1 A Rmx1 g A 0
we obtain the following split ezact sequence of Ry,-modules (see, e.g., [10, 25]):

A. id® o

Rixt 2 g Ry SptA=0. (17)
Setting Il = I,, — Fj,, A € ’RZXT and using the identity A F},, = I,,, we obtain AIl = 0, i.e., we have
img,, (IL) C kerg, (A.) =img, (Ch,.), which proves the existence of Gy, € Rt’w such that Il = Cj,, Gp,,
ie., Cp, Gp, + Fp, A = I,. Evaluating this identity at u, we then obtain Cj, (u )Gh (w)+ Fp, (u) A(u) = I,.
Now, if ¢ € kerk(A(u).), this last identity implies the identity & = Ch,(u) (Gp,(u) &), which shows
kerk (A(u).) C imk(Ch, (u).) and proves that kerg(A(u).) = img(Ch, (u).). We then have v — Fj, (u) M €
img (Ch, (u).), and thus, there exists Y’ € K“*" such that v — Fj, (u) M = Cp,(u) Y’, which proves that
(u, v) is of the form of eq. with u € D(h;), i.e., all the solutions of eq. () with v € D(h;) are defined
by eq. .

Finally, let (u, v) be a solution of eq. . By 1 of Lemmal] u € U # 0, i.e., by 3 of Proposition
w €U =J;_, D(h;). Then, there exists i € {1,..., s} such that u € D(h;) and the last result holds. O

Remark 9. A matrix Fy, RTX"L satisfying A F},, = I, can be computed as follows: h; A = 0 (see
the proof of 4 of Proposition |1 ' where A = Rm“/(A R™1), yields the identity h;I,, = AGy, for
a certain Gp, € R™™, and thus, Fy, = h; Gh € Rrxm. A matrix Gy, can be obtained using a
factorization problem (see, e.g., [6]), i.e., by solving a standard membership problem in R™*!, where
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R = K[z1,...,2,]. This matrix can be computed by, for instance, the LocalLeftInverse command of
the OREMODULES package [6] or the PreInverse command of the CapAndHomalg library [I].

To compute a matrix Cy, satisfying kerg, (A.) =img, (Cp,.), we can first compute kerg (4.) to get
C € R™ " such that kerg(A.) = img(C.) (see, e.g., [5]). Then, the application of the exact functor

R, @r - to the exact sequence of R-modules R!*! O grx1 _A
of Rp,-modules Rzﬂ <, ’RZ“ i>72;Z><1 . Thus, we have kerg, (A.) = img, (C.), which shows

that we can take C}, = C. Note that ¢; = ¢. Finally, to reduce ¢;, we can follow the next approach.
Considering R[y] = K[z1, ..., Zm,y] and denoting by (y h; — 1) the ideal of Ry] generated by y h; — 1,
we then have Ry, = R[y]/(y h; — 1). The following exact sequence of R[y]-modules

R™*1 vields the exact sequence

(yhi—1)

0 Rly] Rly] —2— R, 0

combined with eq. seen as an exact sequence of R[y]-modules, yields the commutative exact diagram
of R[y]-modules:
0 0

A. id®o

Ry Ry Syl A=0.
id, ®9 idm ® 9
Rfy™" —— Ry ™!

(yhi—1) I,. (yhi—1) I,.

A.

R[y]rxl R[y]mxl
Computing kergpy (A (yhi — 1) Iy).), we obtain U € R[y]"** and V € R[y]™** such that:

kerrp) (A (yhi — 1) I).) = imgyy, (( 0 >)

Now, 1 of Proposition 3.1 of [7] yields kerg, (A.) = img,(U.)/imgy,((yh; — 1) I..) = img, (Ch,.),
where C},, is the matrix obtained by setting y h; to 1 (which corresponds to substituting y by h;l) in
U. A matrix U can be computed by using, e.g., the SyzygyModule command of OREMODULES or the
WeakKernelEmbedding command of CapAndHomalg.

The different computations are implemented in the RANKFACTORIZATION package [9].

Example 2. Let us consider the following matrices:

1 0 -1 =2 -3 —4
v=(o 1) 2=(0F) ()
Then, we have m =n=r=2, 2 = (z; x2)7, and:

A— —1‘1—2.132 —3.131—41‘2
- £E1—|—2I2 3561"’41'2

) = det(4) =0 = I=(0) = U=0.

Hence, the corresponding rank factorization problem eq. has no solutions.

Example 3. Let us consider the following matrices:

15 14 13 1 -1 1 2 1 3
M‘<24 20 16)’ Dl_(1 1 ) D2_(—1 2)7 DS_(4 3)'
Then, we have | = rankg(M) = 2 = m < r = 3 = n. In particular, M has full row rank. Let us consider
R = Kl[x1, 73] and the R-module A = R**!/(AR3**!) finitely presented by the following matrix:

. _( m1—®m2 T1+272 71 +372 2x3
A_(Dlx Dy D3x)_(1‘1+$2 —x1+2x9 4$1+3J)2>€R ’
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16 Dagher € Hubert & Quadrat

We can now check that Z = Fitto(A) = (3, 21 72, 23). Hence, we have:
U=K¥ "\ W(T) =D (z}) UD(z122) UD (23) =K'\ {(0 0)"}.

Moreover, we have:

66 6
971‘1 972’)1
38 339 23 3o 32
Fas - 97z, 97a? 97z, 9722 < Rr? , REgz=1D,
B 7 B 22 x5 17 B 229
97z, 9722 9Tz 97a?
B 55 B 5
194 24 194 24
33 21 3 51
wa = - R3X27 RFa::v :I7
Lo 1902y " 104z, 104z, 194z | e 1o 02
11 7 1 n 17
97$2 971’1 97‘%2 971’1
- 3517 B L 8511 L
38813 2w 388122 2m,
21 21 31 51 21 91 352
F”“g o 388 22 + 388 19 38823 = 38813 € Rz% ’ RFI% =I.
71‘1 11 171‘1 1
7+ - 2
19425  97xo 19425 97 z9
If we note
596% + 1221 x2
C=| —-323+5z122+623 | € R¥,
—22% — 423

then we have kerg, (4.) = img, (C.) for h = 2%, x 29, and 23, which shows that all the solutions of
eq. (4) are of the form of eq. (16]):

VueD(z3), VYm’% € KIx3, v(u,Ym’%) :Fx%(u)M—i—C’(u)Yz’%,
Vu € D(xl 'r2)a VYI c K1X37 v (u Yl ) = F$1 Iz(u)M+ C(u) Yxll T2 (18)

Tl T2 )T X1 X2

VueD(a3), VY, eK v(u,Ygﬂ’g):Fxg(u)M—FC(u)Y;g.

For h = 2%, xyx9, or x3, the determinant of U, = (F), C) is 1, i.e., Uy is invertible. Hence,
T
the matrix v defined by eq. |i has full row rank if and only if so has (M T Y}ZT) € K3%3 where
Vi=(Y,, Y, Yige K'X3 'ie., if and only we have Yy, —2Y, ,+Y, 3 #0.

3.2 General case

Let us now consider the case where the matrix M is not full row rank, i.e., img(M.) # K™*1. Set again
[ = rankg (M) and p = m — 1 > 0. Moreover, let L € KP*™ be a full column rank matrix whose rows
define a basis of the K-vector space kerg(.M), i.e., which satisfies kerx(.M) = img(.L).

Remark 10. Note that the rows of the matrix L define a generating set of compatibility conditions of
the inhomogeneous linear system M n = (, where ( is a fixed vector of K™*! and 5 is sought in K™*!,
Indeed, a necessary (and sufficient) condition on ¢ for the solvability of M n = ( is defined by L { = 0.

Inria



On the general solutions of a rank factorization problem 17

3.2.1 Necessary conditions on u

Let us suppose that a solution (u, v) of the rank factorization problem eq. exists. If we set Q(u) =
L A(u) € KP*", then combining A(u)v = M with L M = 0, we obtain Q(v)v = L M = 0, which shows
that all the columns of v belong to kerk(Q(u).). Thus, u € K™*! must necessarily be such that:

ker(Q(u).) £ 0.
In linear algebra, the rank-nullity theorem yields the indezx of Q(u). is defined by
dimg (kerk (Q(u).)) — dimk (cokerk (Q(u).)) = r — p,
which yields dimg (kerg(Q(u).)) > r — p. Thus, we have:
1. If r > p, i.e., if the matrix Q(u) is wide, then kerk(Q(u).) # 0 for all u € K™*1,

2. If r < p, i.e., if the matrix Q(u) is tall or square, then kerk (Q(u).) can be reduced to 0 for almost
all u € K™*1. The u’s for which kerk(Q(u).) # 0 are the common zeros in K™*! of all the r x r
minors of the matrix Q(u) € KP*".

Let us state again the definition of the Fitting ideals (see, e.g., [10, 23]).

Definition 1. Let R = K[x1,..., 2], N € R**", and N' = RY"/(R'** N) be the R-module finitely
presented by the matrix N. The Fitting ideals Fitt;(N)’s of N are defined by:

e Fitt;(N) is the ideal of R generated by all the (r—i) X (r—4) minors of the matrix N for 1 <r—i < s,
e Fitt;(N) = (0) for s < r —1,
e Fitt;(N) =R forr—i <0.
We can now state a necessary condition on u for the existence of a solution of eq. .
Lemma 5. Let R =K[zy,..., 2], v = (z1 ... )T, A= (Dyz ... D,x) € R™*", Q = LA € RP*".
Moreover, let Q = cokerg(.Q) = RY™"/(RYP Q) be the R-module finitely presented by the matriz Q.

Equivalently, the R-module Q is defined by the following finite presentation:

Q

RIxP R " Q 0. (19)

A necessary condition for the solvability of eq. is u € Vk(Fitto(Q)), where Fittg(Q) is either (0) if
r > m —1 or the ideal of R generated by all the r x r minors of Q € R"™=DX" if r < m — 1. Finally,
Fitto(Q) is either generated by homogeneous polynomials of total degree v or by 0.

Proof. By definition, for r —p < i < r —1, Fitt;(Q) is the ideal of R generated by all the (r —4) x (r — i)
minors of the matrix @ = (L Dy z ... L D, z). Thus, Fittg(Q) is either (0) if » > p, or the ideal generated
by all the » x r minors of @ € RP*" if r < p. Hence, if r > p, then Fittg(Q) = (0) (which then yields
Vk(Fitto(Q)) = K™*1) or, if r < p, Fitto(Q) is generated by homogeneous polynomials of degree r or 0
if all the r x r minors of Q(u) are reduced to 0. Finally, the fact that kerx(Q(u).) # 0 is equivalent to
u € Vk(Fitto(Q)) since the rank of the matrix Q(u) is then strictly less than r. O

More generally, fori =0, ...,r—1,ifi < r—m+I, then Fitt;(Q) = (0), or if i > r—m+I, Fitt;(Q) = (0)
is generated by homogeneous polynomials of degree r — ¢ or by 0 if all the (r —¢) x (r — ¢) minors of
Q(u) are reduced to 0. Therefore, 1 ¢ Fitt;(Q) for i = 0,...,7 — 1, which shows that Fitt;(Q) # R for
1=0,...,7 — 1. Finally, we have:

Vi (Fitt;(Q)) = {u € K™ | ranky (Q(u)) <7 —i}, i=0,...,r— 1.
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18 Dagher € Hubert & Quadrat

Remark 11. We can easily check again that the following chain of Fitting ideals holds
(0) C Fitto(Q) C Fitt1(Q) C ... C Fitt,.—1(Q) C Fitt,.(Q) = R, (20)
(see, e.g., [10, 12, 20]), which yields the following chain of affine algebraic subsets of K™*1:
{0} € Vk(Fitt,_1(Q)) € Vk(Fitt,_2(Q)) C ... C Wk(Fitto(Q)) C Vk((0)) = K™*1, (21)
Note that Fitt,_;(Q) is the ideal generated by all the entries of Q = (L Dy x ... L D, z), and thus,
Vk(Fitt,—1(Q)) = {u e K™ | LD;ju=0,i=1,...,r}, ie., Vk(Fitt,_1(Q)) = kerk(N.), where N is
defined by eq. . Therefore, the approach of Section [2| corresponds to the case of u € V(Fitt,.—1(Q)).

Example 4. Let us consider the following matrices:

0 0 0 2 5 3 0 0 30 0 0

3 0 0 1 00 0 O 0 0 0
D1: ) D2: ) M=

0 0 0O 05 2 0 12 0 0

0 0 0 2 03 2 0 12 0 0

We then have m =4, n=3,l=1<r=2,and p=m — 1 =3 > r. Moreover, we get:

Now, set R = Q[z1, xa, x3,24], x = (1 ... 24)",

214 S5x1 4+ 322
3x1+ x4 0

A=D1z Dyx)= € R¥*2,
0 dx2 + 213
214 3To+ 223
—6x4 101 — 929 — 1023

Q=LA=] 3x1+a4 0 € R3%2,

—2xy4 219
and let Q@ = R'*2/(R1*2 Q) be the R-module finitely presented by Q. Then, we have:

Fitto(Q) = (1021 — 922 — 10x3) (31 + 4), (221 — 322 — 273) T4, (31 + 24) T2),
Flttl(Q) = <1'13 T2, L3, I4>'

A necessary condition for the existence of a solution of Problem eq. is then u € Vk(Fitto(Q)). We can
check again that Vi (Fitto(Q)) is defined by u = (u;  uz w3 —3u2/2 —3u)T,u=(u1 0 wu wuy)?,
and u= (0 uy wuz 0)7 for all ui, us, uz € K.

Finally, we have Vk(Fitt;(Q)) = {(0 0 0 0)T} = kerg(N.), where N = ((L D1)T (L D2)T), which
shows that the approach developed in Section |2 cannot be used to solve Problem eq. .

3.2.2 Study of the kernel of the matrix @)

As explained in Section [3.2.1} we must have u € Vg (Fittg(Q)) and v € kerg(Q(u).). Hence, we now study
the kernel of (). We first set a few notations.

Definition 2. We note J = Fitto(Q) = (m;)i=1,....a, Where, if r <p=m —1, {m;};=1,._ o is the set of
all the r x  minors of @ and a =p!/(r! (p —7)!), or a =1 and m; =0, i.e., J = (0), else. If {e;}i=1, -
is another set of generators of J, where e; € R for i = 1,...,~, then we shall write 7 = (e1,...,e,)Rr.

Inria



On the general solutions of a rank factorization problem 19

To algebraically emulate the fact that w belongs to Vk(J), we can work in the non-trivial factor
noetherian ring S = R/J of R. Let x : R — S be the canonical epimorphism of K-algebras which maps
r € R onto its residue class l(r) € S, simply denoted by 7. Note that the ring S inherits a R-module

structure defined by 7’7 :=r’r = 7/7 for all r, ' € R.
For k € Z-, we can define the following R-homomorphism:

kal s Skxl

n=(m ) s m= (. )T (22)

More generally, if C'€ R**?, then we shall use the following notations:
C = (Cijhicican<i<o = (X(Cij))1<i<an<j<e = X(C) € S,

Let 7(Q) = cokerg(Q.) = RP*1/(QR"*1) be the so-called Auslander transpose of Q = cokerg(.Q)
[10] (i.e., the R-module finitely presented by the transpose QT of Q). Applying the right ezact covariant
functor S @ - [10L 25] to the exact sequence of R-modules defining the following presentation of 7(Q)

Q.
'RTXI,

0 T(Q) <—— Rpx!
and using S ®r RI*! = S'*1 we then obtain the following exact sequence of S-modules

Q.

O%S@)R T(Q) Ks Sp><1 erl’ (23)
where, using both the R-module and the ring structures of S, Q. € homgs(S8"*!,SP*1!) is defined by
QM :=Qn=Q7 for all n € RT“; Hence, we have Q. = Q. € homg(S™*!, SP*1). See, e.g., [10, 25].
Since S is a noetherian ring, kers((Q).) is a finitely generated S-module [10, 25]. Thus, if kers(Q.) # 0,
then there exists K € 8"*? is such that kers(Q.) = img(K.).

To prove that kers(Q.) # 0 (even when kerg (Q.) = 0), we shall use McCoy’s theorem.

Theorem 3 (Theorem 6, p. 63, [23]). Let Q € RP*" and F a non-zero R-module. A necessary and
sufficient for the existence of 0 # n € F' satisfying Qn = 0 is that there exists a non-zero element ¢ of
F that is annihilated by the determinantal ideal $4,.(Q) — defined by all the r X r minors of Q if r < p,
or (0) if r >p — i.e., PC =0 for all P € $4,.(Q).

Corollary 2. Let M € K™*™ be such that img(M.) # K™ and L € KP*™ qa full row rank matriz
satisfying kerk (.M) = img(.L), where p = m — rankg(M). Moreover, let D; € K™*™ fori =1,...,r,
R=K[z1,...,2m], 2= (21 ... 2)T, A= (D12 ... Dyz) € R™*", Q=LA € RP*", Q= cokerg(.Q),
J = Fitto(Q), and S = R/J. Then, we have kers(Q.) # 0, and thus, there exists a non-zero matriz

K € R"™*1 such that kers(Q.) = img(K.).

Proof. By Remark J = Fitto(Q) is a proper ideal of R so that S = R/J # 0. McCoy’s theorem, i.e.,
Theorem |3} shows that kers(Q.) = kers(Q.) # 0 if and only if there exists 0 # s € S such that Ps = 0
for all P € 4.(Q).

If 7 > p, then J = 4,.(Q) = (0), and thus, S =R, Q = Q, and 0 # 1 € R satisfies 0 x 1 = 0, which
shows that kerg (Q.) # 0.

If r <p, then J = (m;)i=1,..,a, where {m;}i=1, . denotes the set of all the » x r minors of ) and
a=p!/(r! (p—r)!). The result holds because 0 # 1 € S = R/J satisfies m; x 1 =m; =0fori=1,...,a.

Finally, using the fact that S = R/J is a noetherian ring [10, 25] and kers(Q.) # 0, there exists a

matrix K € R"*9 satisfying kers(Q.) = imgs(K.). O

We now explain how a matrix K can be effectively computed using Grébner basis methods [10, [12].
Using Definition |2} if » > p, then we have J = (0) and S = R. A matrix K can be computed by
standard elimination theory (e.g., Grobner basis methods) for the polynomial ring R = K[z1,..., 2]
Note the fact that kerg (Q.) # 0 can also be proved by considering the Euler-Poincaré characteristic [10,

25) of the exact sequence of R-modules 0 T(Q) <—— Rpx! DI 7 R kerg (Q.) =<——0,
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ie., rankg(kerg(Q.)) — r + p — rankg(7(Q)) = 0, where rankgr (M) stands for the rank of a finitely

generated R-module M defined as the dimension of the finite-dimensional K(z1, ..., z,,)-vector obtained
by extending the coefficients of M from R to the field of fractions of R, i.e., the field of rational
functions K(z1, ..., %) in 1, . .., x,, with coefficients in K [10,[25]. In other words, we have rankg (M) =

dimg (g, ... 2, K(T1, ..., Zm) ®r M. Hence, we have rankg (kerg(Q.)) > r — p > 0, which shows that
kerz (Q.) # 0 and proves the existence of K € R"*9, where ¢ > r—p > 0, satisfying kerg (Q.) = img (K.).

Now, if » < p, using Deﬁnition then let J = Fitto(Q) = (e1,...,e4). Ilf e = (e1,...,e4)T € RY*L,
then J = img(.e) and we have the following exact sequence of R-modules defining a finite presentation
of § as a R-module:

R R_X. 8 0. (24)
Combining eq. and eq. (24)), we obtain the following commutative exact diagram of R-modules

0 0
id Q.
0<—S®rT(Q) ds®@r Spx1 Q Srx1
idp ® x id, ® x
Rp><1 Q- Rrxl
I, ®.e I, ®.e

Q

X ) X
RPAY —— R 77

where (id, ® x)(p1 -.. pp)T = (x(p1) ... x(pp))* for all (ug ... pp)T € RP*! and I, ® .e is defined by:
)\1 )\1 e

VA= : eRP*Y, (I, ®.e)(A) = : =Aeec RPXL, (25)
Ap Ape

Similarly for id, ® o and I,,®.e. Let us now characterize img (I,®.e). Let col(A) = (A1 ... \,)T € RPY*1
be the vectorization of the matrix A € RP*7 obtained by stacking the columns of A into a single column
vector, and e ® I, € RP*PY the Kronecker product of el by I, i.e., the diagonal matrix whose p
diagonal blocks are the row vector e? (see, e.g., [25]). Now, the “vec trick”, i.e., the standard identity
col(Ae) = (el @ I,) col(A) for all A € RPX? yields:

(I, ® .€)(A) = Ae =col(Ae) = (e7 ® I,) col(A). (26)
Note that eq. shows that img (I, ® .e) is exactly the image of the following R-homomorphism

(ef'®n).:RPL — Rpx1
v — (eT®D)y,

ie., img (I, ® .€) = img((e ® I,,).). Now, using 1 of Proposition 3.1 of [7], we have
kers(Q.) = img (K.)/imz (e’ ® I,.).) = ims(K.), (27)

where the matrix K € R"*9 is defined by:

kerg((Q e @ 1).) = img (( Ifg )) (28)

The matrices K € R"™? and K’ € R"*P7 can be computed using, for instance, the SyzygyModule
command of the OREMODULES package, the Ker (resp., WeakKernelEmbedding) command of Singular
[12] (resp., CapAndHomalg [I]). The computation of kers(Q.) and of a matrix K are available in the
RANKFACTORIZATION package [9] dedicated to the rank factorization problem and its applications.
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Remark 12. Considering S as a R-module and applying the left exact contravariant functor homg(-,S)
to the finite presentation of Q defined by eq. , we obtain the exact sequence of R-modules

Q.

Spxl Srxl homp (Q,S) <— 0,

ie., kerg(Q.) 2 homg(Q,S), where the R-module homg (9, S) inherits a S-module structure defined by
(fs)(q) = f(g)sforall s €S, qge Q, and f € homg(Q,S) |10, 25]. Note that the finitely presented
R-module homp (Q,S) can be effectively characterized (see, e.g., [12, [7]) and K can be computed using,
e.g., OREMORPHISMS [§], Singular [12], or CapAndHomalg [I].

Example 5. We continue Example 4| We note J = Fittg(Q) = (e1, €2, €3)r, where
e = (10371 — 929 — 10.%‘3) (3.’171 —‘1-334), €y = <2$1 — 3z — 2.%’3) Ty, €3 = (3.’1?1 +$4) To,

e=(e1 ey e3)T,and S =R/J. Computing the left-hand side of eq. with p = 3, we obtain:

_ _ 0 2 -
kers(Q.) = img(K.), K= "2 (@1 =) € R?*3,
Ty 31+ x4 3Ty

The non-zero entries of K are homogeneous polynomials of total degree 1 in xq, ..., x4.

By construction of K, we have kers(Q.) = img(K.), and thus, Q K = 0, i.e., Q K € JP*4, which
yields Q(u) K (u) =0 for all u € Vk(J), i.e.: img(K(u).) C kerg(Q(u).) for all u € Ve (J).

Remark 13. If 0 # 7 € kers(Q.), where n € R™*!, then Qn € JP*! and n ¢ J"*!, i.e., Q(u)n(u) = 0,
ie, n(u) € kerg(Q(u).) for all u € Vk(J), where 7 is not identically zero as a polynomial map from Vk(J)
to K"™*1. Using kers(Q.) C img(K.), there exists £ € S7! such that 7 = K&, ie., n — K& € J™*L
Thus, we have n(u) = K(u)&(u) € img(K(u).) for all u € Vk(J). But it is important to note that

¢ € kerk(Q(u).), at a fixed u € Vk(J), is not necessarily of the form ¢ = n(u) for a certain 77 € kers(Q.),
i.e., for a certain polynomial vector n € R™*! : V¢ (J) — K™*1. Indeed, ¢ € K™*! can result from a drop
of the rank of the matrix @ at a particular u € V(7). For an explicit example, see Example |§| below.

A complete description of kerk (Q(u).) will be given in the next section (see Theorem [4)).

3.2.3 General solutions for the case M =0

The following result will play an important role in what follows.

Theorem 4. Let Q = cokerg (.Q) be the R-module finitely presented by the matriz Q@ € RP*" defined
n Corollary@ Ji = Fittg(Q) fork=0,....r =1, 7, =R, T = Jo, Sk = R/Tx fork=0,...,r —1,
S=8 =R/T, and x : R — Sk the canonical ring epimorphisms for k = 0,...,r — 1. Then, for
k=0,...,r — 1, there exists a matriz Kj, € R} such that:

kers, (xk(Q).) = ims, (xx(Kk).)-

In particular, we have img (Kj(u).) C kerg(Q(u).) for all u € V(Ji) and k =0,...,r — 1.
Finally, for k=0,...,r—1, we have:

Vu € We(Je) \ Vk(Jig1), kerk(Q(u).) = imy (Kx(u).). (29)

Proof. Let xx : R — Sk = R/Jx be the epimorphism of K-algebras for Kk = 0,...,7 — 1 and note
k(@) = (Xk(Qij))1<r, 1<j<p € S¢*" and similarly for any matrix with entries in R. Note that we have
Xo = X, where ¥ is defined by eq. (22), i.e., xo(r) = x(r) =7 for all € R. Note that Sj, has a R-module
structure defined by ' xr(7) := xx(r' ) = xx(r") xx(r) for all r, v’ € R.

Using both the R-module structure and the ring structure of Sy, we first have:

kers, (Q.) = {xx(n) | n € R Q xx(n) = xx(Qn) = xx(Q) xx(n) = 0} = kers, (xx(Q).)-
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Using the fact that Ji # R for kK =0,...,r — 1, Sk is a non-trivial ring. Then, Theorem [3|shows that
kers, (xx(Q).) # 0 since, by construction of S = R/Jy, all the (r — k) x (r — k) minors of xx(Q) vanish
in Sy, and thus, so do all the r x r minors of xx(Q) (see eq. (20)). Using the fact that Sy is a noetherian
ring, there exists a non-zero matrix Kj € R} % such that kers, (xx(Q).) = ims, (xx(Kx).). Thus, we

have the following exact sequence of Sg-modules:

Xk (Kk)- Xk (Q)-

ngd S,:X1 5£X1. (30)

Note that J._; is the ideal generated by all the entries of @, which yields x,—1(Q) = 0, ie.,
kers, , (xr—1(Q).) =S}, i.e., K,_; = I,.. This case corresponds to Section

Now, we have xx(Q) xx(Kx) = xx(Q Kj) = 0, and thus, we have Q Kj, € JF*% and K, ¢ J"*,
which yields Q(u) Ky (u) = 0 for all u € V(Ji), where Kj : V(Jr) — K™% is not identically zero, and
then proves that img (K (u).) C kerg (Q(u).) for all u € V(Ji).

Finally, let us prove that kerg(Q(u).) = imk (K (u).) for all u € Vk(Jx) \ V(Ti+1 )P} Let us consider
u € Ve(Tk) \ Ve(Tk+1) so that rankk (Q(u)) =7 — k + 1. Hence, there exists a (r —k —1) x (r—k —1)
minor of @, denoted by m, such that m(u) # 0. Note that m € Jy41 and f = xx(m) is not a nilpotent
element of Sy, i.e., m ¢ /Ji (since m € \/J yields m(u) = 0). We can consider the non-trivial ring
Sky = {s/f¥ | s €S, k € Z>o} defined as the localization of Sy at the multiplicatively closed set
{f*}rez., and the canonical ring homomorphism j; : S — Sk, s defined by j;(s) = s/1 for all s € Sy,
whose kernel is given by kerj; = {s € Sy | 3¢ € Zso : f°s = 0} [10, 25]. Note Ky ; = j;(xx(Kx))
and Q¢ = jr(xx(Q)). Using the fact that Sy s is a flat Sp-module [10} 25], applying the covariant exact
functor Sy 5 ®s, - to eq. , we obtain the following exact sequence of Sy, r-modules:

K 5 Q-

0. (31)

Sprt St sy cokers, ,(Qf)

Using the fact that f is invertible in Sy ¢, the matrix Q)¢ is then equivalent to the following matrix:

Irfkfl 0 pXT
( 0 0 ) €S-

Thus, we have cokers, ,(Qf.) = S;g);HkH)Xl, i.e., cokers, ,(Qy.) is a free Sy -module, which yields

that eq. splits |10, 25]. Therefore, there exist U € R™P, V € R**" «, 8 € Z>o such that

Up=fxi(U) € 8. and Vy = fPxe(V) e Sit/ " satisty Ky p Vi +Us Qf = I Let § = lem(a, B).

Using the characterization of ker j¢, the last identity is equivalent to the existence of v € Z>( satisfying
PP B V) + P xaUQ) — f21,) =0,

fe,tom” (M P K, V+ml= U Q—-m’I,) € J/*". Now, using u € Vk(Ji) and m(u) # 0, we then have
m(u)? (m(u)®= P Ky (u) V(u) + m(u)’=* U(u) Q(u) — m(u)® I,.) = 0, and thus:

K (w) (m(w) ™" V(u) + (m(w) " U(w) Q(u) = I

Finally, if v € kerk(Q(u).), then the last identity yields v = Ky (u) (m(u)™? V(u))v € img(Ky(u).) and
shows that kerg (Q(u).) = img (K (u).), which concludes the proof. O

Let us illustrate eq. with an explicit example.
Example 6. Let Q = cokerg (.Q) be the R = K[z, 23]-module finitely presented by the following matrix:

o=(o mp)em
Then, we have:
Jo = Fitto(Q) = (0), J1 = Fitt1(Q) = ((z1 — x2) (z1 + 72)), T2 = Fitta(Q) = (z1,72),
VK(J()) = K2><17 VK(jl) = {(1 1)T Uq | Uy € K} @] {(1 - 1)T Uq | Uy € K}7 VK(JQ) = {0}

2The proof of this point was communicated to us by Prof. David Eisenbud (University of California Berkeley). We are
grateful to him for authorizing its reproduction here.
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We can check that rankk (Q(u)) = 2 if u € Vk(Jo) \ Vk(J1), rankk (Q(u)) =1 if u € V(1) \ Vk(T2),
and ranky (Q(u)) = 0 if u € Vk(J2).
Let us now characterize kerg (Q(u).) for u € K2*1. If u € K2*! then we have:

kerk (Q ={t=( & & eKNurbi+urb =0, u2& +urée =0}.

Ifweset K=(0 0 )T, K'=(1 -1 0)T,and K" =(1 1 0)7, then we can check that:

img (K.) = u € K21\ W (1),
) imk((K K’)) KK+ K'K, wuz=u; #0,
kerk(Q(u)) = 0 (K K7)) = KK+ K"K, s — —uy # 0,
1mK( ) Uy = Uy = 0.

Let now us first consider Sy = R. We can ckeck again that kerg (Q.) = img (K.).
Let us now consider the ring §; = R/J and x; : R — S; the canonical ring epimorphism. Then,
we have kers, (x1(Q).) = ims, (x1(K1).), where:

0 —z0 27
K, = 0 1 —x2 € R3X3.
1 0 0

Let us finally consider the ring So = R/J2 and x2 : R — S» the canonical ring epimorphism. Then,
we have x2(Q) = 0 and kers, (x2(Q)) = S3*3, i.e., Ky = I3 satisfies kers, (x2(Q)) = ims, (x2(K2).).
Finally, let us check again that:

)

img (K (w).), ueVe(T)\ V().
1 \ )s

) T
kerk (Q(u).) = { imk (K1 (u).), ue€ Vk(J1)\ V(T2
img (K2 (u).), u € V(T2)-

It is clear for ¢ = 0 and ¢ = 2. Thus, if we consider ¢ = 1, then we have

. KK+ K'K, uy=u; #0,
v u € Vel Wil ), (K (u).) = { KK+ KK, Tuj:é 0

which finally illustrates Theorem [ on a simple example.

Let us now study the connections between the matrices Ky’s for k =0,...,7 — 1, where Ky = K.
Using J. =R, for k=0,...,r — 1, we have the following exact sequence of ring homomorphisms:
Sk
0 Ti+1/ T Sk b Skt 0.

Thus, Sk41 inherits a Sp-module structure and we have xxi11 = dr o Xk, where xx : R — Sk is
the canonical ring epimorphism. Applying the covariant functor Sp4+1 ®s, - to the exact sequence

S}fxl Xk (Q). ngl Xx (Kk)-

Sg"'X1 of Si-modules, we obtain the complex of Si41-modules

px1 Xe+1(Q@) Lpsp Xk+1(Kk). Lg%
Sk-‘rl Sk+1 Sk+1 ’

which yields
ims, ., (Xx+1(Ky).) C kers, ,, (xx+1(Q).) = ims, ., (Xk+1(Kkt1)-)s

and proves the existence of a matrix Ly, ;41 € R%+1 X% such that:

Xe+1(Kk) = X1 (Ert1) Xot1(Lr k41), k=0,...,7r—2. (32)

The next result gives the solutions of the rank factorization problem eq. when M = 0.
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Corollary 3. If M = 0, then all the solutions of the rank factorization problem eq. are defined by
Vk=0,....,r =1, Vu € W(Tk) \ Vk(T+1), VY € KX (u, v (u,Y') = K(u) Y'),
where the matriz Ky, is defined in Theorem[, Moreover, we have
Vu€Vk(Tit1), VY € KX up(u, V') = Kig1(u) (Lg gy (w) Y') = v (u, Lig g1 (u) YY),
and thus, all the solutions of the rank factorization problem eq. are defined, up to redundancy, by:
Vk=0,...,r =1, Vu€W(Jx), VY € K=" (u, vp(u,Y") = Ki(u)Y').

Proof. It M = 0, then we have L = I,,,, @ = A, and A(u)v = 0 shows that the each column of v € K"™*"
must belong to kerg (A(u).). Using Theorem[d] for k = 0,...,r—1, (u, v(u) = Kj(u)Y’) for all u € Vc(T)
and for all Y/ € K% *™ are all the solutions of eq. .

Using eq. , we have Ky, — K41 L g1 € .7,::1'“’, and thus, Ki(u) = Kgy1(u) Li g+1(u) for all
u € Vk(JTk+1), which finally shows vg(u,Y”) = vgg1(w, Lg g+1(w) YY) for all u € Ve(Tk+1)- O

The computation of all the solutions of the rank factorization problem for M = 0, characterized in
Corollary [3] are implemented in the RANKFACTORIZATION package [9].

Example 7. Let us consider the following matrices:

1 0 0 1 2 1 0 0 O
Dl(o 1>’ D2(1 o)’ D3(1 2) M(ooo)'
Then, R = K[z1, 23], L = I5, and Q = cokerg(.Q) is the R-module finitely presented by:

4 11 T2 211+ 2%2
QA<CE2 x1 $U1+2362>€R ’

We have Jy = Fitto(g) = <O>, J1 = Fittl(Q) = <($1 - 372) (331 + .’172)>, Jo = Fittg(g) = <.’L‘17.’172>7
Vk(Jo) = KPE We(J1) = {(ur w)®,(ur  —ur)? [ wg € K}, and Vk(J2) = {(0 0)T}.
If we note S = R/J, for k=0, 1, 2, then we have kerg, (Q.) = img, (K}.), where:

2 2 0 0
Ky = 1 , K= 1 -3 x9 2x1 4 22 , Ky=1Is.
—1 -1 2331 — T2 —X9

MOI‘GOVGI‘, we have KO = Kl L071 and Kl = K2 LLQ, where L071 = (1 0 O)T and LLQ = Kl. All the
solutions to the rank factorization problem are then defined by:

Yue VK(J()) \VK(jl), VY’ e KlXB, ’l]()(’LL7Y/) = KO Y/,
Vu€VW(J)\ Vk(F2), VY €K v(u,Y’)=Ki(u)Y’, (33)
V u e VK(j2)7 V Yl S K3X3’ ’[}2(U7Y/) = Y/_

We can check again that (u € V(J1),vo(u,Y’) = Ko Y') and (u € Vk(J2),v1(u,Y') = K1 Y') are also
solutions, which are respectively contained in the second and third set of eq. . Therefore, up to
redundancy, all the solutions are also defined by:

VueW (), VY e K>3 ug(u,Y') =KoY,
VueWw (T, VY eK>3 v(u,Y')=Ki(u)Y’,
VueW(Z), VY €K¥3, uy(u,Y') =Y.

Finally, note that, e.g., u = (1 1)7 and

0 O 0
v=| 0 -3 3
0o 1 -1

define a solution of eq. which is not of the form vy(u,Y’) = KoY’ for Y/ € K>3, It shows that we
also have to consider the solutions of eq. over §1 and Ss to get the complete set of solutions.
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3.2.4 Construction of the matrix B as a pullback

Corollary [3] solving the case M = 0, in the rest of the paper, we shall assume that M = 0.

Let 7 = Jo, S = R/J, and K € R"™ 4 be such that kers(Q.) = ims(K.) (see Corollary . In this
section, we extend the construction of the matrix B used in Section 2:2] In the next Section [3:2.5] and
Section [3.2.6] this matrix B will play an important role in the characterization of solutions of the rank
factorization problem eq. . We have the following proposition.

Proposition 2. With the notations of Lemma@ and Corollary @ if we set A = x(A) and X = x(X),
then there exists a unique B = x(B) € 89, where B € R'™9, such that:

AK-XB. (34)

Moreover, if V€ KX™ s q left inverse of X € K™*! and V = x(V), then we have:

B=VAK. (35)
In particular, eq. does not depend on the choice of the left inverse V of X.

Proof. As explained in Section the full row matrix L € KP*™, where p = m —, is such that kerx(L.) =
img (M.). We thus have the following exact sequence of K-vector spaces:

Kp><1 L. Km><1 M. Kn><1

0

By definition of the matrices X € K™*! and Y € K" (see Lemma , we have M = XY, where the
columns of X define a basis of img(M.), i.e., imkx(M.) = imk(X.) and kerg(X.) = 0. Hence, we have
keri (M.) = kerg(Y.). Moreover, since img(X.) C img(M.), there exists H € K"*! such that X = M H,
which yields X = XY H, and thus, Y H = I; because X has full column rank. Thus, imk(Y.) = K!*!
and Y has full row rank. Hence, we have the following commutative exact diagram of finite-dimensional
K-vector spaces:

0 Kpxt < Lo gmxd A gnxd kerg(M.) <——0
| e
0 Kp><1 L. Km><1 X. Kl><1 0.
0

The second horizontal short exact sequence of finite-dimensional K-vector spaces of the above commutative
exact diagram splits [10, 25], i.e., there exist two matrices U € K™*P and V € K™ such that:

L
U X =I. 36
© x) ( " ) (36)
Since K is a field and the matrices (U X) and (LT VT)T are square, eq. is then equivalent to:

(é)(U X):(Ié’ 2):1,,, (37)

Using the fact that S is a K-vector space, applying the ezact functor S ®k - (see, e.g., [10, 25]) to the
above diagram, we obtain the following commutative exact diagram of S-modules:

0 Sp><1 L. Sm><1 M. Snxl
H I
RR n° 9438 0 gpxt Lo gmx1 X gix1 0.
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Combining @ = LA and QK = 0, we get L(AK) = 0, i.e., ims((AK).) C kers(L.) = ims(X.),
which using kers(X.) = 0 shows that there exists a unique matrix B € S where B € R' 4, satisfying
A K = X B, and we have the commutative exact diagram of S-modules:

0 Sp><1 L. Sm><1 M. Sn><1 (38)
I
0 prl L. Sm><1 X. Sl><1 0.

A

ds @ r Spx1 Q grxt . K. ggxt

0

SerT(Q)

Using the identity V' X = I; (see eq. )7 eq. then yields eq. .

Finally, the identity eq. does not depend on a particular left inverse V' of X. This can be checked
again by considering a second left inverse V' of X, i.e., V' X = I;. Then, we have (V' — V) X = 0, which
shows that the rows of V/ — V belong to kerk(.X) = imk(.L), and thus, that there exists L’ € K!*P such

that V! = V+L' L, which usingQ = LAand QK =0, yields VAK =VAK+L' (LA)K =V AK. O

_ Proposition |2 shows that there exists a unique matrix B € 8% satisfying AK = X B defined by
B = VAK. But the pre-image B € R'*? of B is not uniquely defined. It is defined by any matrix
B € R4 satisfying B — V AK € J'¥4. To simplify, we shall thus set B =V A K.

Remark 14. Note that the construction of the commutative exact diagram eq. corresponds to finding
an R-algebra S for which the pullback (see, e.g., [10, 25]) of the S-homomorphisms A. : Srxt —y gmxl
and X. : 8”1 — §™*1 is non-trivial, i.e., such that kers ((A X).) #0.

Example 8. We continue Example [f]] We can first check that:

1

X=05602 27 Y=(6 0 0, V 5

000 1), VX=1

Let T; be the residue class of x; in S =R/J fori=1,...,4. Computing B =V AK, we get:

) 5
B=<x4 <2x2+x3) T3 (377 +71) 371 (2x2+x3 )eS“B.

Finally, we can check again that the identity of matrices A K = X B with entries in S.

Let B = cokers(B.) = 81 /(B S91) be the S-module finitely presented by B, i.e., defined by the
following finite presentation:

Soxt__ B gxi__ 7 . 0. (39)

The next lemma shows that B depends only on the rank factorization problem eq. .

Lemma 6. With the above notations, the S-module B = cokers(B.) does not depend on the choice of the
bases defining L and X, and on the choice of a generating set of kers(Q.) defining K. Hence, the Fitting
ideals of B defined by

Fitt;(B) = Fitt, (cokers (B.)), i=0,...,L (40)
depend only on the matrices M and D+, ..., D,.
Proof. Let L' € KP*™ be a matrix whose rows define another basis of kerg(.M). Then, there exists an
invertible matrix 7 € KP*P such that L' = T'L. Similarly, let X’ € K™*! be a matrix whose columns
define another basis of imgk(M.). Then, there exists an invertible matrix W € K*! such that X' = X W.
Finally, let Q' = L' A = T Q, where Q = L A, and K’ € 8"%¢ be such that kers(Q'.) = ims(K".).
Using the invertibility of T', we clearly have kers(Q’.) = kers(Q.), and thus, imgs(K’.) = ims(K.), which

Inria
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shows that there exists A € @iﬂ such that K/ = K A. Let B’ € 87 be the unique matrix such that
AK' = X'"B'. Using AK = X B and the fact that X has full column rank, we then get:

XWB =X'B=AK =AKA=XBA — WDB =BA.
If B’ = cokers(B’.), then we have the following commutative exact diagram of S-modules

Sa'x1 B’ Six1 o' B 0
l/\. lw. lv
qul B. Slxl g B 07

where v € homg(B’, B) is the S-homomorphism defined by v(¢’ (%)) = o(W f) for all 7 € 81, Since
W € KX is an invertible matrix, v is an isomorphism and y~!(o (7)) = 0’(W_1 D) for all 7 € S ie.,
B’ = B, which yields Fitt;(B’) = Fitt;(B) for i = 0,...,1 (see, e.g., [10, 25]), where, using Definition
the Fitt;(B)’s are defined by eq. . Hence, these ideals depend only on the matrices M, D4,..., D,,
and not particular choices in the construction of the matrix B. O

Finally, using eq. , let us introduce a few more notations that will be used in the next section.

Definition 3. We note Z = Fitto(B), i.e., if | < ¢, Z = (0)s or if | > ¢, T = Fitto(B) = (n1,...,n,)s,
where {n;};=1,.., denotes the set formed by all the  x [ minors of the matrix B and p = I!/(g! (I — ¢)!).

If {h1,..., hg} is another set of generators of Z, then we shall note Z = (h1, ..., hg)s, where according
to the notation eq. , we can write h; =7; for g; e Randi=1,...,0.

Remark 15. 7 is generated by all the r x r minors of Q = (L Dy x ... L D, x) € RP*" ie., J = (0) if
r>porJ = (ei,...,e,) if r <p, where the e;’s are either homogeneous polynomials of total degree r in
the x;’s or all 0. The non-zero entries of K can then be chosen to be homogeneous polynomials. Using
V € K™ the non-zero entries of the matrix B = V AK are then homogeneous polynomials. Finally,
ifl <gq,thenZ=(0)sorifl>gq, Z=(hy,...,hs)s, where the h;’s are either homogeneous polynomials

in the Z;’s (and thus, the g;’s are homogeneous polynomials in the x;’s) or all 0.

Example 9. We continue Example Let us denote by B the S-module finitely presented by B, ie.,
B=S8/(BS*>Y) =8/ <Bl,BQ,B3>S where B; stands for the i*® entry of B. Using Bs = 3 By, we then
have Z = Fitto(B) = (B1, Ba)s-

Remark 16. Using eq. (1)), i.e., anng(B)! C Fitt(B) C anng(B), we then have h; B=0fori=1,..., 5.
Note that anngs(B) = (0) if and only if Fitto(B) = (0) since anng(B) C /anng(B) = +/Fitto(B).

Remark 17. Combining eq. and eq. , we get the commutative exact diagram of R-modules

0 0
0 kers(B.) B - Z B 0,
idg ® x id; ® x
qul B. Rlxl
I, ®.e I ®.e

Raxy B pixy

where I; ® .e and I, ® .e are defined by eq. . Now, using 4 of Proposition 3.1 of [7]), we have

B = RX/(BR + RV (I; @ .¢)). Using eq. (26), we have imz ([, ® .¢) = img((e? @ I).) (see
Section [3.2.2)). Thus, as a R-module, B has the following finite presentation:

B=RX/ (BRT + (F @ ) RIT*1) = R/ ((B e’ ® mnwwl) . (41)
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Doing similarly as in Section for the computation of a matrix K satisfying kers(Q.) = ims(K.)
(see eq. (27)), using 1 of Proposition 3.1 of [7], we then have

kers(B.) = imR(C.)/imR((eT ®1,).) = ims(C.),
where C' € R9*! is such that:

kerr((B ¢ ®I).) = img <( 5 >>

The matrices C' € R9** and C’ € R'7*? can be computed using, e.g., the SyzygyModule command of
the OREMODULES package. The matrix C can also be computed by the Ker (resp., WeakKernelEmbedding)
command of Singular (resp., CapAndHomalg). Finallly, the effective characterization eq. of B and
the computation of kers(B.) are implemented in the RANKFACTORIZATION package.

Finally, using the notations of Theorem [4 instead of considering J = Jo, we can repeat the same
construction as above with Ji, Sk, = R/Ji, and Kj, € R"*? satisfying kers(xx(Q).) = ims(xx(Kk).) for
kE=0,...,7 — 1 to obtain a matrix B, € R'*% satisfying:

Xk (A) Xk (Ki) = x.(X) x1(By) & AK, — X B, € J,"% (42)

Combining this last identity with V' X = I; (see eq. ), we then get V AKy — By € j,ixq, and thus,
Xk (Br) = xx(V) xx(A4) xx (K%). We can define the finitely presented Si-module By, = cokers, (xx(Bk).),
which depends only on the matrices M, D1,..., D,. Finally, as for J = Jp, to simply the notations, we
shall set B, =V AK), € RV¥% for k=0,...,r — 1.

3.2.5 Characterization of the existence of a right inverse of B

Let us sum up the results obtained so far. Let us suppose that the rank factorization problem eq.
has a solution (u, v), where M € K™*™ has not full column rank. As explained at the beginning of
Section if the rows of L € KP*™ define a basis of kerk (.M), then L A(u) v = 0, i.e., v € kerk(Q(u).),
where Q(u) = L A(u). Thus, u € K™*! must be so that kerg(Q(u).) # 0, i.e., by Lemmal[5] u € Vi(J).
Let 0 < k < r —1 be such that u € V(Jx) \ Vk(Tk+1)- Then, by Theorem |4} there exists K € R5*4
satisfying kerk(Q(u).) = imk (Kx(u).). Hence, v must necessary be of the form of v = Ky (u) T, for
a certain T, € K%*". We then have A(u)v = A(u) Kj(u) T, and using the identity eq. ([42), i.e.,
AKy — X By € 7", where By, € R*% we get A(u) Ky(u) = X By(u) for all u € Vk(Jy), and thus,
A(u) Ki(u) T, = X Bi(u) T,, = M = X Y, which yields By (u) T, = Y because X € K™*! has full column
rank. Hence, if (u, v) is a solution of the rank factorization problem eq. , then necessarily u € Vk(Jx),
0<k<r-1,and v = Ki(u)T, for a matrix T,, € K%*" satisfying B(u) T, = Y. Conversely, if we
consider u and v satisfying these conditions, we then have

A(u)v = A(u) Ki(u) Ty = X Bp(u) T, = XY = M,

i.e., (u, v) is a solution of the rank factorization problem eq. . Hence, we are led to study the existence
of a matrix T}, € R?*™ satisfying the following inhomogeneous linear system

Xk (Br) xk(Tk) = xx(Y), (43)

where x1 : R — S denotes the canonical ring epimorphism, i.e., satisfying By Ty, — Y € j,ixn.

Again, to simplify the exposition, we shall only consider below the case S = Sy, i.e., J = Jp. The
general case exactly follows the same arguments.

More generally, we might want to solve eq. , i.e., BTy =Y, in a different ring than just S. To do
that, let ¢ : S — T be a ring homomorphism. If we note B, = ¢(B) € T and Y, = p(Y) € T1*",
then eq. yields the problem of finding T' € T9*™ satisfying:

B,T=Y,. (44)
The next lemma shows that the existence of a solution of eq. in 7 is equivalent to the existence

of a right inverse of B, with entries in 7, namely, the existence of F € T such that B, E=1,.
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Lemma 7. With the above notations, the following assertions are equivalent:
1. There exists T € T9*" satisfying B, T =Y.
2. There exists E € T9<! satisfying B, E=1.

Proof. Using the fact that Y has a right inverse H € K™*! (see the proof of Proposition, ie, YH=1,
we then have Y, H, = I; where H, = ¢(H). Point 1 then yields B, (T H,) = I;, which shows that B,
has a right inverse with entries in 7.

Conversely, if B, has a right inverse E € 79!, then T = EY,, satisfies B, T = Y. O

The next lemma parametrizes all the solutions T' € T9*! of B, T=Y,.

Lemma 8. If T is a noetherian ring, C € T9*! is such that kery(B,.) = im1(C.), E € T is a right
inverse of By, then all the solutions T € T9*! of B, T =Y, are given by:

VY eT>" TY')=EY,+CY" (45)

Proof. EY,, is a particular solution of the inhomogeneous linear system B, T = Y,. If T/ € T2 is
another solution, then we get B, (T” — E'Y,,) = 0, which shows that im7((T" — EY,).) C kery(B,.) =
kerr(C.), which yields the existence of Y’ € T**! such that T/ — EY, = CY’, i.e., such as T' = T'(Y")
for a certain Y’ € 7'*™. Finally, we have B, T(Y') = B, EY,+ B,CY’' =Y, for all Y’ € T"*", which
shows that eq. parametrizes all the solutions of eq. in 7%, O

Using Lemma m and Lemma we can then reduce the rank factorization problem eq. to the study
of the existence of a right inverse of the matrix B,. Let us finally study this last problem.

Applying the right exact covariant functor 7 ®s - [10, [25] to the exact sequence eq. , we obtain
the following exact sequence of T-modules:

Tflxl Be. Tl><1 idr®a T@sB

Note that we then have T ®s B = cokerr(By.). Thus, T ®s B = 0, i.e., B, T = 71 if and
only if there exists a matrix F € T2% satisfying B, E = I, i.e., if and only if the matrix B, has a right
inverse with entries in 7. Let us now investigate when the 7-module 7 ®s B is reduced to 0.

We state again that a prime ideal p of T is an ideal of T which is such that the factor ring T /p is
an integral domain (i.e., 7/p has no non-zero zero divisors). A T-module M is said to be projective
of constant rank r if the T, = {t/s |t € T, s ¢ p}-module M, = {m/s | m € M, s ¢ p} (ie., the
localization of M at the multiplicatively closed set S =T \ p) is a free module of rank r, i.e., M, =T,
for all prime ideals p of 7. For more details, see, e.g., [10] 20].

0. (46)

Proposition 3 (Proposition 20.7, [I0]). A finitely presented T-module M is projective of constant rank
r if and only if Fitt, (M) =T and Fitt,_; (M) = (0).

Note that the zero module is a projective T-module of rank 0. Hence, Proposition [3] shows that
T ®s B = cokerr(B,.) = 0 if and only if Fitto(cokery(B,.)) =T.
The next proposition is a direct consequence of the right exactness of the covariant functor 7 ®g -.

Proposition 4 (Corollary 20.5 of [I0]). Let ¢ : S — T be a ring homomorphism and L a finitely
presented S-module. Then, we have Fitt,(T ®s L) = T ®s Fitt;(L) for all i > 0, where T ®g Fitt;(L)
denotes the ideal of T generated by o(Fitt;(L)), i.e., by the images of the generators of Fitt;(L) by .

The next result studies when the matrix B, has a right inverse with entries in 7.

Corollary 4. With the above notations, let T = Fitto(B) = (h1,...,hg)s be the ideal of S defined by all
the I x 1 minors of B, where h; € S fori=1,...,. Then, the matriz B, € T has a right inverse with
entries in T if and only if (p(h1),...,0(hg))T =T, i.e., if and only if there exist t; € T,i=1,...,05,
satisfying the following Bézout equation:

8
Zti p(hi) = 1. (47)

Finally, if T = (0)s, then the matriz B, has no right inverses for all non-trivial rings T .
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Proof. Using Proposition 4} T ®s B = cokery(B,,.) = 0 if and only if:
Fitto(cokery(B,.)) = T ®s Fitto(cokers(B.)) = T ®s Fitto(B) = ¢(Fitto(B)) = T.

The last equality is equivalent to the Bézout equation eq. (7). Finally, if Z = (0)s, then ¢(Z) = (0)1
for all ring homomorphisms ¢ : S — 7. Hence, if T is a non-trivial ring, we cannot have 7 = (0)7. O

In what follows, we shall suppose that Z # (0)s and all the h;’s are not 0.

Let us first study Corollary [4] in the case of T = S. According to Section we have S = R/J,
R =Klz1,...,2], and J = Fitty(Q) = (e1,...,e,). Writing h; = g; and t; = 7;, where g;, 7; E R for
i=1,...,05, eq. |i is equivalent to the existence of 77, ..., 7/, € R such that Zz 17 gﬂrzj (e =1,
ie., (g1,...,98) + (e1,...,e4) = R. Using Grébner ba&s methods the above Bézout identity can be
effectively checked and the r;’s, and thus, the ¢;’s satisfying eq. , computed. Therefore, eq. can
be effectively tested for 7 = S using standard effective elimination methods (see, e.g., [10, 12]).

Let us now suppose tha e . ) holds in 7 = S. In this case, note that Fitto(B) = (0)s if and only
if B = 0. Then, using eq. , = 0 if and only if (B T ® IZ)R(‘”” X1 = RIX1 e if and only
if (B e ® I;) has a right inverse with entries in R. Using Grobner basis methods, this last problem
can be effectively solved (see, e.g., [5]). See the RightInverse command of the OREMODULES package
[6] or the PreInverse command of the CapAndHomalg library [I]. Hence, two matrices E € R9*! and
E' € R'*! can be obtained satisfying B E + (7 ® I) E' = I, which yields B E = I;, where E = x(FE).
Hence, we have B(u) E(u) = I; for all u € VK(j) Using Lemma [8] where the matrix C' € R7** is such
that kers(B.) = imgs(C.) (see also Remark [17), then {T(Y') = EY + CY’ |V Y’ € T"*"} parametrizes
all the solutions of BT =Y in S7%!. Hence, the solutions of the rank factorization problem eq. are
then parametrized as follows:

u e VK(j),
v(u,Y') = K(u) (E(u)Y + C(u)Y'(u)), VY’ € S*m.

Note that K™ € 8™ and Y’ (u) € K" for all u € Vk(J) and for all Y’ € §**", which shows that the
above parametrization is also defined as follows:

u € W(J),
{ o, Y) = K(u) (E) Y +C(u)Y'), VY € Ktxn, (48)

Hence, if eq. has a solution in S, then we can obtain the above explicit parametrization of solutions
of the rank factorization problem eq. . Using Remark we know that the h;’s and the e;’s are either
homogeneous polynomials or 0. Therefore, 0 is a common zero of the h;’s and the e;’s, which shows that
eq. (47) does not hold in S, and thus, the solutions of Problem eq. cannot simply be parametrized by
a single closed-form of the form eq. .

Example 10. We continue Example @ We have T = (By, Bs)s, ie., g1 = B1 and g3 = By, where
g1 =5xox4/2+ w34 and go = 31 x3 + 23 24. Considering eq, ez, and e3 defined in Example we can
check again that (0 0 0 0)7 is a common zero of the polynomials g1, g2, €1, €2, and ez, which shows that
1 ¢ (g1, g2, €1, €2, e3) and proves that B has no right inverse with entries in S by Corollary

3.2.6 Solutions of the rank factorization problem

Since eq. has no solutions in &, in this section, we seek the solutions of eq. in a different ring 7.

We suppose that at least one of the generators of Z = (hq, ..., hg)s, say h;, is not a nilpotent element of
S, ie., h¥ £ 0forall k € Z.q. We can consider the non-trivial ring Sy, = {s/h¥ | s € S, k € Z>¢} defined
as the localization of S at the multiplicatively closed set {h*}rcz., and the canonical ring homomorphism
g+ S — Sp, defined by jp,(s) = s/1 for all s € S, whose kernel ker j,, = {s € S | Ik € Z>o : h¥s =0}
(see, e.g., [10, 25]). Then, we have ji,(h;) = h;/1 for j =1,...,58 and ji,(h;) = h;/1 #0/1 because h;
is not a nilpotent element of S. If we set t; = (h;/1)"! € Sh and t; = 0/1 for j # i, then (t1,...,%5) is
a solution of eq. in Sy,,, which shows that j,, (B) = By, has a right inverse with entries in Sp,.
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Let E € Sle be a right inverse of By,,. Writing Ej,, = Eh /h¢, where E’ e S and a € Z>g, then
By, Ep, = 1) is equivalent to By, E}, — h{ [; =0 in Sljl, and thus, to h! (B E’j —he¢ L) =0 in S for
a certain b € Z>o. Writing h; = g; and By = x(E})), where E}/ € RI* e, Ej,. = Ej, then the last
identity is equivalent to:

9 (BEy, —giI) e T (49)
Using eq. , we then obtain:

Vue V(7). gi(w)" (Bu) By, (u) — gi(u)* 1) = 0.

Hence, if g;(u) # 0, then E}/ (u)/gi(u)® is a right inverse of the matrix B(u).

If K is an algebraically closed field of characteristic 0, using Hilbert’s Nullstellensatz, the condition
Ve(T) € Vk({gi), ie., gi(u) = 0 for all u € Vk(J), is equivalent to (g;) C /{g:) C V7, and thus, to
gf € J for a certain k € Z>g, i.e., to hf =0, i.e., h; is a nilpotent element of S. We state again that K is
supposed to be of characteristic 0. Hence, if K is an algebraically closed field and h; is not an idempotent
element of S, then there exists u € Vk(J) such that g;(u) # 0. Thus, a right inverse of E of By, exist
“locally”; i.e., for all u € Vk(J) satisfying g;(u) # 0 but not “globally”, i.e., not for all v € Vk(J).

Proposition 5. With the above notations, let Fitto(B) = (h1,...,hg)s. If h; is not a nilpotent element
of S, then By, has a right inverse Ej,, € SZin, i.e., By, En, = I, where S, = {s/h¥ | s € S, k € Z>o}
denotes the localization of S at the multiplicatively closed set {hf}kezzo.

Moreover, there exist two matrices Ch, € Sg;t and Fy,, € S,t“xq satisfying:

kers, (Bp,.) =ims,, (Ch,.), Ch, Fn, + En, B, = I, (50)
Finally, all the right inverses of the matriz By, with entries in Sy, are of the form:

Proof. Let Sp, = {s/h¥ | s €S, k € Z>¢} and 8,;18 = {b/hF | b€ B, k € Z>(} the Sj,-module defined
by the localization of B at {hF }kezs,- Using Remark |16, we have h; B = 0, and thus, S{ilB =0, ie.,

SqXl SlX1 which proves the existence of Ej, € Sq satisfying By, Ep, = I;.

Now using ‘the fact that Sh; is a noetherian ring (see, e. g., [10,25]), kers,, (By,.) is a finitely generated
Sh,-module, and thus, there exist t € Z>¢ and C},, € S,Zix" such that kers, (Bp,.) =ims, (Ch,.).

Setting Il = I, — Ey, By, € S,‘fixq, we have By, IT1 = 0, i.e., img, (IL.) C kers, (By,.) = ims, (Ch,.),
which shows that there exists Fj,, € Stxq satisfying I = C, F},,, i.e., Cy, Fy, + En, By, = 1.

Now, let E’v € Sle be a second right inverse of B, i.e., By, Eh = I;. Then, By, (E’ — Ep,) =0,
Le., ims, ((E}, — Ehi) ) C kers,, (Bh .) = imsg,, (Ch,.), which shows that there exists Q € StXl such that
B, — Ey, = Ch, Q, i.e., using eq. , such that By = Ep, (Q).

Finally, we have By, Ep,(Q) = Bh En, + (Bp, Cp,)Q =1 for all Q € Stxz which finally proves that
eq. . parametrizes all the right inverses of By, with entries in the ring Sh ]

Remark 18. Using the fact that Sy, is a flat S-module (see, e.g., [10, [25]), applying the exact functor
Sh; Qs - to eq. , we obtain the following split exact sequence of Sp,-modules (see, e.g., [10, 25])

Ch.. h;-
i 1 i _
i . i E. i i

i i

where C),, € S,‘ift and Fj, € Sflfq satisfy eq. , which gives another proof of Proposition
Using Lemma 8 with 7 = Sy, all the solutions T' € S{*" of By, T =Y are defined by:

VY’ GSZ?”, Thl(y/) :EhiY—i—Chi Y’

RR n® 9438



32 Dagher € Hubert & Quadrat

As explained in the first paragraph of Section all the solutions v € S;f” of Av = M are then:
VY eS8, o, (Y)=KTy,(Y') =K (EyY +Cp Y.

We can combine the different abobe exact sequences in the following commutative exact diagram

0 Sprt gt < gt (52)
i’”'
0 St S s 0

AT BhLTiEhL v,

0~ S @R T(Q) ~— g <& g s

Chi.TiFhi.

tx1
Sy

s

up to the fact that the composition of the homomorphisms Y. and Ej,. does not form a complex.

First note that the u’s corresponding to vy, are the elements of Vk(JJ) which satisfy g;(u) # 0, i.e.,
u € Vk(J) \ Vk({gi))- Let us set Uy, = V(T) \ Vk({(g:)). If h; = g, where g, € R, then ¢, — g; € 7, then
gi(u) = g;(u) for all u € Vk(J), and thus, Vk(J) \ Vk((9})) = Vk(T) \ Vk({(gi)), which shows that U,
does not depend on the choice of a representative g; € R of h;. Finally, note that we also have:

Vuely,, kerg(Bp,(u).)=imk(Ch,(u).). (53)

Indeed, using Bp, Cn, = 0 (see eq. ), we have Bp,(u) Cp,(u) = 0 for all v € Uy, and thus,

img (Ch, (u).) C kerk(Bp,(u).) for all u € U,,. Now, if u € U,, and w € kerx(Bp,(u).), then, using

the second identity of eq. (50), we get w = C, (w)(Fp, (u) w) € imk(Ch, (u).), which proves eq. (53).
Thus, the solutions of eq. are locally defined by

u € ugi = VK(J) \ VK(<gi>)7
o, (0, Y') = K(u) (Bn, (u) Y (u) + Ch, (u) Y'(0)), VY € 8§,

for all the g;’s which are not nilpotent elements of S and Z = (hq,. .., hg)s. As explained in Section
we can replace the condition Y’ € Sif" in the above parametrization by Y’ € K", Hence, we have:

{ u € Uy, = V(T) \ V({94)),

o, (0, Y') = K () (B, (u) Y (1) + Ch, (w) Y'(w)), ¥ Y € KX™. (54)

Let us note Zgr = (g1, ..., 93)r the ideal of R generated by the g;’s, where h; = g;. Then, we have:

=)

B
U = Vi(T) \ Vk(@r) = V() \ (] Ve({g3) U J)\ Ve({g:)) Uul

=1 i=1

If h; is an nilpotent element of S, then h¥ = 0 for a certain integer k, which yields g¥ € J, i.e.,
gi € VJ. Thus, we have (g;) C v/ 7, and thus, Vk(J) C Vc({g:)), i.e., V(T)\ V({g:)) = 0, i.e., eq.

becomes the empty set (which is consistent with the fact that Sy, is then the trivial ring 0). Hence, if we
set I ={ie[l,...,8]|gi &+ T}, then we have:

U = [JW(I)\ We(ga) = (J Uy,

i€l el

If K is an algebraically closed field, then Vk({g;)) = Vk(J) yields (g;) C +/{g:) = VT, i.e., g € VT,
which shows that the rank factorization problem eq. has no solutions if and only if A; is nilpotent.

Inria



On the general solutions of a rank factorization problem 33

If all the h;’s are nilpotent elements, then the ideal Z = (hq, ..., hg)s is nilpotent, namely, there exists
N € Zq such that TV =0 (if h}* =0 for i = 1,..., 3, then we can take N = v; + ...+ v5). Conversely,
if Z is a nilpotent ideal of S, then the h;’s are idempotent elements of S. Hence, if Z is a nilpotent ideal
of 8, then U = () and the rank factorization problem eq. has no solutions.

More generally, if Z is nilpotent and ¢ : § — T is a ring homomorphism, then the ideal ¢(Z) =
(p(h1),...,¢(hg))T of T is nilpotent. According to Corollary {4} the rank factorization problem eq.
has a solution in T if and only if ¢(Z) = T. This last condition implies that there exists N € Z~( such
that 7V = 0. In particular, we have 1V = 0 (equivalently, take the N*! power of eq. ), which yields
1=01in T, i.e., T is the trivial ring and the rank factorization problem eq. has no solutions in 7.

Remark 19. If K is an algebraically closed field, then the smallest affine algebraic set containing the set
V(T)\ Vk({(9:)), namely, its Zariski closure V() \ Vc({g:)), is defined by

V(T \Ve({9:) = Vi (T = (9:)) (55)
where J : (g;)*° denotes the saturation of J with respect to (g;) defined by:
T {g)®={a€R|IkE€Zs0: agf e T}.

For more details, see, e.g., [10,20]. Now, using that h; is not a nilpotent of S, i.e., gF ¢ J for all k € Z>,

then 1 ¢ J : (g;)*, i.e., J : (9:)> is not equal to R, which yields Vk(J) \ Vk({g:)) # 0.
Finally, if R[t] is the polynomial ring K[z1, ..., 2, t] and R[] T = (g1, ..., gy)r[y is the ideal of R[t]
generated by J, then J : (g;)* can be characterized as follows:

T (9:)™ ={g1,---, 95,19 — Ly NR. (56)
See, e.g., [10, 12]. Finally, eq. can be computed by a Grébner basis computation.

We can now sum up the main result of the paper.

Theorem 5. Let D; € K™*™ fori=1,...,r and M € K™*™ be such that:
1 <l =rankk(M) < min{m,r}.

Let X € K™ be a full column rank matriz such that img(M.) = img(X.), i.e., the columns of X
define a basis of imk(M.). Let V € K™ be any left inverse of X. Moreover, let Y € K™ be such that
M = XY. Hence, we have kerk(M.) = kerg(Y.) and Y has full row rank.

Let L € Km=Dxm be g full row matriz whose rows define a basis of keri (.M) (with the convention that
L=0ifl=m), R=Klz1,...,om], x= (21 ... )T, A= (D12 ... D,2) € R™*", Q = L A € RP*",
Q = R /(RYPQ), J = Fittg(Q) the 0 Fitting ideal of the R-module Q (J = (0) if r > p or if
l=m),S=R/T, x: R — S the canonical ring epimorphism, and H = x(H) for all H € R**’.
Then, we have kers(Q.) # 0.

Let K € R™Y be such that kers(Q.) = ims(K.), B =V AK € R4, B = S*1/(BS9*1) be the
S-module finitely presented by B, and T = Fitto(B) = (h1,...,hg)s.

If T is a nilpotent ideal of S, then the rank factorization problem eq. (4) has no solution.

If K is an algebraically closed field, then rank factorization problem eq has no solution if and only
if T is a nilpotent ideal of S.

Finally, let h; = g;, where g; € R, Ir = {(¢1,...,98)r be the ideal of R generated by the g;’s,
I={iel,....08] | g ¢ VT}, and Uy, = Vk(T) \ Vk({9:)) fori € I. If I # 0, then solutions (u, v) of
the rank factorization problem eq. are defined by

u el =U;c Uy,

7 5 .
v, (w0, Y') = K(u) (Bp, ()Y 4+ Cp, (u) Y'), VY’ € Klixm,

where E),, € SZin is a right inverse of By, = jn,(B), i.e., By, E,, = I, Cy, € Szim is such that

kers, (Bp,.) = ims, (Cp,;.), and jn, :+ & — Sp, is the canonical ring homomorphism from S to its
localization Sy, = {s/h¥ | s € S, k € Z>0} at the multiplicatively set {h¥ | k € Z>o}.
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Remark 20. The results of Section [3.I] obtained for a full column rank matrix M can be seen as a
particular case of Theorem Indeed, if M has full row rank, then L = 0 and X = I,,, which yields
Q =LA=0and kerg(Q.) = R™!, ie., K = I, and thus, B = A, B = A, Q = cokerg(.Q) = R™*",
J = Fittp(Q) C anng (Q) = (0), i.e., J = (0), S =R, T = Fittg(B) = Fitty(A), and:

U =Ve(T)\ V() = K™\ W(T), I=7Ig=PFittg(A) = (h1,...,hg), h €R,i=1,...,8

Thus, Problem eq. has a solution if and only if Vk(Z) # K™*!. Finally, in the case of an infinite
algebraic closed field K, Vk(Z) # K™*! is equivalent to Z # (0).

Let us now explain how to effectively check whether or not h; is a nilpotent element of S and how the
matrices Cy,, Ep,, and F},, can be computed.

Let us start with recognizing nilpotent elements of S. As stated again at the beginning of the section,
the kernel of the canonical ring homomorphism j, : S — Sp,, defined by jp,(s) = s/1 for all s € S, is
defined by kerj,, = {s € S| 3k € Z>o : hFs =0} (see, e.g., [10, 25]). Hence, Sy, is the trivial ring if
and only if 1 € kerjp,, i.e., if and only if h; is nilpotent. To test whether or not Sy, is the trivial ring,
we shall need the following standard lemma.

Lemma 9. Let Ry, = Klz1,...,2m,9; '] = {a/gF | a € R, k € Z>o} be the localization of R at the
multiplicatively closed set {gF}rez.,, J = (e1,...,e5) an ideal of R, S = R/T, hi = Gi, Sh, the
localization of S at the multiplicatively closed set {hf}rez.,, and Ty, the ideal of R,, generated by J,
i.e., Jg; = (€1,...,€y)R, - Then, the map p: Sp, — Ry, /Ty defined by

s r+J T
Vs= €S, eER, — | = = — ’
s=rtd ' p(’l?) p(gi“rj) gt

is a Ting isomorphism, i.e., Sp, = R,/ Tg, -
Proof. See, e.g., Rule 4.16 on page 83 of [20]. O

Using Lemma @ let us now characterize Ry, /J,,. We have Ry, = R[y]/(y g; — 1) and the following
exact sequence of R[y]-modules:

(ygi—1).

0 Rly] Rly]

R, 0.

Let e = (e1 ... eq)T € R and j,, : R — Ry, be the canonical ring homomorphism defined by
jg:(@) = a/l for all @ € R. Using the fact that R is an integral domain, we get kerj, = 0, and
identifying e; with e;/1 in R,,, we have the following finite presentation of the R4,-module R, /Ty,

R;T’Y = Rgi = Rgi/jyi > 0.

Combining the last exact sequences, we obtain the following commutative exact diagram of R[y]-modules:

0
Rgi /‘7!]7,
(ygi—1). 9
0 Ryl Ryl Ry, 0
T1>< (gi—1) I 1x v 1x
0 Ry ———=R[y|" Ry 0
Using Lemma [9] and 4 of Proposition 3.1 of [7]), we then have:
Shi = Rgl/«jg, = R[y]/ ((ygi - 1) R[y] + R[y]lxw 6) = R[y]/<ygl - 17 €1y---, 6’Y>R[y]' (58)
Therefore, h; is a nilpotent element of S if and only if (y g; — 1,e1,...,ey)r[ = R[y], i-e., if and only if
1€ (ygi —1,e1,...,ey)ry, a result that can be checked by a Grobner basis computation.

Inria



On the general solutions of a rank factorization problem 35

Example 11. If R = K[z], e = 2%, and g; = x, then J = (2?), S = K[z]/(z?), R = K[z,y]/{yz — 1),
Je = Re2?, and Sz = K[z,y]/{(yx — 1, 22). We can check that 1 € (yz — 1, %) because we have
—(zy+1)(yz — 1)+ y*>2* = 1. Therefore, Sz = 0 and T is a nilpotent element of S.

Using eq. and writing h; = g;, where g; € R, h; S = 0 is then equivalent to the existence of two
matrices D € R9*! and D’ € R!7*! satisfying:

D
g:I1=(B e'®I) ( s ) =BD+ (" ®1) D

Using Grobner basis methods, the matrices D and D’ can be computed (see, e.g., [5]) using, e.g., the
Factorize command of the OREMODULES package. This factorization yields h; I; = B D as an identity
of matrices with entries in S, which finally shows that we can take Ej, = h;l D.

Using eq. and doing similarly as explained in Section (see eq. ), we can compute
Ch, € R satisfying kers, (Bp,.) = img, (Ch,.) using, e.g., OREMODULES. The matrices Cy,, Ej,, and
F},, can also be computed by CapAndHomélg [1]. Note that CapAndHomalg directly works in the factor
ring S = R/J or the localization Sy, of S.

Finally, using eq. , V(I) \ Vk({gi)) = Vk (T : (g:)®°) can also be computed.

Example 12. Let us continue Example Example Example and Example@ Using Z = Fitto(B) =
(B1, Bs)s, where By and By are the first two entries of the matrix B defined in Example we then have
to consider the following two cases:

e If hy = By, where By = g1 = 24 (522/2 + x3) € R, then h; is not an nilpotent element of S.
Considering the ring Sy, = {s/hf | s €S, k € Z>¢}, the matrix E,, = (h;' 0 0)7 € 8251 then
satisfies B E}, = 1. Using eq. , we obtain that

u € Uy, = W(T) \ Vk({g1)),

62‘5) 00
on, () = K(w) Bny ()Y = | ,
Yoo
gl(u)

is a solution of Problem eq. . More generally, using kers, (B.) =ims, (Ch,.), where
3 0
Ch1 = 0 —6x4 S Sglxz,
-1 9x2+6x3+2x4

and x; simply stands for j,, (7;) = 7;/1 for i = 1,...,4, then the solutions (u, v) of Problem eq.
in Uy, are defined by:

u € Uy,

v Yl c K2><3,
vn, (u,Y") = K(u) (Ep, (0) Y + Ch, (u) Y7).
Finally, we have J : (¢1)®° = (221 — 329 — 223, 22 (922 + 623 + 224)), which yields:

Vk(T)\ Vk({g1)) = Ve (T = {91)>) =
{(ur 0 wy wg)? |ug, ug €K} U {(—ua/3 —2u3/3—2us/9 us wus)? |us, us € K}

o If ho = By, where By = ¢y = (3xz1 + x4) x5 € R, then hy is not an nilpotent element of S.
Considering the ring Sy, = {s/h5 | s €S, k € Z>¢}, the matrix Ey, = (0 hy' 0)7 € Si’:l then
satisfies B Ej, = 1. Using eq. , we obtain that

w € Uy, = Vi(T)\ Vie((g2)).

0 0 0
Upy (u) = K(u) Ep,(w) Y = | 6 (3us +uy) 7
7h2 W) 0 0
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is a solution of Problem eq. . More generally, using kers, (B.) = ims,, (Ch,.), where

3 0
— Ix2
Ch2 = 0 —3x4 S Sh2 s
—1 3333 + 24

then the solutions (u, v) of Problem eq. in Uy, are defined by:

u € Uy,,
vn, (U, Y') = K(u) (Ep, (u) Y + Chy (u) Y'), VY’ € K2¥3,

Finally, we have V(J) \ Vk({g2)) = Vk(T) \ Vk({g1)).

In Algorithm [3] we present a pseudocode summarizing Theorem [5| It can easily be implemented in
any standard computer algebra system. See the RANKFACTORIZATION package [9] dedicated to the rank
factorization problem and its applications (built upon the OREMODULES package [6]). Note that an index
k — fixed to 0 — is given in this input of RANKFACTORIZATIONPROBLEM command. It corresponds to
the computation of Fittg(Q). In Section [4] we shall show that all the solutions of the rank factorization
eq. (@) can be obtained by considering the different Fitt;(Q) for k =0,...,7 — 1 (see also Remark [11]).

Algorithm 3 RankFactorizationProblem
1: procedure RANKFACTORIZATIONPROBLEM(Dy, ..., D, € K™*™ ( £ M € K™*" |k =0)
2: Define R = Klxy,...,2n], 2= (21 ... )7, A= (Dyz ... D,x) € R™*"
3: Compute a basis of kerg(.M) and stack its row vectors into a full row rank matrix L € KP*™
satisfying kerx (.M) = imk(.L), where p = m — [ and [ = ranky (M)

4: Define Q = L A € RP*" and the finitely presented R-module Q = cokerg (.Q)
5: Compute the ideal J = Fitt),(Q) = Fitto(Q) and define the ring S = R/J
6: Compute K € R"*? such that kerg(Q.) = ims(K.), where K = x(K) € ™% and xy : R — S is

the canonical ring epimorphism
7 Compute a basis of img (M.) and stack its column vectors into a full column rank matrix X €
satisfying img (M.) = img (X.)
8: Compute a full row rank matrix ¥ € K*" such that M = XY
9: Compute a left inverse V € K™ of X
10: Define B =V AK € R4 and the finitely presented S-module B = cokers(B.), where B = x(B)
11: Compute the ideal Z = Fittog(B) = (h1,...,hg)s of S

Km><l

12: if Z = (0)s then return “No solutions exist”

13: else

14: Set I =10

15: fori+1,...,8 do

16: if h; is nilpotent element of S then i :=17 41

17: else

18: Define the localization Sy, of S at the multiplicatively closed set {h¥}rez.,

19: Compute a right inverse Ej, € SZ;(Z of Bn, = jn,(B), where jn, : S — Sp, is the
canonical ring homomorphism

20: Compute Cj, € qu “ such that kers, (Bp,;.) = imsg,, (Ch,.)

21: Let g; € R define the residue class of h; € S,ie., hi=7;,and I :=TU{g;}

22: end if

23: end for

24: if T = () then return “No solutions exist”

25: else return J, K, Y, {h;}icr, {En, }ier, and {Ch, }icr defining the solutions eq.

26: end if

27: end if

28: end procedure
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4 Getting all the solutions of the rank factorization problem

4.1 The solutions of the rank factorization problem

In this section, we shall use the notations of Theorem [d] and of the last paragraph of Section

As explained in Section the solutions (u, v) of the rank factorization problem necessarily satisfy
the condition u € Vk(J), where J = Jy = Fittg(Q). Using module theory over the ring S = R/J,
in Section [3:2] solutions of the rank factorization problem were characterized. We also explained that
a similar approach could be developed for the rings S, = R/Jy for k = 0,...,r — 1. More precisely,
Theorem [ also holds if J = Fittg(Q) is replaced by Jp = Fittx(Q) for 0 < k < r — 1. Hence, we
can characterize solutions of the rank factorization problem which satisfy u € Vk(Ji) by considering
the S = R/Jr-module By, = cokers, (.By), where By, = V AKj,. It is important to note that not all
those solutions are the restrictions of the solutions obtained by considering the ring S = R/J to Vk(Jx).
Indeed, if (u, v) is a solution of the rank factorization problem and rankk(Q(w).) = r — k — 1, then
u € V(TJi) \ V(Jk41) and using Theorem [A] (see eq. ([29)), v € kerk(Q(u).) = imk (Ky(u).), i.e., v is of the
form v = Ky(u) T, for a certain T;, € K% *" satisfying By (u) T, =Y. But v does not necessarily belong
to img (K (u).) since we usually only have img (K (u).) C kerg(Q(u).). See Theorem [fand eq. (29). Hence,
by considering the solutions over S, we are only sure to parametrize all the solutions (u, v) which are such
that rankk (Q(u)) = r — 1. Similarly, considering the solutions over S, we are only sure to parametrizing
all the solutions (u, v) which are such that rankk(Q(u)) = r — k — 1. Finally, the case k = r — 1
corresponds to Section Indeed, as explained at the end of Remark Vi (Tr—1) = kerk(N.), where
Jr—1 = Fitt,_1(Q) and N is defined by eq. . In Section all the solutions of the rank factorization
problem with the condition v € Vk(J,—1), were found using linear algebra methods. This approach
correspond to the approach developed in Section [3|for the ring S,_; = R/J,—1. Indeed, we first note that
Xr—1(Q) = 0, which yields K, _; = I,., and then, using eq. , we have x,—1(A4) = xr—1(X) xr-1(Br-1)
and x,_1(Br_1) = Xr—1(V) xr_1(A), L.e., B,_1 =V A € J'*?. Using the fact that Vg(J,_1) = kerg(N.) =
img(Z.), where Z € K™*4 is defined in Lemma then u = Z 1 for all ¢ € K¥*1 and thus, using eq. @
and V X = I}, we have B, _1(Z¢) =V A(Zv¢) =V X B(¢)) = B(¢)) = (Wi ¢ ... W) for all ¢ € K>,

Theorem 6. The complete set of solutions of the rank factorization problem eq. s the union of the
solutions given in Theorem[5, where J is replaced by Ji, for k=0,...,r — 1.

Proof. To get the complete set of solutions for the rank factorization problem, we have to collect all the
solutions defined in Theorem [5] for the different ideals Jj for & = 0,...,r — 1. Indeed, all these sets of
solutions are, by construction, solutions of the rank factorization problem eq. . Conversely, if (u, v)
is a solution to the rank factorization problem, then we have u € Vk(J). Let k € [0,...,7 — 1] be
such that rankk(Q(u)) = r — k — 1. Then, we have u € Vk(Jx) \ Vk(Ji+1)- Let K € R™*% be defined
as in Theorem [4| By Theorem [4] each column of v belongs to kerx (Q(u).) = imk (Kj(u).). Therefore,
there exists T,, € K% *" guch that v = Ky(u)T,, where T, satisfies Bi(u)T, = Y. Since Y has a right
inverse H € K"*! (see the proof of Proposition , ie., Y H = I;, then we have By(u) (T, H) = I;, which
shows that rankk (B (u)) = I. Let By, = V AKj, € R and By = cokers, (xx(Bx).) be the Sg-module
finitely presented by xi(Bk), where xx : R — Sk is the canonical ring epimorphism. Moreover, let
I, = FittO(Bk) = <hk)1,...,hk”3k>3k, gk,; € R be such that hy,; = Xk(g;w‘) for j = 1,...,08k, and
Tir = {9k, - Gk gr)R- St I = {z e, ....8] | gr:i ¢ \/ﬂ} By Theorem |5, the solutions of the
rank factorization problem defined over Sy are of the form

u € V(Tk) \ Vk(Zk,r) = Uier, W(Tk) \ V((9k,i))) »

Viel u € Vi(Tk) \ Ve({9r.i)) (59)
. Uhi,i (u’ Y/) = Kk(u) Ehk,i (u) Y + Chk:,i (U) Y/)a VY’ e Ktk’ixna

where for i € I, kerk(Bi(u).) = img(Ch, ,(u).), Ch,,(u) € K@% and By(u) Ep, ,(u) = I; for all
u € Vk(Jk) \ Vk({gki)). Finally, coming back to the above solution (u, v) of the rank factorization
problem satisfying u € Vk(Jx), note that u ¢ Vk(Zy r). Indeed, if so, then rankk(By(u)) < I, which
contradicts the fact that (u, v) is a solution of the rank factorization problem. Thus, there exists i € I
such that gp;(u) # 0, ie., v € V(Tx) \ Vk({9k,i)), and thus, v = vy, , (u,Y’) for a certain matrix
Y’ € K'*iX™ which finally proves the result. ' O
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Algorithm 4 AllSolutions

1: procedure ALLSOLUTIONS(Dl, cooy D€ KmXm o £ M e K™*m)

2 For k=0,...,r — 1, Soly = RANKFACTORIZATIONPROBLEM(D, ..., D,, M, k)
3: return U;_ Sol;C

4: end procedure

If r =1 (see [14, [I5]), then we only have to consider J = Jy = J,—1 and the approach of Section [2.2]
is enough to find all the solutions of the rank factorization problem eq. .

Example 13. We continue Example Let = (21 ... 24)7, R = Q[z1, 2o, 73, 24],

X1 0 T4 0
A=(Diz Dsx Dsyz Dyz)= 8 _f”js 8 _“’”;’2 e R,
—X4 0 —x1 0

Q = cokers(.Q) = R4 /(R'™*3 Q) be the R finitely presented by the following matrix

0 —x3 0 —X2
Q=LA= 0 0 a3 | eR¥Y
x1 + 24 0 T, + x4 0

and the Fitting ideals of Q defined by:

J = Jo = Fitte(Q) = (0),

J1 = Fittl( ) <(.731 + JI4) (l‘Q — $3) (332 + JJ3)>,

Jo = Fitta(Q) = ((x2 — x3) (w2 + x3), w3 (21 + 24), T2 (21 + 24)),
Js = Fitt3(Q) = (w2, z3, ¥1 + 24).

Hence, rankg (Q(u)) for u € Vk(J) is less than or equal to 3 — k for £k =0,...,3. In particular, we have
Q(u) =0 for u € Ve(J3) = {(100 —1)Tuy | us € K}. See Example [1]

Let us consider the rings S, = R/Jx for k =0, ..., 3, with the notation Sy =S = R, and x; : S — Sk
the canonical ring epimorphisms for k = 1, 2, 3. Denote the residue class Z; (resp., xx(z;)) of z; in S
(resp., Sk) simply by z;. Let K}, be a matrix satisfying kers, (xx(Q).) = ims, (xx(Kx).) for £ =0,...,3:

1 1 0 0 0 0 0 0
— K, — 0 4x1 _ 0 —z3 22 xi+ag 0 O 0 Ax7
K=Ky= 1 €8V, Ky= 1 0 0 0 v 0 e S,
0 0 X2 —3 0 0 0 x4+ x4
1 0 0 0
0 —X3 (1‘1 + 1’4) To ($1 + £E4) 0 Ax4
K= Ks=I,.
! _]- 0 O ([L’Q —1’3) ((E2+(E3) 681 ’ 3 4
0 T2 ((El + {E4) —x3 (ml + ,’E4) 0

Using the left inverse V.= (0 0 0 1) of X, then we have:

B=VAKy= (1‘1 —1‘4) €ER,

Bl = VAKl = (131 — X4 0 0 — X (1‘2 —1‘3) (.132 +.Z‘3)) S R1X4,
BQZVAK2:<IE17:E4 0 0 0 —zi23 —2120 0)€R1X7,
BgZVAng(—(E4 0 —x O)€R1X4.

Introducing the Si-modules By, = cokers, (xx(Bx).) for k =1,2,3, we then get:

I= Flt}to(B) = <IE1 - (E4>S,

I, = Fitto([)’l) = <l‘1 — X4, —21 (1‘2 — 1‘3) (CEQ =+ {E3)>Sl <l‘1 — $4>31,
IQ = FlttO(BQ) = <£ZJ1 — T4, — X1 X3, —T1 SC2>52 = <171 — 1‘4>52,

I3 = Fitto(Bg) = <(E1, £L‘4>53 = <$4>53.
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We then have S ®sZ = (x1 — 24)s, = Iy, for k=1, 2, 3.

First consider Z. Let hg = go = 21 — x4 and consider the localization Sy, = R[y]/(yho —1) of S=R
(see eq. ) Then, B has the inverse Ej, = y. Moreover, we have Cp, = 0 because kers, (B.) = 0.
Hence, using Y = (1 0 0 1), the corresponding solutions of Problem eq. are defined by:

u = (U1 . U4)T ceUy = K4x1 \VK(<£L'1 — LL’4>) = {(U1 U4)T € K4x1 ‘ U 7& U4}
1 0 0 1
1 0 0 0 O
Vho(u) = Ko(u) Epy(u) Y = UL — g 1 0 0 -1
0 0 0 O

Now, consider the ideal Z; of S; = R/{(z1 + x4) (2 — z3) (2 + 23)), g1 = 1 — 24, b1 = x1(¢1), and
the localization Sip, = Ry]/(yg1 — 1, (1 + z4) (x2 — x3) (2 + x3)) of Sy (see eq. ) We can check
that h; is not a nilpotent element of Sy, i.e., Sip, is not the trivial ring. Then, B; has a right inverse
Ep,=y(1 0 0 0)7€8y,*" and the following matrix

r3—23 0 0
0 1 0

Chy = 0o o1 |€Sm”
2 0 0

satisfies kers,, (Bi1.) = ims,, (Ch,.). Let us define the following quasi-affine variety:

Ut = V(21 + 24) (22 — 23) (22 + 23))) \ Vk({(z1 + 24) (22 — 73) (22 + 73), 21 — 74))

(5% (51 U7 0 Ul U7
u u u u u u
2 \ 2 , 2 | u; € K \ 2 ’ 2 , 2 ‘ u; € K
us U2 —Uuz us U2 —U2
—U1 Uy Uy 0 Ul U7

Then, the corresponding solutions of Problem eq. are defined by:

u=(uy ... ug)T €U,
Ony (u, YY) = Ki(u) (En, ()Y + Cp, (u) YY)
1 00 1 u3 — u3 0 0
_ 1 0 .00 0 |, 0 —ug (ur +ua) g (i +ua) |y,
UL — Uy -1 0 0 -1 u3 — u3 0 0 b
0O 0 O 0 0 U2 (u1 + ’U,4) —Us (u1 + ’U,4)
VY] € KAx4,

Consider Sy = R/{(x2 — x3) (x2 + x3), x3 (x1 + x4), T2 (1 + 24)), g2 = T1 — x4, ha = x2(g2), and the
localization Sop, = R[y]/(y g2 — 1, (x2 — x3) (z2 + x3), 23 (21 + 24), T2 (¥1 + 24)) of S2 (see eq. (B§)). We
can check that ho is not a nilpotent element of Sa, i.e., Sap, is not the trivial ring. Then, By has a right
inverse B, =y(1 0 0 0 0 0 0)7T¢ 82;L27X1 and the following matrix

1’35E20000
0 0 1000
0 0 0100
Cho=| 0 0 00 1 0 | €S8
2 0 00 00
RR n° 9438 02 0000
0 0 00 01
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satisfies kers,, (B2.)=ims,,, (Ch,.). Let us define the following quasi-affine variety:

Uy

V(23 — 23, x5 (21 + 24), T2 (21 + 74))) \ V(23 — 23, 23 (21 + 24), 22 (21 + 24), 1 — T4))

Uy U1 U1 U1 0 0
0 U9 U9 0 (5 U2
0 ’ U2 ’ —U2 | i € K \ 0 ’ u2 ’ —U2 ‘ Ui € K
Uy —Uq —U7 U7 0 0
Then, the corresponding solutions of Problem eq. are:
w=(uy ... ug)’ € Uy,
Uny (4, Y3) = Ka(u) (Ep,(u)Y + Cp,y(u) )
1 0 0 1 Uus U2 0 0 0 0
. 1 0o 0 0 O i 0 0 —uz wus ui+tug 0 v
T w—uwg | -1 0 0 -1 uz uz 0 0 0 0 2
0 0O 0 O 0 0 U9 —Us 0 U1 + ug
VYy € K6x4,

The solutions obtained in Example [1| correspond to Ss = R/(x2, x3, x1 + Z4), g3 = T4, hs = Xx3(93),
Sany = Rlyl/(ygs — 1, w2, w3, T1 + 74) (see eq. (58)), Eny =y/2(=1 0 1 0)T € S5, kers,, (Bs.) =
imgs,, (Chs.), where Cy; is defined by eq. (12). We find again eq. (13) because we have:

—Uy

0
Us = Vk({(z2, T3, 71 + 24)) \ Vk((22, T3, T1 + T4, 74)) = 0 | ug € K\ {0}

Uy

4.2 A few final remarks on the solution space

In this section, we state a few remarks on the solution space of the rank factorization problem.
We first study connections between the modules By’s.
Applying the right exact covariant functor Si41 ®s, - to the exact sequence of Si-modules

Xk (Bk)- ok

qr X1 Ix1
Sk Sk

By, 0,
we obtain the following exact sequence of Sk-modules

By). ids ® 0ok
aux1  Xk+1(Brk Ix1 k+1
S >S5 —> S41 Qs By ——— >0,

ie., Spy1 ®s, Br = cokers, (Xk+1(Bk).). Using Proposition {4, we then have:
Sk+1 Xs Fittj (Bk) = Fittj (Sk+1 RSy, Bk) = Fittj (COkeI‘g,CJrl (Xk+1(Bk)~))a j=0,...,1—1.
Using eq. , we obtain the following commutative exact diagram of Syy1-modules

ids,,; ® 0ok
qex1  Xkt1(Br). Ix1 Sk
Sel =85> Skt1 ®s, By ———0

iﬁwﬂ
trarx1 Xe+1(Cri1): Qgupixl Xe+1(Bra1): Q11 Oht1

—_— —_— —_—
Sk+1 Sk-+1 Sk+1 Bk+1

\LXk(Lk,kJrl)- ‘

where Cjq1 € R +179+1 is such that kers, | (Xe+1(Br+1)-) = ims, ., (Xkt1(Crs1)-)-
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Using 4 of Proposition 3.1 of [7], we have

COkeI"l9k+1 = Sllcill/ ((Xk+1(Bk+1) IZ)SIE?:iHJrl)XI) _ 0’

ie., Op41 : Skt1 ®s, By —> Bi+1 is an epimorphism for kK = 0,...,r — 2. Thus, we have the following
short exact sequences of Siy1-modules:

9
0 ——> ker V41 ——> Spp1 Qs, B ———> By 0, k=0,...,r—2. (60)

Using 1 of Proposition 3.1 of [7], we obtain the following presentation matrix for ker ¥ 1:

ker Op1 = ims, ., (Xe+1(Br+1).)/ims, ., (Xk+1(Bk)-)
= cokers, , (Xk+1(Likt1)  Xo+1(Crt1))-)-

If Ci41 = 0, then note that ker ¥y = cokers, ,, (Xk+1(L,k+1)-), a result which is a direct consequence
of the application of the snake lemma to the above commutative exact diagram.

Proposition 6 ([23]). If g : M — M” is an epimorphism of modules, then we have:
Fitto(M) C Fitto(M").
Note Zj, = Fitto(By) for k =0,...,r — 1. Applying Proposition |§| to J4+1, we obtain
Sk+1 ®s, I = Sp+1 s, Fitto(By) = Fitto(cokers, , , (xx+1(Br).)) € Try1 = Fitto(Bit1), (61)

for k=0,...,r—2. More precisely, if T, = (hg 1, - ., bk, ) s, Where gi ; € R is such that by ; = xx(9k,;)
forj=1,...,0r and k =0,...,7 — 1, then eq. yields:

<Xk+1(gk,1)a e ,Xk+1(gk:75k)>5k+1 c <Xk+1(gk+1,1)v e 7Xk+1(gk+1,ﬁk+1)>5k+1'

Let Opp1 ={j € [1,..., Brt1] | Xe+1(9r+1,5) & Skt1 ®s, Lk}, ie., Opqq is the set of the indices of
the generators Xx41(gr+1,5) of Zy41 which are not zero in 11/ (Sk41 ®s, Zi). Therefore, we have:

Tiyr = (kr1(9k)s o X1 (Gh 5 ))Si + D Skt Xet1(hs,5)-

JEOK+1
In other words, xx+1(gk,1); - - -, Xk+1(gk 8, ) and the xx41(grt1,5)’s, where j € O41, is a set of generators
of Zpy1. If we set 5, = Br + card(Og1), g§€+17j =g, for j =1,..., Bk, and 9;c+1,5k+j = gk+1,; for
j € Ok11, then we have:
Ty1 = <Xk+1(g;c+1,1)> cee »Xk+1(9;g+1,/3;c+1)>8k+1- (62)
In the rest of the text, while considering a set of generators of 71, we shall assume eq. for k =
Oa cee, T 27 i'e'a Ik-‘rl = <Xk+1(gk‘+1,1)7 ) Xk+1(gk+1,ﬁk+1)>5k+1a where 9k+1,5 = Gk.,j for .] = 17 .. 7/6k~
f

Remark 21. If 0 M ML= M 0 is a short exact sequence of modules, then we have
Fitt;(M’) Fitt;(M") C Fitt;y;(M) for all i, j € Zso. Thus, we get Fitto(M’) Fitto(M”) C Fitto(M).
See, e.g., [23]. Hence, if, for k =0,...,r — 2, we note Ly, = Fitto(cokers, ((xx(Lx—1,6) Xx(Ck)).)), then
£k+1 Ik+1 - Sk+1 XSy Iy for k=0,...,7r — 2.

Corollary 5. With the notations of the proof of Theorem [0 and, without loss of generality, assuming

Tirr = (X1 (k4 1,1)5 - -+ Xbet 1 (k41,8101 )) Sg » WheTe g1 j = i j forj =1, Br, then the restriction
of a solution (u, v) of the rank factorization problem eq. defined by eq. from Ve (Tx) to Ve(Ti+1)
satisfy the following property:

YVue VK(ijrl) \ VK(<gk,i>)7 VY’ e Ktk*ixn, JY” € Kbrtrixn . Vhy, (u, Y/) = Vhyy1 (u, Y”) .
In other words, the restrictions of the solutions of the rank factorization problem eq. from Vk(TJx) to
Vi (Jk+1) are among the solutions defined in Vi (Tk+1)-
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Proof. Let By, = VAK, € R¥%, B, = cokers, (xx(Bk).), and xr : R — Sk be the canonical ring
epimorphism. Let Z, = Fitto(Br) = (hi1,..., e p,)Se 9k; € R be such that hy; = xi(gk,;) for
j=1,..., Bk By notation (see the comment after eq. ), we have:

Tirr = (X1 (Grt1,0)5 -+ o5 Xbot 1 (Gh41,8540 ) Siirs G415 = Gk = Loooy Bre

By Theorem [5] the solutions of the rank factorization problem defined over Sy are eq. (59).
Combining eq. (B2), i.e., xe+1(Ek) = Xb+1(EKrt1) Xe+1(L,kt1), with By, =V A Ky, we have

Xk+1(Br) = Xt 1(V) Xoa1(A) Xoer1 (Kx) = Xet1(V) X1 (A) Xar1 (Krr1) Xo (L kr1)
= Xb41(Brt1) Xe(Lip41), k=0,...,7—2,

ie., By — Bgy1 Lggt1 € j;ii(f’“7 and thus, By(u) = Bry1(u) L g41(u) for all u € Vi(Trq1)-
We state again that xx11(Kk) = Xe+1(Kk+1) Xk+1(Lk k1) and:

Vu € V(Tk) \ V((9k,4)), By(u) B, , (v) = 1,

Vu € Ve(Tk+1) \ Ve({gr+1.4)),  Br1(u) En, ., ,(u) =1,

Vu € V(Tk) \ Ve({gk,i))s By (u) Cpy ,(u) = 0.
Using gr+1,; = gk, for i =1,..., B and Vk(Tk+1) € Vk(Jk), we then have:

Biy1(u) (L ky1(u) Ep,, , (w) = 1,

Bk+1(u) Ehk+1,i (’LL) = Il7

Bk:+1(u (L k+1(u) Oy, (w)) =0,
K (u) = Kpy1 () Lig g1 (w).

From the first two identities, we get Byy1(u) (En,,, ,(u) — L gs1(w) Ep, ,(u))) = 0. Using eq. ,
ie., ker(Bpy1(u).) = img(Ch,,, ,(u).) for all u € Vk(Trs1) \ Vk((gr,i)), there exists O € KX+t —
which depends on k, 4, h;, and u — such that such that Ep, () = Ly gs1(u) Ep, , + Chyyy, (w) O.
Similarly, there exists O’ € K'+1 X% — which depends on k, i, h;, and u — such that the identity
Liky1(u) Ch, ,(u) = Ch, ., ,(u) O'. We then obtain

Vu € Ve(Tit+1) \ Ve({gx.,:)),

Vu € V(Ti+1) \ Vk({gr,:)), VY’ € Kik,ixn
Oy, (0, Y') = Ki(u) (Ep,,(u) Y + Ch, ,(u)Y")
= Kyt1(u) (L p+1(w) Bpy (0) Y + L s () Cy, (w) YY)
= Kj41(w) (Enyyy,(w)Y 4+ Chyyy,(u) (O'Y' = 0Y))
= Unyyr,i (0,0'Y —0Y),

which finally proves the result. O

Example 14. Let us illustrate Corollary on Example We can first check the identities xg4+1(Kx) =
Xk+1(Kk+1) Xk(Lk,k-‘rl) for k = 07 1, 27 where:

1 00 0

1 8888 1 000000

0 0 00 0O0O0 0

Lox=1 ¢ [» Lr2a=| 00004, Les=1| 3 4 ¢ ¢ 0 0 0
0000

0 00 0 0 0 00 0O0O 0O
0000

We can also check again that all the entries of the matrices K — K1 Lg k41 belong Jpi1 for k =
0, 1, 2. We also have xx(Bk) = Xk (Br+1) Xk (L k+1) for k =0, 1, 2, i.e., all the entries of the matrix
By, — Biy1 Ly k41 belong to Ji41 for k =0, 1, 2. Moreover, all the entries of Ly, 41 Ch, belong to Ji41,
ie., Ly py1(u) Chy (u) = 0 for all u € Vi(Ti41), i.e., we have Ly, 1 (u) Ch, (u) = Ch,,, (u) O', where O” is
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a zero matrix of the appropriated size. Similarly, we have Ej,, = Lo 1 Ep, and Ep, = Ly 2 Ep,. Note that
Epy — Loz Ep, =3/2(—y 0 y 0)7 is not in the image of the matrix Cj,, defined by eq. . It does
not contradict Corollary [5| once we have noticed that go = x1 — x4 and g3 = x4. As explained in eq.
(see eq. (62))), we must assume that the generator of Zs is x3(g2) = —2z4. In this case, a right inverse of
Xx3(B3) = (—z4 0 x4 0) with entries in Ss,,(y,) is, for instance, By, = (y 0 —y 0)”. Hence, we
obtain Ej,, = Ly 3 Ej,,. We thus have Ey,,_ (u) = Ly gy1(u) En, +Ch, ., (v) O for all u € Vk(Tr+1), where
O is a zero matrix of the appropriate size. Finally, we can check again that vy, (u,Y’) = vy, ,, (u,0) for
all u € Vk(JTk+1) \ Vk({gx)) and for all Y.

5 Conclusion

In this paper, we have studied the general solutions of the rank factorization problem eq. . This last
problem is connected to demodulation problems studied in gearbox vibration analysis [I4] [I5]. Using
module theory, homological, and computer algebra methods, we have shown how to characterize the
general solutions of this rank factorization problem. The results obtained in [I6] [I7, [I8 [19], which
characterize a particular class of solutions, are found again and generalized. The characterization of the
general solutions obtained here is effective and can be implemented in modern computer algebra systems.
In particular, it was implemented in the RANKFACTORIZATION package (built upon the OREMODULES
package [0]) dedicated to the rank factorization problem eq. and its applications.

Many important issues on the rank factorization problem eq. still have to be investigated such as,
for instance, the algebraic geometric interpretation of its solution space using projective geometry.

A first remark in this direction is that if (u, v) is a solution of eq. , then so is (Au, A"t w) for
all A\ € K* = K\ {0}. Hence, K* defines a group action on the solution space of eq. (4) and the orbit
Ou,v) = {(Au, A1 v) | X € KX} could be considered instead of the solution (u, v) only.

A second remark is that eq. can be transformed into a multi-homogeneous polynomial system over
a multi-projective space [26]. Indeed, writing v = (Ve1 ... Ven) (resp., M = (Ms; ... M,y)), where
vei € K™ (resp., M,; € K™*1) denotes the i*" column of v (resp., M), eq. can be rewritten as

A(u)vie = M,; for i@ = 1,...,n, and introducing the new variables ug and vg; for ¢ = 1,...,n, and
My, = ug (vo1 Me1 ... von Mey), the change of variables u +— u/ug and ve; +— ve;/vo;, i = 1,...,n, in
A(u) vie = M,; for i = 1,...,n then yields the following multi-homogeneous polynomial system

A(u)v = My, (63)
of degree (1,1) with respect to the partition {ug,u1,...,un} U {vo;, v1j,...,v,;} of the variables. Since

(uo,u1,...,u,) (resp., (voj,v1j,...,0r;)) is a point of the projective space P™(K) (resp., P"(K)), the
solutions of eq. can be sought in the multi-projective space [26]:

P™(K) x P"(K) x ... x P"(K).

n

In vibration analysis, the complex matrices D;’s and M are centrohermitian. The solutions of the
corresponding rank factorization problem eq. are sought to also be centrohermitian. As explained
in Section [I| the corresponding rank factorization problem can be transformed into an equivalent rank
factorization problem for real matrices p(D;)’s and p(M). Symbolic-numeric methods will be used in the
future to obtain certified numerical solutions to the rank factorization problem eq. (4) for K = Q or R,
and thus, to the corresponding vibration problem by transforming back the obtained real solutions to
centrohermitian solutions of the original problem. For more details, see [I§].

In practice, the matrices D;’s are explicitly known because they are fixed by the demodulation problem
under study, contrary to M which is only measured. Hence, the matrix M is obtained through noisy
measurement. Thus, Problem eq. corresponds to the ideal demodulation problem, i.e., to the case
with no perturbations and noise corrupting the measured signal. In practice, i.e., when M is not supposed
to be exactly known, one usually prefers to consider the following optimization problem

ZT:Diuvi - M
=1

arg min
u€CHy 1, v, €CHy m

: (64)
Frob
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where CH,, ; (resp., CHj ,,) denotes the set of all the centrohermitian column (resp., row) vectors of length
n (resp., m) and the Frobenius norm of a complex matrix A is defined by || A||p.., = /trace(A* A), where
A* stands for the adjoint matriz. Using the fact that the transformation p is unitary and the Frobenius
norm is invariant by unitary transformations, we then have:

MiNyeCH,, 1, v;€CHy m | Doieq Ditwvi — Mg o

. (65)
= Ny, cRnxl y;,cRlxm ||z::1 p(Di) up vip — P(M)Hpmb .

For more details, see [I8]. Hence, the optimization problem eq. is reduced to a real polynomial
optimization problem eq. . This last problem will be studied in the future. In particular, the results
developed in the paper on the solution space of the rank factorization problem eq. should provide
important information for investigating the corresponding polynomial optimization problem eq. .
Finally, we want to develop a noise sensitivity analysis of the method proposed here, i.e., analyze the
continuity of our method to small variations of the matrix M that model measurement errors.
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Appendix: The RANKFACTORIZATION package

The RANKFACTORIZATION package is dedicated to the rank factorization problem eq. and its ap-
plications to demodulation problems and vibration analysis. The main algorithmic aspects of the rank
factorization problem eq. developed in this paper are implemented in this package. In particular,

the

general solutions of the rank factorization problem can be computed following Algorithm [3] More

commands concerning the applications to the demodulation problems and vibration analysis will soon be
added. The package is written in Maple and is built upon the OREMODULES package [6]. Its binary is
freely available at https://who.rocq.inria.fr/Alban.Quadrat/RankFactorizationProblem.html.

RR

In the next table, we list the main functions of the RANKFACTORIZATION package.
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RankFactorization(M, L, k)

Compute the outputs of Algorithm where M € K™*™
L is a list of matrices Dy,...,D, € K™*™ and k € [0,...,r —1].
Using the option “reduced” as the last argument of the function,
a reduction of the sizes of the parameters g and ¢; in Algorithm [3[is
attempted but at the cost of calculation time.

Solutions(M,L,k)

Compute the solutions eq. of the rank factorization
problem eq. , where M € K™*™ [ is a list of r matrices
Dy,....,D, e K™ and k € [0,...,r —1].

Using the option “reduced” as the last argument of the function,
a reduction of the sizes of the parameters ¢ and ¢; in Algorithm |3|is
attempted but at the cost of calculation time.

IsSolution

Check again that the outputs of Solutions(M,L, k) define
solutions of the corresponding rank factorization problem eq. .

Table 1: Main functions of the RANKFACTORIZATION package

In the next table, we list low-level functions of the RANKFACTORIZATION package. In this table, we

shall note R = Q[z1,...,Tm].

Factorization(M;, M, V,R)

Left factorize M; € S®® by M, € S¢¥? | i.e., find (when possible)
F € §*%¢ such that My = F My, where S = R/(Vq,...,V§)
and V; € R is the i*" entry of the column matrix V.

FittingIdeal(M,i,R)

Compute a set of generators for the i'" Fitting ideal Fitt;(M)
of the R-module M = cokerg (.M) finitely presented by M € RI*P.
With the option “reduced”, it returns a Grébner basis for this set
for the tdeg monomial order.

IsInvertible(P,V,R)

Check whether or not the residue class of P in the factor ring
R/(Vi,...,Vs) is invertible, where V; € R is the i‘" entry
of the column matrix V.

IsNilpotent(P,V,R)

Check whether or not the residue class of P in the factor ring
R/{V1,...,Vs) is nilpotent, where V; € R is the i*} entry
of the column matrix V.

Saturation(P,L, R)

Compute the saturation (Lq,..., L) : (P)* of the ideal (Ly,..., L)
w.r.t. P, where L; is the i*® entry of the list L and P, Ly,...,L, € R

Simplification(M,V,R)

Simplify the entries of M € R9*P by computing
their normal forms in the factor ring R/(V1,...,V5),
where V; € R is the i'" entry of the column matrix V.

Syzygies(M,V,R)

Compute P € 877 such that kers(.M) = imgs(.P), where
S=R/(Vi,..., V), V; € R is the i*! entry of the column matrix V/,
and M € RI*P,

ER=T[Y]and J, =Y P —1, where P, Vi,...,Vi_, € T,
then S is the localization Ap of A =T /(Vy,...,Vi_1) at P.

ReducedSyzygies(M,V, R)

Reduce the output of the Syzygies function, i.e., reduce the integer r
by removing trivial syzygies among the syzygies (but at the cost
of calculation time). This function is used by the RankFactorization and
Solutions functions when the option “reduced” is added.

Table 2: Low-level functions of the RANKFACTORIZATION package

Finally, Table [3] gives functions that are useful for studying the demodulation problems. More func-
tions will be added in the future.
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AntiDiagonal(n) Compute the antidiagonal matrix of the size n
LeeMatrix(n) Compute a Lee matrix of size n. If the option “unitary” is added,
then a unitary Lee matrix is returned.

If the option “unitary symbolic” is added, then a symbolic unitary
Lee matrix is returned which depends on a parameter ¢
given as the third argument satisfying ¢ = 2
IsCentroHermitian(M) Test whether or not a complex matrix M is centrohermitian

CentroHermitian(M) Compute a centrohermitian matrix from M

Table 3: Functions of the RANKFACTORIZATION package for the demodulation problem

Let us illustrate the functions of the RANKFACTORIZATION package with explicit examples.
To use the RANKFACTORIZATION package, the OREMODULES package has to be called. The Maple
LinearAlgebra package can also be helpful to handle matrices.

> with(LinearAlgebra): with(OreModules): with(RankFactorization):

6.1 Low-level functions

Let us first demonstrate low-level functions of the RANKFACTORIZATION package (see Table .

6.1.1 FittingIdeal

Let us first introduce the commutative polynomial ring R = Q[x1, 22, x324] in the OREMODULES package.
To do that, the simplest way is to consider the Weyl algebra A4(Q) of partial differential operators in
x; = 9/0t; for i = 1,...,4, and consider ideals and matrices defined by polynomials in the z;’s (which
commutes with each other). In other words, we can do as follows:

> R := DefineOreAlgebra(seq(diff=[x[i],t[i]],i=1..4) ,polynom=[seq(t[i],i=1..4)]1):
Let us now consider the following matrix

> M := Matrix([[a,b,c],[d,e,f], [g,h,j]l,[1,m,n]]);
b
M =

~ Q.
3 S .= 0

e
h
m

whose entries are symbols but can also be elements of the ring R. Let M = cokerg (.M) = R*3/(R** M)
be the R-module finitely presented by the matrix M. Let us now compute the different Fitting ideals of
M, ie., Fitt;(M) for i € Z>¢. We have:
> FittingIdeal(M,0,R);
[aej—afh—bdj+bfg+cdh—ceg,aen—afm—bdn+bfl+cdm—-cel,
ahn—ajm—-bgn+bjl+cgm—chl,dhn—djm—egn+ejl+ fgm— fhl]
> FittingIdeal(M,1,R);
[ae —bd,ah—bg,am —bl,af—cd,aj—cg,an—cl,bf —ce,bj—ch,bn—cm,dh—eg,
dm—el,dj—fg,dn—fl,ej—fh,en—fm,gm—nhl,gn—jl, hn—jm]
> FittingIdeal(M,2,R);
[a7 b7 C’ d7 67 f7 g, h7 .j7 l7 m7 n]
> FittingIdeal(M,3,R);

> FittingIdeal(M,4,R);
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Let us now consider a more explicit matrix M with entries in R.

> M := Matrix([[0,-x[3],0,-x[2]]1,[0,x[2],0,x[3]1], [x[1]1+x[4],0,x[1]1+x[4],0]1]1);

0 —Xs3 0 —X2
M = 0 T2 0 T3
xr1+ x4 0 x|+ x4 0

Let us consider the R-module M = cokerg (.M) = R**/(R*3 M) and let us compute Fitt;(M) for
1 € Z>9. We have:

> FittingIdeal(M,0,R);
[0]
> FittingIdeal(M,1,R);
[0, (x1 4 x4) (23 — 23) , —23x1 + 2d 21 — 23 x4 + 2 34

Note that the elements of the above list are the different minors of all the 3 x 3 minors of M. These
elements form a family of generators of the ideal Fitt;(M). But we can also compute a Grobner basis
for the total degree of this set to obtain a more tractable family of generators of Fitt;(M). This can be
done by adding the option ‘‘reduced’’ in the FittingIdeal function as follows:

> FittingIdeal(M,1,R,"reduced");
[#3 11 — 23 21 + 2% 24 — 23 4]
Similarly, we have:

> FittingIdeal(M,2,R);
0,22 (z1 + z4) , 23 (21 + 24) , —T2 (21 + 24) , —T3 (21 + T4) , 25 — I:Z),]
> FittingIdeal(M,2,R,"reduced");

[£371 + 2374, 3 — 22, 1271 + T274]
> FittingIdeal(M,3,R);

[07 ro,T3, —I2, —I3,T1 + 1"4]
> FittingIdeal(M,3,R,"reduced");

(23, T2, T1 + T4]
> FittingIdeal(M,4,R);

[1]

6.1.2 Saturation

The Saturation function computes the saturation Z : (P)> of the ideal Z defined by the elements of
the list given in the second argument of the Saturation function by a polynomial P given in the first
argument (the last one being the ring R). Let us illustrate this function with simple examples.

> Saturation(x[1], [x[1]-2],R);
1]
Therefore, we have (22) : (x1)®° ={r € R | 3k € Z>q, rat € (23)} = (1) = R.
> Saturation(x[1]*x[2], [x[11*x[2]*x[3]],R);
(23]
Therefore, we have (1 x3 x3) : (X1 22)® = (22).
> Saturation(x[1], [x[2]"2,x[1]*x[3]-x[2]"2],R);

[(ﬁg, x%]
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Therefore, we have (23, x1 23 — 23) : (21 22)> = (13, 23).
> Saturation(x[3], [x[1]1-5*x[3]1~3,x[1]1*x[2]*x[3],x[2]*x[3]1~4],R);
[mQ’ JI?]

Therefore, we have (25 23, 21 22 73, T2 73) : (23)>° = (22, 7).

6.1.3 IsNilpotent & IsInvertible

Let us first consider the IsNilpotent function which checks whether or not the residue class of an element
r € R — given as the first argument of the function — in the factor ring & = R/Z is nilpotent, where 7
is the ideal generated by the entries of the column matrix given in the second argument of the function
(the last one being the ring R). Equivalently, this function tests whether or not the ring S, — defined as
the localization of the ring S at the multiplicatively closed set {r¥}rez — is trivial, i.e., S, = 0.

Let us check again that the residue class of z1 in & = Q[xy, ..., x4]/(2?) is nilpotent

> IsNilpotent(x[1],Matrix([[x[1]1-2]1),R);
true

whereas the residue class of z; + 1 in S is not:

> IsNilpotent(x[1]+1,Matrix([[x[1]1-~211),R);
false

Let us give a few more simple examples by now considering the factor ring S = R/ (3, 22 xo, x1 23, 23):
> IsNilpotent(x[1],Matrix([[x[1]1~3], [x[1]~2*x[2]1], [x[1]1*x[2]1~2], [x[2]1~31]1),R);
true

Thus, the residue class of z; in S is nilpotent.

> IsNilpotent(x[1]#x[2]+x[1],Matrix([[x[1]1"3], [x[1]~2*x[2]], [x[1]*x[2]~2], [x[2]1~3]11),R);
true

Thus, the residue class of xyx2 + 1 in S is nilpotent. We can check again that (x% To + xl)?’ is a
polynomial combination of the generators of Z:

> Factorize(Matrix([[(x[1]1*x[2]+x[1])~3]1]1) ,Matrix([[x[1]1~3], [x[1]1~2*x[2]], [x[1]1*x[2]~2],
> [x[2]1-3]11),R);

[ 1 3z 323 a3 ]
i.e., we have (22 xo +x1)% = 23 + 321 (23 22) + 327 (v1 23) + 23 (23).
> IsNilpotent(O,Matrix([[x[1]1-3], [x[1]1~2*x[2]1], [x[1]1*x[2]~2], [x[2]1~3]1]1),R);
true

Let us now consider the IsInvertible function which checks whether or not the residue class of an
element 7 € R — given as the first argument of the function — in the factor ring S = R/Z is invertible,
where Z is the ideal generated by the entries of the column matrix given in the second argument of the
function (the last one being the ring R). For instance, let us test whether or not the residue class of 1
in S = Q[x1]/(x?) is invertible:

> IsInvertible(x[1],Matrix([[x[1]1~211),R);
false

Therefore, the residue class of z; in S is not invertible (since it is nilpotent).
Similarly, let us test the invertibility of the residue class of z; +1 in S.

> IsInvertible(x[1]+1,Matrix([[x[1]1"2]1]1),R);
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true

We obtain that it is invertible. We can check again this result by noticing that (—z; +1) (x1+1) = 1 —2?
shows that the inverse of the residue class of x1 + 1 in S is the residue class of —xq + 1.

Let us now check whether or not @1 + 1 is invertible in the ring S = R/(z3, 22 xo, z1 23, 23):

> IsInvertible(x[1]+1,Matrix([[x[1]1~3], [x[1]-~2*x[2]], [x[11*x[2]1~2], [x[2]~3]1]1),R);
true

To check this last point, we can note that the identity (2% — z; 4+ 1) (1 + 1) = 23 + 1 shows that the
residue class of 23 — 21 + 1 is the inverse of the residue class of 1 + 1 in S. This last identity can be
obtained using the LeftInverse function of the OREMODULES package as follows:

> LeftInverse(Matrix([[x[11+1], [x[11-3], [x[11-~2*x[2]1], [x[11*x[2]~2], [x[2]1~3]11),R);
[2—21+1 -1 0 0 0]

6.1.4 Syzygies, ReducedSygyzies, Factorization & Simplification

The Syzygies function computes the left kernel kers(.M) of a matrix M, given as the first input of the
function, whose entries belong to the ring S = R/J, where R is a commutative polynomial ring defined
in the third argument and J is the ideal generated by the entries of the column matrix V' given in the
second argument of the function.

The ReducedSygyzies function tries to reduce the number of generators of the left kernel kerg(.M) of
a matrix M € S7*P where S = R/J, R is a commutative polynomial ring defined in the third argument
and J is the ideal generated by the entries of the column matrix V' given in the second argument of the
function.

Note that if R = T[Y], where 7 is a commutative polynomial ring, V.= (V4 ... V,_y V,)", where
V., =YP—land P, V4,...,V,_1 € T, then S corresponds to the localization Ap of A =T /{V1,...,V,._1)
at P. Note that the index of Y P — 1 does not need to be the last one for the functions (it can be any).

The Simplification function computes the normal form of all the entries of a matrix M — given in
the first argument of the function — in the ring S = R/J = R/{V4,...,V,), where R is a commutative
polynomial ring defined in the third argument and 7 is the ideal generated by the entries of the column
matrix V given in the second argument of the function.

Let us first illustrate these functions with a simple example.

> M := Matrix([[x[1]+1,0],[0,x[1]1-111);

1+ 1 0
0 1'171

Let us first compute the left kernel of M when V' is the empty list, i.e., when & = R:

> Syzygies(M, [],R);
INJ(2)
Thus, kerg (.M) = 0, i.e., the rows of M are R-linearly independent or equivalently M has full row rank.
Since J = (0), the same result can be obtained by considering the matrix 0 in the second entry:
> Syzygies(M,Matrix([[0]]),R);
INJ(2)
Let us now consider V = [2? — 1], which is the determinant of M. Then, we have S = R/(z3 — 1), and
kers(.M) is defined by:
> K := Syzygies(M,Matrix([[x[1]~2-1]11),R);

xl—l 0

K= 0 T+ 1
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Equivalently, we have kers(.M) = img(.K), i.e., the S-module kers(.M) can be generated by the two
rows of K. In particular, the residue classes of the entries of the matrix K M in S is 0. But if we use the
standard product of the matrices K and M in R, we obtain

> P := Mult(K,M,R);
2
e —1 0
P'_{ 0 z%l]

which is not the zero matrix in R. To compute the product K M in S, we have to use the Simplification
function which computes the residue classes of the entries of the matrix K M in S:

> Simplification(P,Matrix([[x[1]1-2-1]1]),R);

o o]

Let us now check whether or not the rows of the matrix K are S-linearly independent, i.e., whether or
not K has full row rank or equivalently whether or not kerg(.M) is a free S-module.

> Syzygies(XK,Matrix([[x[1]~2-1]1),R);

SU1+1 0
0 1’1—1

We obtain kers(.K) = img(.M), which shows that the S-module M = cokers(.M) = S'*2/(S'*2 M)
has the following cyclic free resolution:

M K M K M

81><2 Sl><2 Sl><2 Sl><2 Sl><2 ™ M 0.

Let us consider the localization S, 11 of S at the multiplicatively closed set {(z1 + 1)*}rcz and let us

compute the left kernel kers, ., (.K) of the matrix K over S;, y1:

> L := Syzygies(K,Matrix([[x[1]1~2-1], [x[2]1*(x[11+1)-111),R);

10
L= { LY }
We obtain that kers, ,,(.K) =ims, ,,(.L). We note that the second row of L is twice of the first one,
ie., kers, ., (.K) =841 (1 0), which shows that kers, ,,(.K) is a free S, 1-module.

The trivial linear dependence of the rows of the output of the Syzygies function can be removed
using the ReducedSyzygies function (see more below):

> ReducedSyzygies(K,Matrix([[x[1]1~2-1], [x[2]*(x[1]+1)-1]11) ,R);
[2 0]

Now, using the fact that kers(.M) = ims(.K) (see the above free resolution of M) and the fact that
Sz, +1 is aflat S-module, we have kers, ,, (M) =ims, ,, (&) =8z,+1(1 0) =8y 41,ie., kers, (M)
is a free S, y1-module. This result is coherent with the fact that over the ring S;,+1, M is reduced to

> N := Simplification(M, Matrix([[x[1]-2-1], [x[2]*(x[1]+1)-1]1),R);

2 0
velb o]
and thus, 8,11 ®s M = cokers, ,,(.M) = cokers, ,,(.IN) = Sy, 41 is a free Sz, 1-module. For more

details, see the proof of Theorem [ Finally, note that a similar comment holds if we consider the
localization S, _; of the ring S at the multiplicatively closed set {(z; — 1)¥}rez.

Let us now consider Example [] i.e., the following matrix:

> Q := Matrix([[x[1],x[2]1,0], [x[2]1,x[1],011);
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|l m oz O
Q T [ T2 X1 0 :|
Let us compute the Fitting ideals Fitt;(Q)’s of the R-module Q = cokerg (.Q) = R*3/(R*2Q):

> JO := FittinglIdeal(Q,0,R,"reduced");

[0]
> J1 := FittinglIdeal(Q,1,R,"reduced");
(2% — 23]
> J2 := Fittingldeal(Q,2,R,"reduced");
(2, 71]
> J3 := FittinglIdeal(Q,3,R,"reduced");
1]

Let us now consider the rings S, = R/Fitt;(Q) for k =0, 1, 2, and let us compute kers, (Q.). Since the
Syzygies function only computes left kernels, we shall compute kers, (‘QT), where QT is given by

> Q_t := Transpose(Q);

xry X2
Q¢ = T2 I3
0 0

and finally transpose the obtained matrix. Hence, we first have

> KO := Transpose(Syzygies(Q_t,Transpose(convert(JO,Matrix)),R));

0
KO:=1]0
1

which shows that kers,(Q.) = ims, (Kp.). We have

> K1 := Transpose(Syzygies(Q_t,Transpose(convert(J1,Matrix)),R));

—T2 I 0
K1 := T —x2 0
0 0 1

which shows that kerg, (Q.) = img, (K7.). In particular, we can check again that all the entries of Q K;
are reduced to zero in Sy:

> Simplification(Mult(Q,K1,R),Transpose(convert(J1,Matrix)),R);
0 0O
0 0 0

We finally have

> K2 := Transpose(Syzygies(Q_t,Transpose(convert(J2,Matrix)),R));

100
K2:=10 10
0 0 1
which shows that kers, (Q.) = ims, (K.) = Sy *'.

Let us now consider Example[7] i.e., let us repeat the same computations with the following matrix:

> Q := Matrix([[x[1],x[2],2*x[1]+x[2]], [x[2],x[1],x[11+2*x[2]1]1]);
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T1 To 271+ 29
Ty T1 T1+2T9

Q=

We can check that that the Fitting ideals Fitt;(Q)’s of the R-module Q = cokerr(.Q)) are the same as
the previous example (i.e., Example [6)):

> JO := FittingIdeal(Q,O0,R,"reduced");
[0]
> J1 := FittinglIdeal(Q,1,R,"reduced");
27 — 23]
> J2 := Fittingldeal(Q,2,R,"reduced");
[‘TQawl]
> J3 := FittingIdeal(Q,3,R,"reduced");
[1]

Now, we have kerg, (Q.) = img, (Ky.), where K| is defined by:

> KO := Transpose(Syzygies(Transpose(Q),Transpose(convert(JO,Matrix)),R));

2
KO0 := 1
-1

We also have kerg, (Q.) = img, (K7.), where K; is defined by:

> K1 := Transpose(Syzygies(Transpose(Q),Transpose(convert(J1,Matrix)),R));

2 0 0
K1 := 1 —3$2 2£C1+[IJ2
-1 21‘1—1’2 —X2

We then have kers, (Q.) = img, (K5s.), where K> is defined by

> K2 := Transpose(Syzygies(Transpose(Q),Transpose(convert(J2,Matrix)),R));

K2 :=

S O =
o = O
—_ o O

which shows that kers, (Q.) = ims, (K3) = S5*1.
Finally, let us illustrate the ReducedSyzygies and Factorization functions.
Let us first consider the matrix @ defined in Example [ i.e.:

> Q := Matrix(3, 2, [[-6*x[4], 10*x[1] - 9*x[2] - 10*x[3]], [3*x[1] + x[4], O],
> [-2xx[4], 2*x[2]111);

—61‘4 10$1—9l‘2—10$3
Q:: 31’1 + x4 0
—2x4 2x9

As in Example [5 we are interesting in computing kers(Q.), i.e., kerg (.QT), where Q7 is defined by

> Q_t := Transpose(Q);

0, = —6 x4 3r1+x4 —2x4
£ 102, — 929 — 1023 0 214

and the ring S is defined by R/(e1, e, e3), where e; is the i" entry of the following matrix:
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> e := Vector[column] (4, [2*x[1]*x[4] - 3*x[2]=*x[4] - 2*x[3]*x[4], 3*x[1]*x[2]
>+ x[2]*x[4], 2*x[1]~2 - 2*x[1]1*x[3] + x[2]*x[4], 9*x[2]~2*x[4] + 6*x[2]*x[3]*x[4]
>+ 2*x[2]*x[4]-2]);
21’1 T4 —31’21‘4 —25633?4
3T1To+ X224
227 — 23123+ 7274
9z§x4 + 6x3 T4 T2 +21’2:C421

Using the Syzygies function, we obtain

> K_t := Syzygies(Q_t,e,R);

To T4
_ 221 — 223 3xy
K= 0 31y + 14
0 9x2x4+6x3x4+2xi

ie., kers(.QT) = ims(.K;). Equivalently, we have kers(Q.) = img (KtT), where K is defined by:

> Transpose(K_t);

Zo 2I172I3 0 0
T4 3x4 321+ 24 9x2x4+6x3x4+2xﬁ

We note that the above matrix has a column more than the matrix K given in Example[5] It comes from
the fact that the rows of K; have trivial relations as it can be checked by computing kers(.K;):

> K_t2 := Syzygies(K_t,e,R);

I 3134 —XT4 0 0 i
18x3 9z9+ 224 0 -3
181’1 21’4 0 -3
0 6x1 + 224 0 -3
KtQ = 0 0 2.1‘4 -1
0 0 To 0
0 0 21‘1 - 21‘3 0
0 0 0 T2
L 0 0 0 r1— T3 |

Thus, we get kers(.K;) = imgs(.K}2), where some entries of Kyo are invertible in S as it can be checked:

> map(IsInvertible,K_t2,e,R);

false false false false
false  false false true
false  false false true
false false false true
false  false false true
false false false false
false false false false
false  false false false
false false false false

Hence, certain syzygies defined by the rows of the matrix K can be removed. There are many strategies
to remove these “trivial syzygies”. The ReducedSyzygies function implements one method to do that.
Applying thee ReducedSyzygies function to the matrix Q;, we obtain a set of generators of kers(.Q;)
with three generators, namely, the rows of the following matrix

> K_tbis := ReducedSyzygies(Q_t,e,R);
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T2 T4
Ktbis = 2371 — 21’3 3.’[74
0 311+ x4

whereas the Syzygies function returned four generators, namely, the four rows of the matrix K;. There-
fore, we have kers(.Q;) = ims(.Kuis), i.e., kers(Q.) = ims (K;,.), where K. is defined by:

> Transpose(K_tbis);

To 21’1721’3 O
T4 31y 3x1+ x4

We find again the matrix K given in Example [5| Finally, since kers(.Q;) = imgs(.K;) = img(. Kypis), the
rows of Ky (resp., Kyis) belong to imgs(.Kipis) (resp., imgs(.K})), which means that K; = F Kp;s and
Kypis = G Ky for certain matrices F' and G having entries in S. These two matrices can be computed
using the Factorization function as follows:

> Factorization(K_t,K_tbis,e,R);

1 0 O

01 0
Fi= 0 0 1

0 0 2{E4

> G := Factorization(K_tbis,K_t,e,R);

1 0 0 O
G=|101 00

0 01 0

Finally, let us consider Example [12] where the following matrix B is considered

> B := Matrix([[x[4]1*(5*x[2]/2+x[3]), x[3]1*(3*xx[1]1+x[4]), 3*x[4]1*(5*x[2]/2+x[3])]11);

ST S
B = |: T4 (22 +x3> T3 (3.131 —|—.134) 3x4 (22—|—l‘3) :|

whose transpose matrix is defined by

> B_t := Transpose(B);

Considering the ring S = R/(e1, €2, e3), where the e;’s are defined by:

> el := (10*x[1]-9%x[2]-10*x[3])*(3*x[1]1+x[4]);
> e2 := (2%x[1]-3*x[2]-2%x[3])*x[4];
> e3 := (3*x[1]1+x[4])*x[2];

(1OI1 — 9$2 — 10I3) (31‘1 —|—l‘4)
(221 —3@a —2x3) 24
(B3x1 + x4) o

Let us compute the right kernel of B, i.e., the left kernel of BY, over two localizations of the ring S at
multiplicative set {hf }rez, where hy and hg are respectively defined by:

x[4]* (5*x[2]/2+x[3]1);
(3*x[11+x[4]1)*x[3];

> hi
> h2 :
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51y
XTq B T3

x3 (31 + x4)

To do that, we first introduce the polynomial ring R[y]:

> R2 := DefinelOreAlgebra(seq(diff=[x[i],t[i]],i=1..4),diff=[_y,s],polynom=
> [seq(t[i],i=1..4),s]):

We can now compute kers, (.BT) as follows:

> C_1t := Syzygies(B_t,Matrix([[_y*h1-1],[el], [e2], [e3]]),R2);

3 0 -1
0 —121‘4 18$2+12$3+4.’L‘4
0 xro 0
Cyy = 0 —6xy 9xe +6vr3 + 214
0 1524 0
0 =30 ya? 12 yasay+10 _yx?+18
| 0 2_yzgmwy—2 0 |

Thus, we have kers, (.B") = imsg, (.C1), i.e., the set defined by the seven rows of the matrix C;
generates kers, (.BT). We can try to find a set of generators containing fewer elements by using the
ReducedSyzygies function as follows:

> C_1tbis := ReducedSyzygies(B_t,Matrix([[_y*h1-1], [el1],[e2],[e3]]),R2);

3 0 -1

Citbis 1= 0 —30_yzi 12 yxsws+10_ yai+18

Thus, we have kers, (.BT) = ims, (.C1tbis), which shows that kers, (.BT) is generated by the two rows
of the matrix Ciu;s. Finally, let us check again that ims, (.Cn) = img, (.C1tis) by verifying that the
identities C1¢ = F Chpis and Chypis = G Cqp hold for certain matrices F' and G with entries in S, :

> F := Factorization(C_1t,C_1tbis,Matrix([[_y*h1-1],[el], [e2], [e3]1]),R2);

1 0
0 $2+2%
- 2 e L, 2
o7 _YT1T2T3 F op YT1A5 T on YTody — Jop YT 5yl
T T
F .= 0 ?2+€3
0 ? ym1x2x3+g ym1x2—§ yx 332—2 x3+ia:
9- g—YTLTs T g YE2Is T g _YEs T g
0 1
0 5 y961$2+1 Yr1 T3 — y9325ﬂ3*1 ya3
L 18 — 9— 18 — 9—""3 |

> Factorization(C_1tbis,C_1t,Matrix([[_y*h1-1], [el], [e2],[e3]]),R2);

100 0 0 0O
000 O0O0T1TFO0

In Example a different matrix C, was given as a set of generators for kers, | (.BT), whose transpose
matrix is defined by.

> C_hlt := SubMatrix(C_1t,[1,4],1..3);

o [3 0 -1
RET1 0 —624 9a9+ 623+ 224

In other words, the matrix C}, given in Example[12]is defined by:
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> Transpose(C_hlt);

3 0
0 —6$4
—1 929+4+6x3+ 224

Let us check that ims, (.Ch,) = ims, (.C1¢). To do that, using Factorization function, we can check
that Cy¢ (resp., Cp,) is a left factor of Cp,, (resp., C1y):

> Factorization(C_hlt,C_1tbis,Matrix([[_y*h1-1],[el], [e2], [e3]]),R2);

[1 0

To T3
0o = -
2+5

> Factorization(C_1tbis,C_hit,Matrix([[_y*h1-1], [e1],[e2],[e3]]),R2);

1 0
0 5 yxy

Finally, let us compute kerg, (.BT). Using the Syzygies function, we obtain that the rows of the matrix

> C_2t := Syzygies(B_t,Matrix([[_y*h2-11,[el], [e2], [e3]1]),R2);

[ 3 0 -1 1
0 7121’4 12.L‘3 +4£L’4
0 —6x4 6%3 +2$4
CQt = 0 6_y$3$4 -2
0 =30 yzszy 10
0 61‘4 —61‘3 — 2334
L 0 —6 T4 6173 + 2124

generate kers, (.BT). Hence, the seven rows of the matrix Cy; generate kers,, (.BT). Let us search for
a set of generators containing fewer elements by using ReducedSyzygies function:

> C_2tbis := ReducedSyzygies(B_t,Matrix([[_y*h2-1], [el],[e2],[e3]]),R2);

3 0 -1

Comis = | 0 _62, 65+ 224

Thus, we have kers, (.B") = imsg, (.Cais), which shows that kers, (.BT) can be generated by the two
rows of the matrix Coys. Transposing this last matrix

> Transpose(C_2tbis);

3 0
0 *61‘4
—1 6x3+2x4

we obtain kers, (B.) = ims,, (CL,...). Using the Factorization function, we can check again that
Cotpis (resp., Cay) is a left factor of Cop (resp., Cotpis):

> Factorization(C_2t,C_2tbis,Matrix([[_y*h2-1], [el], [e2],[e3]]),R2);

-1 0 i
0 2
0 1
3
0 - y$1+§ Yx2
15
0 5 yxr1 —— yxo
RR n° 9438 12
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> Factorization(C_2tbis,C_2t,Matrix([[_y*h2-1], [el], [e2], [e3]]),R2);

100 0 0 0O
00 0 0 O0O01

Therefore, we have img,, (.Cotpis) = img,, (.Co). Finally, in Example the matrix C’,?Z, defined by

> C_h2t := Matrix([[Row(C_2t,1)], [Row(C_2t,3)/2]11);
3 0 -1
Cnae = [ 0 —3z4 3xs+a4 }

is given. Up to a factor of 2 for the second row, we obtain again Co;s. Such an esthetical cleaning will
be added to the ReducedSyzygies function in the future.

6.2 Main commands for solving the rank factorization problem
6.2.1 Description of the main functions of the RankFactorization package

Let us now illustrate the main functions of the RankFactorization package (see Table .

The RankFactorization(M, L, k) function computes the outputs of Algorithm 3| where M € K™*™
and the list L of matrices Dy,...,D, € K™*™ define the rank factorization problem eq. , and the
index k € [0,...,r — 1] fixes the “leaf of the solution space” we are considering in the sense that the
solutions that are computed are defined over the ring Sy = R/Jk, where J, = Fittx(Q).

The first output is a list of elements of R which generates the ideal Jj, the second (resp., third) one
is the matrix K (resp., Y), the fourth is a list {gx ;}icr,, where gr; € R is a preimage of hy ;, where
Z="(hr1,---,hep.)s, and I C [1,...,Bk] is the set of the indices of the non-nilpotents elements hy ;,
the fifth (resp., the sixth) is a list of right inverses { E , }ic1, (resp., of kernels {C p, }ier, ) of the matrix
B over the localization of the ring Sy, at the multiplicatively closed set {h} .}rez for i € Ix. The seventh
is the polynomial ring R[y] (which allows one to work with the ring R, ,, and thus, with the ring Sy, ,;
see the comment after Lemma @)7 and the last one is the matrix A= (Dyz ... D,x) € R™*".

If the option “reduced” is used as the last argument of the RankFactorizationfunction, i.e., if
RankFactorization(M, L, k,“reduced”) is used, then a reduction of the parameters ¢ and t;; — re-
spectively defining the matrices Kj, € 8% and Cy,, € K7 (see the proof of Theorem |§| and the
general expression eq. of the solutions of the rank factorization problem) — is attempted by reducing
trivial syzygies (usually at the cost of computational cost).

The Solutions function builds the explicit solutions eq. of the rank factorization eq. from
the data obtained from the RankFactorization function (see Theorem @ Its entries are the same as
the RankFactorization function, namely, the matrix M € K™*" a list of matrices D,..., D, € K™*™,
and k € [0,...,7 — 1]. The first output is a set of elements of R defining the ideal [Jj, the second one
is {gk,i}ier,, the third one is A = (Dyx ... D, x), the fourth is a list formed by the vy p, ,’s for i € I,
defined by eq. (59), and the last one is the polynomial ring R[y].

As for RankFactorization, the option “reduced” can be used to reduce the sizes of the outputs of
the v-components of the solutions (u, v) of the rank factorization problem eq. .

Finally, the Isolution function checks whether or not the outputs of the Solutions function define
solutions of the corresponding rank factorization problem eq. by substituting the expressions returned
by Solutions into eq. and checking whether or not the normal forms of the obtained expressions
exactly reduce to 0 in the corresponding ring Sk, .

6.2.2 Computation of the solutions of the rank factorization for Example [I] & Example

Let us first enter the different matrices considered in Example|l|for the rank factorization problem eq. :

> M := Matrix([[1,0%$2,1]1,[0%$4],[0%4],[1,0%$2,111);

1 0 0 1
0 0 0O
M= 0 0 0O
10 01
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> D1 := Matrix([[1,0%$3],[0$4], [0%4],[0%$3,-111);
1.0 0 0

000 0

Dl=14 9 0 o
00 0 —1 |

> D2 := Matrix([[0$4],[0,1,0$2], [0$2,-1,0],[0$411);

[0 0 0 0]

01 0 0

D2=19 0 -1 0
(00 0 0]

> D3 := Matrix([[0$3,1],[0%$4], [0$4],[-1,0%$3]11);
0 00 17

o o000

D3:=1"09 0 0 0
| -1 0 0 0|

> D4 := Matrix([[0$4],[0$2,1,0],[0,-1,0$2],[0%$411);

[0 0 0 0]

0 0 1 0

Di:=14 10 0
(0 0 0 0|

We have m = n = 4 and r = 4. Moreover, we can easily check that rankg(M) =1 or the standard Rank
function of the LinearAlgebra package can be used.

RankFactorization(M,[D1, D2, D3, D4],0) & Solutions(M,[D1, D2, D3, D4],0) Let us now apply
the RankFactorization function for the above matrices and k = 0. Since the outputs are too long to be
shown in a single line, we display the data in separate lines.

> RFO := RankFactorization(M, [D1,D2,D3,D4],0):
> nops(RF0);

8

The first output is a set of generators for the ideal Jy = Fitto(Q) of R:

> RFO[1];
[0]
Thus, we have Jy = (0), and thus, Sy = R. The second output is the matrix K defined by:

> RFO[2];
1
0
-1
0
The third one is the matrix Y defined by:
> RFO[3];
[1 00 1]

The fourth output is a list of the non-nilpotent elements of a set of generators {go; }ic1, of Zo = Fitto(Bo):

> RFO[4];

(21 — 4]
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We thus get Iy = {1} and go.1 = 21 —x4. In particular, a unique solution of the rank factorization problem
eq. can be found over the localization of Sy = R with respect to the multiplicative set {g’&l}kez, ie.,

So,901 = Solyl/ (W 901 — 1) = So [90.1]-
In the RANKFACTORIZATION package, we use the notation _y instead of y to protect this variable
and to avoid any possible confusion with a variable y which could have been used in the Maple worksheet.
The next output is a right inverse of the matrix By with entries in the ring Sp 4, ,:

> RFO[5];
table([l: [ Yy H)

Thus, y is the inverse of By = (z1 — x4).
The sixth output is a matrix defining a set of generators of kers, , (Bo.).

> RFO[6];
table ([1 = []])

We thus have kers, ,  (Bo.) = 0.
The next output is the polynomial ring R[y|. It is internally displayed in OREMODULES as follows:

> RFO[7];
[Ore_ algebra, [“dift”, “diff”, “diff”, “dift”, “diff”], [t1, to, t3, T4, ], [T1, %2, 23,24, 4], [t1, 2, T3, 84, 1, ][],
03 []7 Ha [t17t27t3at47 _t]> []7 H7 [dlﬁ = [mlytlL dl.[f = [x2>t2]7 dZﬁ = [$3at3]7 dl.[f = [$4,t4], dZﬁ = [_ Y, _tH7

0 0 0
_a—>_a*.'1}1_ aitl_a ,_a—>_a*$2_ %_a ,_a—>_a*:L‘3— aitg_a 3

_a _a*xTy at4 _a),_a _ax_y 8_t_a

Finally, the last output is the matrix A = (Dyx ... Dyx), where x = (21 ... 24)7, then defined by:

> RFO[8];
T 0 T4 0
0 T2 0 I3
0 —XI3 0 —x2
—T4 0 —X1 0

From the above data of the RankFactorization, we can then form the explicit solutions eq. (59)). The
Solutions function first computes RankFactorization and then builds the corresponding solutions.
Again, the outputs of Solutions are too long to be displayed in a single line. Hence, we show the data
in separate lines.

> S0l0 := Solutions(M,[D1,D2,D3,D4],0):
> nops(Sol0);

5

The first output is a list of generators of the ideal Jj.

> SolO[1];
[0]

As above, we have Jy = (0), and thus, S = R and V(Jp) = K**1.
The second output

> So0l0[2];
(71 — 74

shows that there is one solution defined over Ry, , = R[y]/(y go,1—1) =R [g&ﬂ, where go1 = 1—24, i.e.,
in V(7)) \ V({go)) = KX\ {(u1  uz uz ur)? |ug, ug, uz €K} = {(u1 cooug)T e Ky # U4}.
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The next output is the matrix A = (Dyx ... Dyx), where . = (z1 ... m4)7:
> S0l0[3];
z1 0 T4 0
0 i) 0 xIs
0 —I3 0 —x2
—T4 0 —x1 0

The fourth output gives the v-component of the solution (u, v) of the rank factorization problem:

> SolO0[4];

table 1=

|
I
<
coc oo
coc oo
|
I
S

Finally, the last output is the ring R[y] which is used to check again that the above expressions for u and
v define solutions to the rank factorization problem using the IsSolution function.

> So0l0[5];
table ([1 = [ Ore_algebra, [Fdiff”, “diff”, “diff”, “diff”, “dift”], [t1, ta, ts, ta, f], [21, 70, @5, 24, 9], [t1, bos bs, b,
W1, Y12, 91,3, V1,45 Y215 Y2,2, Y235 Y2,4, U3,1, 3,25 U3.3, ¥3,4), 0, ([, []s (B, B2, 3, ta, 2] ][] [diff = [21, 1],
diff = [za, ta], diff = [x3,t3], diff = x4,t4], diff =1[_ vy, 1],
a— a*xl—(a a) a— a*x2—< ) a*xg—(a a)
- - 6t1 - = 82&2 81&3‘ ’
a — a*m—(a a) Y- ( )} )
- - Oty— )’ 0_t—

We find again the solution (u, v), where u € {(uy ... ua)” € K1 | uy # ug} and vy, , defined by the
above matrix, where _y = (27 —x4)~!, obtained in Example Finally, using the IsSolution function,
we can check again that (u, v) defines a solution of the corresponding rank factorization problem eq. .

> IsSolution(So0l0);
table ([1 = [true]])

If the option “reduced” is added to the RankFactorization or the Solutions functions, then we obtain
the same solution.

As explained in Theorem [6] So010 is the component of the solution space of the corresponding rank
factorization problem corresponding the affine algebraic set V(Jp), i.e., the 0" leaf of the solution space.
We can also get other solutions by considering Jj for k = 1,2, — 1 = 3, and their corresponding affine
algebraic sets V(Ji), i.e., the other k' leaves of the solution space for k = 1, 2, 3.

RankFactorization(M,[D1, D2, D3, D4],1) & Solutions(M,[D1,D2,D3,D4],1) Let us briefly dis-
play the different outputs of the RankFactorization for k = 1.

> RF1 := RankFactorization(M, [D1,D2,D3,D4],1):
The first output is a set of generators for the ideal [J; = Fitt;(Q) of R:

> RF1[1];

2 2, .2 2
[x5x1 — 21 25 + x5 x4 — T3 T4

Thus, we have J1 = ((z2 — x3) (2 + x3) (£1 + 24)) and S; = R/ 1.
The second output is the matrix K7 defined by:

> RF1[2];
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1 0 0 0
0 —x311—23%4 ToxT1+T274 0
-1 0 0 r3 — 23
0 ToT1 + To Ty —I3T1 — T3 T4 0

The third one is the matrix Y defined by:
> RF1[3];
[1 00 1]
The fourth output is a list of the non-nilpotent elements of a set of generators {gi ; }icr, of Z1 = Fitto(B1):
> RF1[4];
[#1 — w4, 25 24 — 23 24]

We thus have I; = {1, 2}, g11 = o1 — x4, and g12 = x4 (v2 — x3) (r2 + x3). If we denote by hq;
the residue class of g1,; in &1 for ¢ = 1, 2, then two solutions exist respectively over the localization
Sthyi = 81 [y]/<y hlﬂ‘, — 1> = 81 [hill] for 1 = 1, 2.

The next output is a right inverse of the matrix B over respectively the ring &1 4, , for i =1, 2:

> RF1[5];
_Y 0
0 0
table 1= 0 ,2 = 0
0 _y

The sixth output is a table containing the right kernel of the matrix B; over respectively the ring Sy 4, ,,
Le., kers, , (B1.) fori=1,2.

> RF1[6];
r3—23 0 0 0 0 0 1 r3—23 0 0
0 1 0 0 0 0 0 0 1 0
table | 1= 0O 01 o 0 0 2=1 9 0 0 1
2 0 0 z14+24 2 yza+1 -2 yaya—1 2 yxy 2 0 0

Similarly, the next output is the polynomial ring R[y].
> RF1[7];
[Ore_algebra, [“dift” “diff”, “dift”, “dift” “diff”], [t1, t2, t3, ta, 1], [x1, T2, T3, 24, Y|, [t1,L2,t3,ts, t],[]
0, []7 Ha [tlvt2vt37t47 ,t]v Hv H’ [dzﬁ = [wlvtl]» diﬁ = [vatZ]v diﬁ = [x37t3}» diﬁ = [x4vt4]7 diﬁ = [, Y, ,tH’

0 0 0]
4a—>4a*1‘1— 67151401 ,4(1—)40,*(1;2_ 871‘;2401 ,404—)404*%3_ 671‘;3401 s

a— _axx (6 a) a— _ax_y ( 9 a)}]
e U ; -\ 5
- - Ota= ) — - - 0 _t—

Again, the last output is the matrix A = (D1 ... Dyx), where x = (z1 ... 24)7, defined by:

> RF1[8];
I 0 Ty 0
0 T2 0 I3
0 —XI3 0 —x2
—XT4 0 —X1 0

If the option “reduced” is added to the RankFactorization, then the same matrix K, returned in RF1[2],
is obtained. However, the matrices Cy, , defining kers, , (Bi.) are then shorter:

> RF1lbis := RankFactorization(M, [D1,D2,D3,D4],1,"reduced"):
> RF1bis[6];
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z3—23 0 0 r3—23 0 0

0 1 0 0 1 0

table 1= 0 0 1 ,2 = 0 0 1
2 0 0 2 0 0

As we shall later, the corresponding expressions for the solutions will thus be shorter with the “reduced”
option, i.e., fewer free parameters in the matrices Y’ will be needed (even if both expressions define the
same set of solutions).

> Soll := Solutions(M, [D1,D2,D3,D4],1):
We first obtain that the ideal 77 is generated by:
> So0l1[1];
[#3 11 — 21 2% + 2% 24 — 23 4]
ie, J1 = ((xz2 — z3) (x2 + z3) (x1 + 4)). The second output
> Soli[2];
[#1 — 74, 23 24 — 23 24]

shows that two solutions can be found respectively over the localization Sy, , (resp., Sip, ) of the ring
81 = R/J1 with respect respectively to the multiplicatively closed set {h} ; }rez (resp., {h’f’;',}kez)7 where
hi,1 (resp., hi2) denotes the residue class of g11 = x1 — x4 (resp., g1,2 = x4 (v2 — x3) (x2 + x3)) in the
ring Sip,, (resp., Sin,,). Thus, the u-component of the two solutions (u, v) respectively belongs to

V(J1) \ V({g1,1)) and V(J1) \ V((g1,2))-

As above, the third output is the matrix A = (Dy 2 ... Dyx), where z = (21 ... x4)7:
> Sol1[3];
X1 0 Xq 0
0 xTo 0 I3
0 —X3 0 —X2
—T4 0 —I1 0

which is useful for the IsSolution function to test if the expressions returned by the Solutions function
are solutions of the corresponding rank factorization problem. The fourth output is a table with the two
v-components of solutions.

> nops(Soll[4]);
2

For a better display, we successively show the rows of these two solutions. Let us start with the first one:

> Row(Sol1[4][1],1);

[ _y+ (953 - x%) Y1,1 (510% - x%) Y1,2 (:c% - $§) Y13 _y+ (:c% - ff%) Y1,4 ]

> Row(Sol1[4]1[1]1,2);
[(mz3z1 —2324) Y21 + (221 +2224) Y31 (2321 — 2324) Y22 + (T2 21 + 22 24) Y32
(—2z3x1 —2324) Y23+ (T221 +T224) Y33 (—T321 — T3 Ta) Y20 + (T2 21 + T2 24) Y34 ]
> Row(Sol1[4]1[11,3);
[— _y— (23 —23) yiu + (23 — 23) Quia+ (@1 +22) yag + (2 _yza+1) ys1+ (=2 _yza— 1) yo)
— (23 —23) yr2+ (23 —23) Quiz+ (w1 4+ 2a) a2+ (2_yza+1) ys2+ (=2 _yza— 1) yo2)
— (23 —23) y13 + (23 — 23) (2yrs + (w1 +24) yas + (2_yra+1) ys3+ (-2 _yzs — 1) ye,3)
—y— (23 —23) yra+ (23— 23) Qura+ (@1 4+34) Yaa+ (2 _yxa+1) ysa+ (-2 _yza— 1) yo.4) ]
> Row(Sol1[4][1],4);
[(x2z1+2224) you + (—2301 —2374) Y31 (T271 + 2204) Y22 + (—T3 71 — T374) Y32
(z2 21 +2224) Y23+ (—¥371 —2374) Y33 (T201 +T274) Y2u + (T3 71 — T374) Y34 ]
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where the y; ;’s are arbitrary elements of K, and then the second solution:

> Row(Sol1[4][2],1);

[ Y11 + (x% - x%) Y21 Y12+ (CU% - x%) Y2,2
> Row(Sol1[4][2],2);
[(—z3x1 —2324) Y31 + (T2 1 + T2 24) Yau

(—x3wy — x324) Y3,3 + (T2 @1 + T2 T4) Ya3

Y1,3 + (»T% - ff:zg.) Y2,3 Y14+ (903 - 33%) Y2,4 ]

(—zs3x1 —2324) Y32+ (X221 + T224) Ya2

(—z3x1 —x3%4) Y34+ (T2 21 + T2 X4a) Yau |

> Row(Sol1[4][2]1,3);

2

[—vi,1— (23— 23) va,1 + («3 — 23) (2_veavi1+_v+2v2,1) 2 2

“y1,2 — (23— 23) wa 2 + (23 — 23) (2_veavi2 +2v2,2)
—Y1,3 — (rg - T%) y2.3 + (T% - T%) (Q,ym y1,3 + 2?/2,3) -v1,4 — (T% - T%) y2,4 + (T% - T%) (2,ym4 y1,4+ _v+ 2y2,4) 1

> Row(Soll[4][2],4);

[ (21 4+ @2 24) Y21 + (—x3 21 — T3 24) Y31
(T2 1 + T2 x4) Y23 + (—T321 — T324) Y33

(2 w1 + @2 24) Y20+ (—T3 21 — T3 T4) Y3,2
(T2 1 + T2 x4) Y20 + (—T321 — T324) Y34 |

Again, the y; ;'s are arbitrary elements of K. To check the correctness of the two solutions, these arbitrary
parameters are added to the polynomial ring R. The fifth output is a table with the two corresponding
polynomial rings Ry j]1<i j<a[_y], where _y is an extra variable to work in the localization Si j, , and
81,h, , With the IsSolution function.

> Soli1[5][1];
table ([1 = [ Ore_ algebra, [‘dift”, “dift”, “diff”, “dift”, “dift”], [t1, t2, t5,ta, 4, [21, 22, T3, T4, Y], [t1,
to,ts,ta, U, (Y115 91,2, U1,3, V1,45 Y2,15 Y2,2, Y2,35 Y2,4, U3,1, Y3,25 3,3, U3,4, Yd, 1, Y4,2, Y4,3, Yd 4,

Ys5,1,Y5,2,Y5.3, Y5,4, Y6,1, Y6,2, Y6,35 y674}707 []7 []7 [t17t27t37t47 _t]v H? H’ [dlﬁ = [xlvtl]’
diff = [x2,ta], diff = [x3,t3], diff = [za,ta], diff = [ _y, 1],

a — a*xl( a) a — a*xg( a) a — a*:rg( a>
— J— 9t1_ Y — 9t2_  __ — 9t3_ b
a— a*x4—< a) a— ax* y—( a)} H)
> Soli[5][2];

table ([1 = [ Ore_ algebra, [*dift”, “dift”, “dift” “diff”, “dift”], [t1, to, t3, ta, 1], [x1, 22, 23, T4, Y], [t1,

t27 t37 t47 _ t]? [yl,lv Y1,2,Y1,3,Y1,4,Y2,1,Y2,2,Y2,3,Y2,4,Y3,1,Y3,2, Y3,3,Y3,4, Y4,1,Y4,2, Y43, y474]7
07 Ha []7 [tla t27t37t47 _t]7 H7 []7 [dlﬁ = [x1>t1]7
dZ_[f = [$27t2]7 dZﬁ = [Z‘3,t3], dl_[f = [$4,t4]7 dZﬁ = [_ y7_t]]7

S A S A IR A
_a _axI atl_a , Q@ _axT 8t2_a , _a _axx3 8t3—a s

4o axze— <£4*a> 4= _ax y- ((;’_t*aﬂ )

We can check again that the above expressions are solutions to the rank factorization problem:
> IsSolution(Soll);
table ([1 = [true] , 2 = [true]])

Finally, we can add the “reduced” option to the Solutions function to get shorter outputs for the v-
components of the solutions.

> Sollbis := Solutions(M, [D1,D2,D3,D4],1,"reduced"):
> IsSolution(Solilbis);
table ([1 = [true] ,2 = [true]])

Let us successively display the rows of the first solution:

> Row(Solilbis[4][1],1);

[ _y+ (37% - 37%) Y1,1 (sc% - :ch) Y1,2 (x% - 33§> Y13 _y+ (33% - 953) Y1,4 ]

Inria



65

On the general solutions of a rank factorization problem

> Row(Sollbis[4][1]1,2);
[(—ws@1 —2aws) Yo + (L2201 +2422) Y31 (—T3 21 — Ta23) Yoo + (T2 71 + 24 22) Y32
(—23 21 —2423) Yo + (T2 +2aw2) ys3 (2321 —2423) Yyou + (P21 + T4 T2) Y34 |
> Row(Sollbis[4][11,3);
[ —_y+ (@3 —a8) yi1 (93 —28) 12 (23 —2%) yus —_y+ (23 —2%) yra |
> Row(Sollbis[4][1],4);
[(@ear +2a2a) Yoo + (w321 —wa@3) ys1 (v2@1 +2a22) Yoo + (—23 21 — 24 23) Y32
(@221 + 24 22) Y23+ (—2321 — Ta23) Y33 (T221 + 24 22) You + (—T321 — T4 23) Y34 ]

Finally, let us successively display the rows of the second solution:

> Row(Sollbis[4][2],1);
[ (23 —a3) yin (23 —a3) 12 (23 —23) yis (23 —23) yia |
> Row(Sollbis[4][2],2);
[(—z123 — @324) Y21 + (T122 + 2224) Y31 (—21 %3 — T3%4) Y22 + (0172 + T2 74) Y32
(—z123 —2324) Y23+ (122 + @274) Y33 (—T173 — T324) Y24 + (T1 22 + T224) Y34 |
> Row(Sollbis[4][2],3);

[— (23 —23) y11+ (23 —23) (_y+2y11) (23 — 23) 1,2
(23 —23) y1.3 — (23 —23) yra+ (23 —23) (_y+2014)]

> Row(Sollbis[4][2],4);
[(@122+2224) Y21 + (—21 23 —2374) Y31 (T1 22+ 2224) Y22 + (2123 — T3 24) Y32

(x1xa+xo24) Yo 3+ (—z103 —T324) Y33 (T1T2+To®s) Y24+ (—T123 — T3T4) Y3,4 )

Hence, using the option “reduced”, shorter expressions for the v-components of the solutions for £ = 1

are obtained.

RankFactorization(M, [D1, D2, D3, D4],2) & Solutions(M,[D1,D2,D3,D4],2) Let us now apply
RankFactorization with k£ = 2.

> RF2 := RankFactorization(M, [D1,D2,D3,D4],2):
We first obtain that the ideal 75 is generated by:

> RF2[1];
[#3 11 + 374, 3 — 23, T2 1 + 22 74]

Thus, we have Jo = (a3 (x1 + x4), (x2 — x3) (X2 + x3), 22 (¥1 + 24)) and So = R/ Jo.
The second output is the matrix Ky defined by:

> RF2[2];
1 0 0 0 0 0 0
0 —x3 x2 x14+2x24 0 O 0
-1 0 0 0 T3 X2 0

0 X9 —x3 0 0 0 1+ X4
Again, the third one is the matrix Y defined by:

> RF2[3];
[1 00 1]

The fourth output is a list of the non-nilpotent elements of a set of generators {gs ; }ic1, of Zo = Fitto(B2):

> RF2[4];
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[1 —x

4, T3 T4, T2 964}

We thus have Iy = {1, 2, 3}, g21 = &1 — T4, g22 = T3 T4, and go 3 = T2 x4. If we denote by ho; the
residue class of go; in Sy for i = 1, 2, 3, then three solutions exist respectively over the localization

SQ,hQYi = Sg[y]/<y h27i — 1> = Sg [h2—711] for 1 = 1,

2, 3.

The next output is a right inverse of the matrix By over respectively the ring Sz 5, , for i =1, 2, 3:

> RF2[5];

table 1=

I
o000 Oo
<

0 0
0 0
0 0
2=1 0 |,3=] 0
_Y 0
0 _y
L 0 - L O - d

The sixth output is a table containing the right kernel of the matrix By over respectively the ring S s, ,,

Le, kers,,, (Ba.), fori=1,2,3.

> RF2[6];

3 xz2 0 0 O 0 0 0 0
0O 0 1 0 O 0 0 0 0
0O 0 0 1 O 0 0 0 0
0O 0 0 0 1 0 0 0 0
2 0 0 0 0 —=x3 T2 T1+T4 2 _yw
0O 2 0 0 0 =x2 —z3 0 0
0O 0 0 0 O 0 0 0 0

xr3 T2 1

0 0 0

0 0 0

2= 0 O 0
2 0 2 yza

0o 2 0

0 O 0

xrs3 ) 1 0

0 0 0 1

0 0 0 0

3= 0 0 0 0

2 0 0 0

0 2 2 yxqg O

0 0 0 0

The next output is the polynomial ring R[y].

> RF2[7];

[Ore_algebra, [*dift”, “diff”, “dift?, “diff”, “diff”], [t1, o, ta, ta, 1], [21, 70, 05, 24,
0) []7 Ha [t17t27t37t47 ,t}v H? H) [dlﬁ = [‘rlvtl}a dlﬁ = [1'27152]7 dZﬁ = [.’Eg,tg}, dlﬁ = [$47t4]7 dlﬁ = [, Y, _

0 0 0
a— _ax*xT1] — 67]51701 , G — _a*xTo — 67]‘/‘2701 , _a— _ a*xT3— 67]‘/‘3701 5

0

_a— _a*xTy4— (at_a
4

Again, the last output is the matrix A = (D« ..

> RF2[8];

)a—)a*y(aa
y ___TJ_

. Dyx), where z = (21 ...

))

x4)T, defined by:

table (|
0 0 0 0 0
0 0 0 0 0
0 0 0 0 0
0 0 0 0 0
4 —|— 1 —2_y$4 -1 0 0 O 0
0 r14+x4 2 yra+1l -2 yzxy—1 0
0 0 0 0 1
0 0 O 0 0 0
1 0 O 0 0 0
0 1 0 0 0 0
0 0 1 0 0 01,
0 0 0 —XI3 i) 0
0 O O X2 —I3 0
0 0 O 0 0 1
0 0 0 0 0 0
0 O 0 0 0 0
1 0 0 0 0 0
0 1 0 0 0 0 ])
0 0 —z3 To yrzxa 0
0 0 X2 —I3 —1 0
0 0 0 0 0 1

y]ﬂ [t17t27t37t4a_t}7 Ha

tHa
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Iy 0 T4 0
0 i) 0 I3
0 —XI3 0 —x2

—XT4 0 —X1 0

If the option “reduced” is added to the RankFactorization, then the same matrix Ks, returned in
RF2[2], is obtained. However, the matrices Cp, ; defining kers, , (Ba.) are then shorter:

i

> RF2bis := RankFactorization(M, [D1,D2,D3,D4],2,"reduced"):
> RF2bis[6];

z3 xz2 0 0 0 O 1 000 0 O 1 0 0 O 0

0 0 1 0 0 O 0 100 0 O 0 1 00 0

0 0 0 1 0 O 0 010 0 O 0 0 1 0 0
table 1= 0 0 0 0 1 0],2= 0 001 0 0],3= 0 0 0 1 0

2 0 0 0 0 O 2 yra 0 0 0O =2 O 0 0 0 0 _yw3xs

0 2 0 0 0 O 0 0 0 0 —z3 O 2_yxsy 0 0 O -1

0 0 0 0 0 1 0 000 0 1 0 0 0 O 0

Hence, as we shall, the corresponding expressions for the solutions are shorter with the “reduced” option,
i.e., fewer free parameters in the matrices Y’ are needed (even if the expressions define the same sets of
solutions). Let us now directly compute the solutions of the rank factorization for k = 2.

> S0l2 := Solutions(M,[D1,D2,D3,D4],2):

We first obtain that the ideal 7> is generated by:

> Sol2[1];

(w321 + 2324, T3 — 23, T2 L1 + T2 T4
ie, Jo = (x3 (21 + 24), (x2 — x3) (2 + x3), 2 (1 + 24)) and So = R/J. The second output

> Sol2[2];

(1 — x4, T3 X4, T2 X4]

shows that three solutions can be found respectively over the localization Sz, , (resp., Sz ny0: S2,hs.5)
of the ring Sy with respect respectively to the multiplicatively closed set {h%}rez (vesp., {h5,}rez,
{h§’3}k€z), where ha 1 (resp., haso, he3) denotes the residue class of go1 = x1 — x4 (resp., g22 = T3 x4,
g2,3 = T2 x4) in the ring S p, , (resp., Sa py 45 S2,hy.4)- Thus, the u-component of the two solutions (u, v)
respectively belongs to V(J2) \ V({(92,1)) V(J2) \ V({g2,2)), and V(J2) \ V({92,3))-

The third output is the matrix A = (Dyx ... Dyx), where x = (21 ... 24)7T:

> Sol2[3];
T 0 XTq O
0 To 0 T3
0 —I3 0 —T2
—T4 0 —x1 0
> nops(op(Sol2[4]));
3

Thus, there are three families of solutions. For a better display, we successively show the rows of the
three families of solutions.

Let us start with the first one

> Row(Sol2[4][1],1);

[ TaYo1 +T3y11+_Y T2Y22+T3Yi2 T2Y23+T3Y13 T2Y24a+T3Yrat _ Y ]
> Row(S012[4]1[11,2);
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[—23ys1 +Taya1 + (21 +24) Ys1  —23Y32 + Tayas + (21 +24) Ys,2
—X3Ys3+ ToYas+ (T1+24) Y53  —T3Ysa+ Toyaa+ (X1 4+ 24) Y54 ]

> Row(Sol2[4][1]1,3);

[—@2y21 —@syr1 — _y+a3 2y — sy +T2yra+ (@1 +2a) ysa+ (2 _yza+1) you + (=2 _yxa — 1) y10.1)
+x2 (2y21 +22ys1 —x3yr1 4+ (T1 +2a) y111 + (2 _yxa+1) Y120 + (=2 _yxa —1) y13.1)

—ZTaY22 —T3Y1,2 + 23 (2y1,2 — T3 Ys,2 + T2yr,2 + (1 +24) ys2o+ (2 _yxa+1

+T2 (2 Y2,2 + T2 Y6,2 — T3 Y7,2 + (4101 + 24) Y112 + (2_yw4 + 1) yi2,2 +

yo2 + (=2 _yxs —1) y10,2)
-2 yxa—1) yi3,2)

_ T =~

—Tay23 —23Y1,3 + 3 (21,3 —T3ye3 + Tayr3 + (T +24) Ys3 + (2 _yxa+1) yo3 + (=2 _yxa — 1) y10,3)
+x2 (2y2,3 + T2y6,3 — T3 Y73 + (w1 +24) Y113 + (2 _yxa+1) yi23 + (=2 _yza — 1) y133)

—T2Y2,4 —T3Y14a — _Y+ o3 (2y1a —T3Ysa + T2yra + (X1 +Ta) ysa+ (2_yra+1) you + (=2 _yxa — 1) y10,4)
22 (2y24 +T2Y6a — T3Yra + (T1 +2a) Yr1a+ (2 _yxa +1) yr2a+ (-2 _yzs — 1) y134) |

> Row(S012[4]1[1],4);
[Z2ys3,1 —@3yan + (T1+24) Y141 T2ys2 — T3yaz + (T1 + Ta) Y142

Toy3,3 — T3Yasz + (X1 +T4) Y143 Toysa — T3Yaa + (T1 4+ 24) Y144 |

where the y’s are arbitrary elements of K.

Let us now show the v-component of the second family of solutions

> Row(Sol2[4][2],1);
[ TaY21+T3Y1,1 + Y31 ToY22+X3Y12+Ys2 X2Y23+T3Y13+Ys3 T2Yzat+T3Yr4a+tYsa ]
> Row(Sol2[4][2]1,2);

[—23ys1 +x2ys1 + (21 +24) Y1 —Z3Ya2 + T2Ys 2 + (21 + T4) Ys,2
—X3Ys3+ TaYss + (T1+24) Y63 —T3Yaa+T2ysa+ (X1 4+ 24) Yo |

> Row(Sol2[4][2],3);

[ —@aye1 —T3y1,0 — Y31 + 23 (2_ywaysy +2T2ys1 —23yra + _y+2y11) + 22 (T2yr1 —23ys,1 +2y2,1)
—Zayao2 —T3yr2 — Y32+ @3 (2_yrayso+2ays2 —T3yr2 +2y12) + @2 (T2yr2 — T3Ys2 + 2y2,2)
—T2Y23 —T3Y1,3 — Y33 + 23 (2_YTays 3+ T2ysz —T3yr3 +2y1,3) + 22 (T2y73 — T3 Ys,3 +292,3)

—T2y2a —T3Y1a— Y34+ 23 (2_yTaysa+Taysa—Tayra+ _y+2y14) 22 (T2yra —T3Ysa+2y2.4) ]

> Row(Sol2[4][2],4);

[Tayar —x3ys1 + (T1+24) Yo1  ZToYao — T3Ys2 + (21 + T4) Yoo
T2Ya3 — T3Ys3 + (1 +T4) Yo3  ToYsa — T3Ysa + (T1+ 24) You |

where the y’s are arbitrary elements of K.

Let us now show the v-component of the third family of solutions

> Row(S012[4]1[31,1);
[ @2y21 + a3y +ys1 T2ye2+ a3yt ys2 TaYes +T3Yiztyss Tayea +T3yiatYsa ]
> Row(So0l12[4][3]1,2);

[ —23ya1 +22ys1 + (21 +24) Y61 —T3Ya2 + Tays2 + (21 + 24) Ys,2
—x3Ya3+ T2ys 3+ (®1 +24) Y63  —T3Yaa+T2Ysa + (X1 + T4) Y6u |

> Row(Sol2[4][3],3);

Inria



On the general solutions of a rank factorization problem 69

[ —2ay21 — @311 —ys1 + o3 (LYyT3Tayor + T2ysy — Tayr,1 +2y1,1)
+r2 (2_yraysy + T2y —T3ys,1 +_y+2y2,1 — Yo,1)
—T2Y2,2 —T3Y1,2 — Y32 + T3 (_YT3Tayo2 + T2Ys,2 — T3Yr,2 + 291,2)
+x2 (2 _yxays2+x2yr2 —T3ys2 +2Y2,2 — Yo,2)
—T2Y2,3 — T3Y1,3 — Y33 + T3 (_YT3TaYo,s +T2Ys,s — T3Yr,3 + 2Y1,3)
+x2 (2 _yxayss+x2yrs — T3ys,3 +2Y2,3 — Yo,3)
—T2Y24 —T3Yra — Y34+ 23 (_YT3TaYoa + T2Ysa — T3Yr,a +2Y1.4)
+x9 (2 YTaysat+T2Yra —T3Ysa+ Y+ 2Y24 — Yo,a) ]
> Row(S012[4][31,4);
[T2ya1 —23ys51 + (¥1 + 2a) Y101 T2Ya2 — ¥3Ys2 + (T1 + T4) Y102
Tays3 —T3Ys3 + (¥ +24) Y103 Tayaa —T3ysa + (T1+T4) Y104 ]

where the y’s are arbitrary elements of K.
The fifth output is a table with the two corresponding polynomial rings R[y], where _y is an extra

variable to work in the localization Sz 1, ;, S2,h,.,, and Sz, , with the IsSolution function.

> Sol2[5][1];
table ([1 = [ Ore_ algebra, [*diff”, “dift”, “dift” “diff”, “dift”], [t1, to, t3, ta, 1], [x1, 22, 23, T4, Y], [t1,
t27 t37 t47 _ t]u [yl,lv Y1,2,Y1,3,Y1,4,Y2,1,Y2,2,Y2.3,Y2,4,Y3,1,Y3,2,Y3,3,Y3,4, Y4,1,Y4,2, Y4,3,Y4,4,Y5,1,Y5,2,Y5,3, Y5,4,
Y6,1,Y6,2,Y6,3,Y6,4,Y7,1,Y7,2,Y7,3,Y7,4,Y8,1,Y8,2,Y8,3,Y8,4,Y9,1,Y9,2,Y9,3, Y9.4, Y10,1, Y10,2, Y10,3, Y10,4,
Y11,1,Y11,2,Y11,3, Y11,4, Y12,1, Y12,2, Y12,3, Y12,4, Y13,1, Y13,2, Y13,3, Y13,4, Y14,1, Y14,2, Y14,3, y14,4], 0, [], [], [tl,

t2,13,t4, _t]v []7 Hv [dlﬁ = [xlvtl]a
diff = [xa,ta], diff = [ws,t3], diff = [za,ta], diff = [_y, _1]],

0 0 0]
_a— _a*xxy — 87t17a , _a— a*T2— 67]‘/‘2701 ,7(1—)70,*1'3_ 67]‘/‘3701 5

— * Ty — —a — * — —8 )
_a— _axxy ot al, a— ax _y 51 _a
> Sol2[5][2];

table ([1 = [ Ore_ algebra, [“dift”, “diff”, “dift”, “dift”, “dift”], [t1, t2, t5, ta, 8, [x1, 22, T3, T4, Y], [t1,
to, 3,14, _t], [yl,l, Y1,2,Y1,3,Y1,4,Y2,1,Y2,2,Y2,3,Y2,4,Y3,1, Y3,2, Y3,3, Y3,4, Y4,1, Y4,2, Y4,3, Y4,4, Y5,1, Y5,2, Y5.3, Y54,

Y6,1>Y6,25 Y6,3, Y6,4> Y7,15 Y7,2, 7,3, Y745 Y8,1, Y8,2> Y8,3: U8.4, ¥9,1, 9,25 Y9,3, ¥o.4], 0, [], [], [t1, L2, L3,
t47_t]7 []7 []7 [dlﬁ = [$17t1]7 dlﬁ = [l’g,tz], dZﬁ = [l’g,t;),], dl.[f = [$4,t4], dZﬁ = [_ y7_tH7

a — a*x X (8 a) a — axx (8 a) a — axx (8 Cl)
1= ’ 2= ) 3~ )
- - 8151 - - - 3t2 - - - 3153 -
— % Ty — i — % — i I
_a _a*xTy at4_a ,_a _ax_y 8_t _a

> S012[5][3];
table ([1 = [ Ore_ algebra, [*dift”, “dift”, “dift” “diff”, “dift”], [t1, to, t3, ta, 1], [x1, 22, X3, T4, Y], [t1,
to,ts,ta, U, [Y1,1,Y1,2,U1,3, Y14, Y2,1, Y2,2, Y2,3: Y2,4, U3,1, Y3,2, U3,3, Y3,4, Y, 1, Y4,2, Y4,3, Ya,4, Y51, Y52, Y5,3, U5 4,

Y6,1,Y6,2,Y6,3,Y6,4,Y7,1,Y7,2,Y7,3,Y7,4,Y8,1,Y8,2,Y8,3, Y8.4,Y9,1, Y9,2,Y9,3, Y9.4, Y10,1, Y10,2, Y10,3, y10,4]7 07 []a []7 [th
t27t37t47 _t]7 []7 []7 [dlﬁ = [x17t1]7
dz’ﬁc = [213272‘:2], dsz = [ﬂl‘g,tg], dlﬁ = [:C47t4]a dlﬁ = [_y7_t]]7

0] 0 0
_a— _a*xx — a—tl_a , G — _a*xTy— a—tz_a ,_a— _axTg— a—tg_a ,

a— _a*xmy— (54@) , a— _ax _y-— ((‘Ba_taﬂ )i

We can finally check again that the above expressions are solutions of the rank factorization problem:

> IsSolution(So0l2);
table ([1 = [true],2 = [true],3 = [true]])
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Finally, we can add the “reduced” option to the Solutions function to get shorter outputs for the v-

components of the solutions.

> Sol2bis
> IsSolution(Sol2bis);

:= Solutions(M, [D1,D2,D3,D4],2,"reduced"):

table ([1 = [true],2 = [true]])

Let us successively display the rows of the v-component of the first solution:

> Row(Sol2bis[4][1],1);
[ TaYo1+T3y11+ _ Y T2Y22+ T3Y12

> Row(Sol2bis[4]1[1],2);
[ —23ys,1 +T2ya1 + (21 4+ 24) Y51
—x3Ys33 + ToaYas + (T1+2Ta) Ys,3

> Row(Sol2bis[4][1],3);
[ TaY21 +T3Y11— _Y T2Y22+ T3Y12

> Row(Sol2bis[4][1],4);
[z2y31 —23ya1 + (1 +24) Y61
TaYs3 — TaYas + (T1+ Ta) Yo,3

TaY2,3+T3Y1,3 T2Y2 4+ T3Yra+ _ Y ]

—23Y3.2 + TaYa o + (1 + 24) Y52
—Z3Y3.4+ ToYaa + (T1 + T4) Ys.a ]

T2Y23+T3Y13 Ta2lY2,4+T3Y14— _Y ]

To Y32 — T3 Ya2 + (T1+ Ta) Yo ,2

ToYsa — T3 Yaa + (1 + T4) Yo,a ]

Let us successively display the rows of the v-component of the second solution:

> Row(Sol2bis[4][2],1);
[ Y11 Y12
> Row(Sol2bis[4][2],2);
[ —x3y21 +x2y31 + (21 + T4) Yan
—x3Y23 + T2y33 + (T1 + T4) Ya3
> Row(Sol2bis[4][2],3);
[ =143 2_yzayin +Tays1+ _y) — Tal3ys,
—y13+23 (2_yzathr s+ T2Ys3) — T223Y5.3
> Row(Sol2bis[4][2],4);
[T2y2,1 — 23 Y31 + (21 + T4) Y61
Tay23 — T3Y3,3 + (1 + T4) Y63

Y1,3 Y14 ]

—Z3Y2,2 + T2 Ys2 + (T1 + T4) Y2
—23Y2.4+ TaYsa + (T1 + T4) Yaa ]

Y12+ T3 (2_yrayi 2+ T2Ys52) — T2 T3 Y52
—y1a+23 (2_Yzara+Toysat _Y) —T223Ys5.4 |

T2Y2,2 — T3 Y32 + (T1 + T4) Yo,2

To Y24 — T3Y34 + (T1 + 24) V6,4 ]

Let us successively display the rows of the v-component of the third solution:

> Row(Sol2bis[4][3],1);

[ Y1 Y12
> Row(So0l2bis[4][3],2);
[ —23y2,1 +T2y31 + (21 + 24) Yan
—x3Y23+ T2y33 + (T1 + T4) Ya3
> Row(So0l2bis[4][3],3);
[—yia+ _yx3zaysi+ a2 (2_yTavia+_y—ys1)
—y13+ _yrizayss+ o (2_yrayis—ys3)
> Row(Sol2bis[4][3],4);
[22y2,1 — 23 Y31 + (21 + T4) Y61
Tay23 — T3Y3,3 + (1 + T4) Y63

Y1,3 Y14 ]

—Z3Y2,2 + T2 Ys2 + (T1 + Ta) Yo
—x3Y24 + T2 y3 4+ (T1 + 24) Yaa ]

—Y12+ YTEzayse + a2 (2_yTayio — Ys2)
—yiat+ _yrizaysat+ae 2 _yraviat _y—Ysa))

T2Y2,2 — T3 Y32 + (T1 + T4) Yo,2

Tay2.4 — T3Y3a + (T1 + T4) Y, |

Using the option “reduced”, we get shorter expressions for the v-components of the solutions for k = 2.
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RankFactorization(M, [D1, D2, D3, D4],3) & Solutions(M,[D1,D2,D3,D4],3) Let us now apply
RankFactorization with k£ = 3.

> RF3 := RankFactorization(M, [D1,D2,D3,D4],3):

We first obtain that the ideal J3 is generated by:

> RF3[1];

[x33x27x1 + .’E4]

Thus, we have J3 = (a3, x2, 1 + x4) and S3 = R/Ts.
The second output is the matrix K3 defined by:

> RF3[2];

oSO o
o o= O
o= O o
— o O O

Hence, we have K3 = I;. Again, the third one is the matrix Y defined by:
> RF3[3];
[1 0 0 1]
The fourth output is a list of the non-nilpotent elements of a set of generators {gs ; }icr, of Z3 = Fitto(Bs):
> RF3[4];
[24]

We thus get I3 = {1} and g31 = x4. In particular, a unique solution of the rank factorization problem
eq. can be found over the localization of S5 with respect to the multiplicative set {h’g’l}kez, ie.,

837h3,1 =S [y]/<y h3,1 - 1> =38 [hi‘)_,ﬂ .
The next output is a right inverse of the matrix Bz over the ring Sz, ,:

> RF3[5];

table 1=

0

The sixth output is the right kernel of the matrix Bs over Sz p, ,, i.e., kers, .  (Bs.).

> RF3[6];

1 0 0

01 0

table 1= 10 0

0 0 1

The next output is the polynomial ring R[y].
> RF3[7];
[Ore_algebra, [“dift” “diff”, “dift”, “dift” “diff”], [t1, t2, t3, ta, 1], [x1, @2, T3, 24, Y|, [t1,L2,t3,ts, 1], ][],
07 []7 Ha [t17t27t37t47 7t]7 H? H) [dlﬁ = [xlvtl]a dlﬁ = [lfg,tg], dZﬁ = [.’E37t3}, diﬁ = [1}4,t4], dZﬁ = [7 Y, 4tH7

0 9] 9]
_a—>_a*$1_ aitl_a ,_a—>_a*x2— 87152_01 ,_a—>_a*$3_ %_a 5

0 0
RR n° 9438 a— _a*xxy— 8—754_@ , a— _ax _y-— @_a ]
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Again, the last output is the matrix A= (D ... Dyx), where x = (21 ... 24)7, defined by:

> RF3[8];
X1 0 X4 0
0 i) 0 I3
0 —X3 0 —X2
—X4 0 —x1 0

If the “reduced” option is used, then the same outputs are obtained.
Let us now directly compute the solutions of the rank factorization for k& = 3.

> So0l3 := Solutions(M, [D1,D2,D3,D4],3):
> for i from 1 to nops(Sol3) do print(Sol3[i]) od;

T 0 Ty 0
0 o 0 €3

[x37x2a$1 +$4]7[m4]7 0 —xs 0 —o ’
—T4 0 —x 0

Y11 Y12 Y1,3 Y14
Y2,1 Y2,2 Y2,3 Y2.4

table L= _Y+via Y2 Y13 _Y+Yia
Y31 Ysz2 Y33 Y34

table ([1 = [ Ore_ algebra, [“dift”, “diff”, “dift”, “dift”, “dift”], [t1, to, t3, ta, ], [T1, %2, 23,24, Y], [t1, 2,13, ta,
U [0, 1,2, Y13, Y45 2,15 Y2,25 2,35 2,4, U315 Y32, ¥3,3, U,4), O, 1, [, [t1, to, t3, ta, 8, [, (], [diff = [w1, 1],

diff = [xa,ta], diff = [x3,t3], diff = 934,154], diff =1 vy, 1],

a— a*xl(a a) a— a*xg( ) a*mg(a a)
- - 8t1 - = 8t2 8t3 - ’
a — a*u—(a a), Y- ( ﬂ )
- - Oty — o t—

Therefore, we have J3 = (x3, x2, 1 + x4), S3 = R/ T3, I3 = (T4)s,, u € V(J3) \ V({(x4)) and the v-
component of the corresponding solution (u, v) of the rank factorization problem is given by the matrix

defined in the above table.
We can finally check again that the above expressions are solutions of the rank factorization problem:

> IsSolution(Sol3);
table ([1 = [true]])

As shown above, the “reduced” option does not simplify the solutions in the case of k = 3.

6.2.3 Computation of the solutions of the rank factorization for Example

Let us consider again Example [2] i.e., the rank factorization problem eq. with the following matrices:

w3 ]

> M := Matrix([[1,0],[0,1]11);

> D1 := Matrix([[-1,-2],[1,2]11);
-1 -2
b 2]

> D2 := Matrix([[-3,-4],[3,4]1]1);
-3 —4
-

Let us first compute the solutions of the corresponding rank factorization problem for k = 0.
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> 8010 := Solutions(M, [D1,D2],0);

“No solutions”

Thus, no solutions exist for £ = 0.
Finally, let us compute the solutions of the corresponding rank factorization problem for k = 1.

> Soll := Solutions(M, [D1,D2],1);

“No solutions”

Therefore, as shown in Example [2] the rank factorization problem has no solution.

6.2.4 Computation of the solutions of the rank factorization for Example

Let us consider again Example (3] i.e., the rank factorization problem eq. with the following matrices:

> M := Matrix([[15,14,13],[24,20,16]1]);

15 14 13
M':{zzx 20 16]
> D1 := Matrix([[1,-11,[1,111);
1 -1
Dl = { 1 1 ]
> D2 := Matrix([[1,2],[-1,211);
1 2
D2 = { L 2]
> D3 := Matrix([[1,3],[4,31]1);
|1 3
D3.{4 3}

Let us first compute the solutions of the corresponding rank factorization problem for k& = 0.

> 8010 := Solutions(M,[D1,D2,D3],0):
> for i from 1 to 3 do print(SolO[i]) od;

T1—x2 T1+2z2 w1+ 372

2 2 2 2
T, T3 X1, T I, T2 L1, X
[ 2 P2 1]’[ 2 P2 1]7 |: I1+I2 7I1+2I2 4I1+3I2

> nops(op(S010[41));

Thus, we have three families of solutions.
Let us successively display the rows of the v-component of the first family of solutions

> Row(Sol0[4]1[1]1,1);
[_ 15_y(35:1:1+194:1:2) 6_y(85$1+19412)

+ (5 I% + 12 l‘gxl) y171

388 97
7 y((35x1+194x2) 5y (85x1 + 194 15) 9
—— = ) 12
194 + 97 + (5at +1202m) y1o
13 35z + 194 4 85z + 194
9y ( 3I818 xz) + _Yy ( 95917 :Ez) + (5 m% + 12552;131) Y13 ]

> Row(Sol0[4][1]1,2);

15 21lx1 + 31z 6 51xz1 — 91z
[ _y( 38é 2) 6yl 9; 2)+(—3$%+5$2$1+6$§) Y11

7 21 31 5) 51z, —91
v @lo 8o 5y OLa o) (g g0, 4 608)

13 y(2lay +31as) 4 y(5lxy —91xs)

RR n° 9438 388 - 97 + (=32 + b1 +623) y13]
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> Row(Sol0[4]1[1],3);
[ 15 _y (Toy +22x5) 12 _y(17z; —219)

+ (=221 —423) y1a

194 97
7 y(Toy +2225) 10 _y (1721 — 229)
13 y(Txy+2222) 8 y 17z —2x9)
194 N 97 +(-207 — 45) 1o

where the y’s are arbitrary elements of K.
Let us successively display the rows of the v-component of the second family of solutions

> Row(Sol0[4]1[2]1,1);
95 _ym

194
7 435 yx;

97
7 795 yz1

194
> Row(Sol0[4][2],2);
[ 45 y(1lxz1+T7x2) 36 _y(x1 — 17x39)
194 97

+ (52t +12x921) Y11+ (521 +1222) Y2,
+ (5 CE% + 12 i) $1) y172 —+ (5 xr + 12 IL’Q) y272

+ (51‘% + 12502 1171) Y1,3 + (5171 + 12I2) Y2,3 }

+ (—3x%—|—5x2x1 +6x%) Y11+ (6_3195% — 37 +5x2) Y21

21 1114+ 7x 30 1 — 17x

7y( 971 2)+ 7?/(917 2)+(—35E%+5.’E2$1+6$%) y1,2+(67yx§—3m1+5w2) Y2,2
39 11z +7x 24 T, —17x

-y 1941 2) —y(917 2)+(—3x%+5x2x1+6x§) Y13+ (6_yz3—321 +522) yo3]

> Row(Sol0[4][2],3);
[ 15_y (11371 - 7.’[72) + 24_y (.’L‘l + 175(52)
97 97

+ (=223 —4a3) y11+ (4 _ya3 —2x1) yo,

14 y(1lag—Tzs) 20 y(21+17x
_y( 971 2) 4229 ( 917 2) + (222 —423) 1o+ (—4_yad —221) Yoo
13 11y —T7x 16 x1+17x
_y( 971 2)+ _3/(917 2)+(—2x§—4x§) yrs+ (—4_yad —221) yos ]

where the y’s are arbitrary elements of K.
Finally, let us successively display the rows of the v-component of the third family of solutions

> Row(Sol0[4][3],1);

1134 x
[ Rt L (52 +12z2m1) y11 + (12 _yz122+5) yo1 + (a1 +1232) y31

1044 yx
kbt A Y (5af+12x221) yr2+ (12 _yx1 32 +5) Yoo + (51 + 1222) Y32

954 T
% + (5:3% + 12 29 x1) y13+ (12 _yx129+5) yo3+ (51 +1222) Y33 |

> Row(So0l0[4][3],2);
15 y(38x1 +332z2) 24 y(23z1 —3x2)
| 97 a 97
+ (=323 +5mw1 +623) y1a+ (5_yziaa+6_ya3 —3) yo1 + (6 _yz123 — 321 +522) Y31
14 y(38x1 +33x2) 20 y (2321 —3x2)
97 B 97
+(5_yziao+6_yx3 —3) yoo+ (6 _yz1 23 — 321 +532) ys2
13y 38z +33x3) 16y (2321 — 3a9)
97 - 97
+ (5_@/3@1 ro+6 _ya3 —3) Y23+ (6_yac1 2 - 31 +5a:2) Y33 |
> Row(So0l0[4][3],3);

+ (—33&‘% +5x921 + 637%) Y1,2

+ (—31'% + 5!.132 r1 + 6:1;‘%) Y1,3
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75
15 7 22 24 17z, — 2
[- S g,;+ @) + _yl gil z2) + (—29:% — 4:(:%) Yi,1 + (—4_y1’§ — 2) Y2,1 + (—4_y1:1 x5 — 2351) Y31
14 7 22 20 1721 — 2
L g;-i— z2) + vl 9;;1 z2) + (—2@%—42:3) Y12 + (—4_yw§—2) y2,2+(—4_y:c1 x%—le) Y3,2
13 7 22 16 1721 — 2
My a2 16y OT2Z22) | (g0f  4ad) yus+ (4 _yad—2) s+ (~A_ymiad - 251) uss ]

where the y’s are arbitrary elements of K.

We can check again that the above expressions are solutions to the rank factorization problem:
> IsSolution(So0l0);
table ([1 = [true],2 = [true],3 = [true]])
Finally, let us compute the solutions of the corresponding rank factorization problem for k& = 1.
> Soll := Solutions(M, [D1,D2,D3],1);
“No solutions”

Finally, we can add the “reduced” option to the Solutions function to get shorter outputs for the v-
components of the solutions.

> So0lObis := Solutions(M, [D1,D2,D3],0,"reduced"):
> for i from 1 to 3 do print(SolObis[i]) od;

(23, z2 21, 23], [23, 22 21, 7] TL-d mt2o o @430
20 P24 S1l 102 4201 L1l x1+T9 —T1+2x9 4x1+ 379
> nops(op(SolObis[4]));

Thus, we have three families of solutions.

Let us successively display the rows of the v-component of the first family of solutions
> Row(SolObis[4][1],1);
[7 157y(35x1+194x2) 67y(85x1+194x2)

388 97 + (5 ZL’% + 12 X ZCQ) Y11
7 y (35w +194z3) 5 y (8521 + 194a9) 9
—— = ) 12
104 + 97 + ( ]+ 122, 362) Y1,2
13 35x1 + 194z 4 8bx1+ 194z
_2 Y ( 3818 2) + _Y ( 917 2) + (51% +1214 $2) Y13 ]

> Row(SolObis[4][1],2);
[ 15 y(2lzy+31xy) 6y (5lay —91xy)

338 97 + (*3 l’% + 51‘1 To + 61‘%) Y11
7T y(2lzy +31xe) 5 y(blaey —91xs)

104 — o7 +(—3$%+5$1!E2+6I%) Y1,2
13 211+ 31 x 4 51x1 — 91z

> Row(SolObis[4][1],3);
[ 15 _y (T +22x9) B 12y (172 — 229)

194 97 + (_21:% - 455%) Yia
T y (T +2229) 10 _y(17xy — 219)

97 - 97 + (—2 37% - 4(,6%) Y1,2
13 y(Tz1+2222) 8 y (1721 —229)

194 - 97 + (-221 - 423) y13]

where the y’s are arbitrary elements of K.

Let us successively display the rows of the v-component of the second family of solutions

> Row(SolObis[4][2],1);
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435 795
+ (52 + 1221 T2) Y11 B L (5$% + 1231 22) Y12 RLLRS L (5231 + 1224 T2) Y13 }

[ 945 _ym
97 194

194
> Row(So0lObis[4][2],2);
45 y (1lzy + 7o) n 36y (x; —17x9)

[ 194 97 +(—3I%+5I1I2+6$%) yl,l

21 11a1+7 30 —17

_y( 93761 72) + =Y (56917 z2) + (—3 z?+ 52 20 + 6;6%) Y1,2
39 1Mz + 72 24 ;1 — 17z

_y( 1941 2) _y ( 917 2) ( 3 % 5 1 T 6 %) y173]

> Row(S0l0Obis[4][2],3);
15y (1lay — 7x9) n 24y (x1+1729)

[ 97 97 + (=223 —4423) 11

14_y(11$1—7$2) 2O_y(9c1+17x2)
97 + 97 + (227 —423) y12
13 11a, -7 16 + 17
_y( 95701 T2) 4 _Y (5’3917 2) + (—Qxf _ 43:%) s ]

where the y’s are arbitrary elements of K.
Finally, let us successively display the rows of the v-component of the third family of solutions

> Row(SolObis[4][3],1);
1134 yz,
—
> Row(SolObis[4][3],2);
15_y(38z1 +3322) 24y (2321 — 3x2)
[ 07 - 97

954 yz;
97

1044  yz,

97 + (5 22+ 121 1172) Y1,3

+ (ba? + 12z 22) Y11 + (5t + 1231 22) Y12

+ (—355% + 5$1 T + 6%%) Y11

_y( ! 2) — _y( ! 2) + (—3:13%—}-51‘1 .1324—61‘%) Y1,2
_y( 1 1'2) — _y( 1 $2) +(—3.’E%+5$1.’E2+()$%) yl’g]

> Row(SolObis[4][3],3);
15y (Tx1 +22x9) n 24 y(17x1 —29)

[ 97 97 + (—22% —423) y1.

14 y (T +22x9) 20 y 17z —229)

- o7 + o + (—22% —423) y12
13y (T2 +22 16y (172, —2

PTG RS (2 - 45) s

where the y’s are arbitrary elements of K. Using the option “reduced”, we thus get shorter expressions for
the v-components of the solutions. We find again the solutions obtained in Example

6.2.5 Computation of the solutions of the rank factorization for Example

Let us consider again Example [] i.e., the rank factorization problem for the following matrices:
> M := Matrix([[30,0%2], [0$3], [12,0%2],[12,0$2]1]1);

30 0 0
0 0 0
12 0 0
12 0 0

0 0 0 2

o O W
N O =

0 0
0 0
0 0
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> D2 := MatrlX([[5,3,0$2] 3 [0$4] > [0,5:2>O] ) [0)3:2,011))

5 3 0 0
0 0 0O
0 5 2 0
0 3 2 0

Let us compute the solutions of the corresponding rank factorization for k = 0:

> 8S0l0 := Solutions(M, [D1,D2],0,"reduced"):
> for i from 1 to 3 do print(SolO[i]) od;

[2x4x1 — 3wy — 22324, 311 T2 + To Ty, Zm% — 221 23 + X2 X4,
9222y + 6331014 + 220 23], [Frowy + 223 24,321 T3 + T3 4],
21y 51 + 322
3r1+ x4 0
0 S5xo 4+ 213
2174 3I2+21}3
> mnops(Sol0[4]);

2
Thus, we have two families of solutions. Let us display the v-component of the first family of solutions
> Sol0[4][1];
[Bzayin+ 2w —2w3) (4_y—y11+ (24 _ywzws +20_ya3 +18) ya1)
B3aayio+ (2w —2a3) (—yr2+ (24 _yaswa +20 _yxi+18) y22)
3wayrs+ (221 —2a3) (—yrs+ (24 _yrgwa +20 _yai+18) ya3) |

where the y’s are arbitrary elements of K.
Let us now display the v-component of the second family of solutions

> Sol0[4][2];
[Bzayia+32s (4_y—via+ (24 _ywzws +20_yai+18) y21) — 60 By +24) _yaiyan
3T4Y1,2 + 374 (—y1,2 + (24_yx3 T4 +20 yai+ 18) y272) —60 (3z1 +24) _yziyon
3T4y1,3 + 34 (—y1,3 + (24_yx3 T4 +20 yai+ 18) y2’3) —60 (321 +24) yziyss]

where the y’s are arbitrary elements of K.
The last element of Sol0 is the ring R[y]:

> So0l0[5];

table ([1 = [ Ore_ algebm, [“diﬂ‘”,“diff”,“diﬂ‘",“diﬁj”,“diﬁ‘”], [tl, tz, t3, t4, _ t], [581, T2,T3,T4, y], [tl, tz, t3, t4,
[y Y12, Y13, Y2, 2,2, ¥2,3) 5 0, 1 [ [t s B3, ta, 8, (1 [, [diff = [w1, ta], diff = [22, 2],
d’tﬁ = [$37t3]7 dlﬁ = [$4,t4], dlﬁ = [7%715“,

0 0 0
7a—>7a*1'1_ 67]51701 ,7(1—)70,*1}2_ 67]‘/‘2701 ,704—)70,*253_ 67]‘/‘3701 5

Cas akas— (a‘z_a> Cas ax y-— ((,ft_a)} )

We can check again that the above two expressions are solutions to the rank factorization problem:

> IsSolution(So0l0);
table ([1 = [true] ,2 = [true]])

Finally, let us compute the solutions for k& = 1:

> Soll := Solutions(M, [D1,D2],1);

“No solutions”

No solutions thus exist for k = 1.
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6.2.6 Computation of the solutions of the rank factorization for Example [7]

Let us consider again Examplestudying the rank factorization problem eq. for the following matrices:

> M := Matrix([[0$3],[0$3]11);

0 0 0
0 0 0
> D1 := DiagonalMatrix([1$2]);
"1 0]
L O 1 .
> D2 := Matrix([[0,1],[1,011);
[0 1
1 0 |
> D3 := Matrix([[2,1],[1,2]11);
(2 1
L 1 2 .

Let us compute a parametrization of the solutions of the rank factorization problem for k = 0:

> S8010 := Solutions(M,[D1,D2,D3],0):
> for i from 1 to 4 do print(SolO[i]) od;

2911 2912 2y13

xr1 To 21+ X9 .
ool [ 7 2 Teabte (1= | i ma s
—Yi1 —Yi2 —Yi,3

The y’s are arbitrary elements of K. So10[5] corresponds to the following polynomial ring:

> So0l0[5];
[Ore_ algebraa [“diﬂ‘”,“diﬁ‘”], [tla ta, t3}7 [$1, 5732], [tlv t2]7 [yl,la Y1,2, y1,3] 703 H7 Ha [tlv t2]ﬂ []7 []ﬂ [dlﬁ = [xla tl]ﬂ

diff = [xa,t2]], {_a — _a*xmx — (;tl_a) , G — _axTg— (%_a)]]

Let us now check again that Sol0 defines a family of solutions to the rank factorization problem:

> IsSolution(So0l0);
table ([1 = [true]])

Let us now compute a parametrization of the solutions for k = 1:

> Soll := Solutions(M, [D1,D2,D3],1):
> for i from 1 to 3 do print(Soll[i]) od;

xr1 X2 2x1—|—x2

2 _ .2
[#1 — 23], [0], T2 X1 X1+ 2T

> Soll[4];
2y11 2Y1,2 2y1,3
table [ |1=| v1,1—3z2y21+ (2z14+22) y31 Y12 —322y22+ (221 +22) ys,2 Y1,3 —3T2y2,3+ (221 + 22) ys,3
—y11+ (221 —x2) Yy2,1 —x2y31 Y12+ (2x1 —32) Y22 —X2Yys2 —Y1,3+ (221 — x2) Y2,3 — T2Y3,3
The y’s are arbitrary elements of K. Sol1[5] corresponds to the following polynomial ring:

> Sol1[5];

[Ore_ algebra, [‘dift”, “dift”], [t1, t2, t3], [z1, z2], [t1, 2], [Y1,1, Y1,2, ¥1,3, Y2,15 Y2,2, Y2.3, 3,15 U3,2, Y3,3] »
0, []7 []a [tlﬁtﬂ? []’ H7 [dlﬁ = [xlﬁt1]7 diﬁ = [x2»t2”>

a— _axx (8 a) a— _axx <6 a)}]
1=\ 5 ; e
- - oty = ) — - Oty —

Inria



On the general solutions of a rank factorization problem 79

Let us now check again that Soll defines a family of solutions to the rank factorization problem:

> IsSolution(Soll);
table ([1 = [true]])

Finally, let us now compute a parametrization of the solutions for k = 2:

> Sol2 := Solutions(M, [D1,D2,D3],2):
> for i from 1 to 4 do print(Sol2[i]) od;

Y11 Y12 Y13

T1 To 271+ X9 .
[x2, 2], (0], [ w1y 11+ 21 } ytable [ |1 =] y21 w22 %23
Ys1 Y32 Y33

> Sol2[5];

[Ore_algebra, [“diff”, “diff”], [t1, t2, t3], [21, 22, [t1, t2], [Y1,1, Y1,2, Y1.3, Y2,1, Y2,25 2,3, U3,15 Y32, ¥3,3] »
Oa []7 []a [t17t2}7 []7 H» [dZﬁ = [xhtl}v d’tﬁ = [x27t2H7

[ a— _axx (8 a) a— _axx <6 a)}]
1=\ 57 ; 2= | 5~
- - oty — ) — - Oty —

Let us now check again that Sol2 defines a family of solutions to the rank factorization problem:

> IsSolution(So0l2);
table ([1 = [true]])

We find again the results given in Example [7]

6.3 Demodulation functions

We briefly describe a few more functions of the RankFactorization package which are useful for the
study of the demodulation problems (which are associated with the rank factorization problem) listed in
Table [3l For more details, see Section |1}, [I8], and the references therein.

The applications of the results obtained in this paper to the demodulation problems will be developed
in a forthcoming paper. Therefore, more functions dedicated to the study of the demodulation problems
will be added to the RANKFACTORIZATION package in the future.

The AntiDiagonal function computes the antidiagonal matrix of a given size (see Section .

The LeeMatrix function defines a Lee matriz M of a given size n, namely, a matrix M € C™*"™ that
is J-real, i.e., J, M = M, where J,, is the antidiagonal matrix of size n. Lee matrices are used to define
Lee’s transformations which map sets of centrohermitian matrices to sets of real matrices. For more
details, see Section |1} [I8], and the references therein.

The IsCentroHermitian function tests whether or not a complex matrix M € C™*" is centroherrmi-
tian, namely, satisfies M = J,,, M J,, (see Section .

The CentroHermitian function maps a matrix M € C™*" to the centrohermitian (M + J,,, M J,,)/2.

Let us illustrate these functions with simple examples.

Let us first compute the antidiagonal matrix of sizes 1 and 4:

> AntiDiagonal(l);

[1]

> AntiDiagonal(4);

= o O O
O = OO
o o = O
o o O

Now, let us define a Lee matrix of size 2:

> L := LeeMatrix(2);
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B

Let us check whether or not the matrix L is centrohermitian:

> IsCentroHermitian(L);

false
The matrix L is not centrohermitian. We can then define the centrohermitian (L+ J2 L J2)/2 defined by:

> H := CentroHermitian(L);

+

+
N — DN

H .=

N — N~
N = N~

1
2
1
2
We can check again that the matrix H is centrohermitian:

> IsCentroHermitian(H);

true
Let us now define a Lee matrix of size 3:
> LeeMatrix(3);
1 0 I
0 1 0
1 0 -I

Using the option “unitary”, the LeeMatrix function then returns a unitary Lee matrix:

> M := LeeMatrix(3,"unitary");

<
[
ISR

0 —=v2
2 2 V2
We can check again that M is unitary, i.e., M* M = I3:

> simplify(Transpose(conjugate(M)).M);
1 0 0
01 0
0 0 1

If we prefer to work with an algebraic expression for v/2, i.e., if we want to use a symbol u satisfying the
equation u? = 2, then we can use the option “unitary symbolic”:

> R := LeeMatrix(3,"unitary_symbolic",u);
1 I
0 =
U u
R := 0 1 0 U, u? — 2
1 -1
-0 —
u u

We can work algebraically with the symbol u as, for instance:

> assume(R[2],real):
> S := CentroHermitian(R[1]);
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1 I 0 1 n I
2u  2u 2u  2u
S = 0 1 0
i — L 0 L — L
2u  2u 2u 9y
> IsCentroHermitian(S);
true

Finally, the next two examples show how Lee’s transformations can be used to bijectively transform
centrohermitian matrices onto real matrices. Such transformations play a central role in the study of the
demodulation problems as briefly explained in Section

Let us first consider the following square centrohermitian matrix:

> M := Matrix([[9+18%I,-225,9+198%I],[0,0,0],[9-198*I,-225,9-18%I]]);

9+ 181 —225 941981
M = 0 0 0
9—-1981 —225 9-—18I

We can check again that M is centrohermitian:

> IsCentroHermitian(S);
true

Let us now define a Lee Matrix of size 3

> U := LeeMatrix(3);

I
0

1
U:=10
1 -1

O = O

which is, by construction, invertible. Let us compute its inverse:

> U_inv := MatrixInverse(U);
1 1
3 0 3
Uiney = 0 10
1 1
-3 0 3

We can now introduce the matrix M, = U~' M U defined by:

> M_rho := U_inv.M.U;

18 =225 180
Mypo == 0 0 0
216 0 0

We can check that M, € R3%3. Hence, the centrohermitian M is sent to the real matrix M, = U-'MU.
Of course, this transformation is invertible:

> U.M_rho.U_inv;

9+ 181 —225 941981
0 0 0
9—-1981 —225 9-18I1

Therefore, the set CHj 3 of the 3 x 3 centrohermitian matrices is bijectively maps onto R3*3.
Let us consider the non-square centrohermitian matrix, i.e., the following 2 x 5 centrohermitian matrix:
> M := Matrix(2, 5, [[-29, 0, -26, -6*I, -56*I], [66%I, 6*I, -26, 0, -2911);

-29 0 -26 —6I -—561

M= 561 61 —26 0 —29
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Defining a Lee matrix of size 2

> U := LeeMatrix(2);

and its inverse

> U_inv := MatrixInverse(U);
1 1
U’ZTL'U - 21 %
2 2
as well as a Lee matrix of size 5
> V := LeeMatrix(5);
1 00 I O
01 0 O I
V=001 0 0
010 0 -I
100 -1 0
and its inverse
> V_inv := MatrixInverse(V);
1 1
5 0 0 0 3
0 2 010
Vinw 1= 0 0O 1 0 O
I I
-5 0 5 0

then the matrix M, = U~! MV is defined by:
> M_rho := U_inv.M.V;
-5 -6 0 -—-29 O

Mﬂw::{—w 0 —-26 =56 —6]

Clearly, we have M, € R?*5. This transformation is invertible:

> U.M_rho.V_inv;
-29 0 —-26 —-6I -—-561
561 61 —26 0 —-29

More generally, the set CHz 5 of the 2 x 5 centrohermitian matrices is bijectively sent onto R?*® by
means of the transformation M — U~ M V.
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