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Abstract. This paper is an extended version of the work published in [1]. We ex-

tended our previous work by the proposed model representation and more experi-

mental result. Almost every service in the current era are either managed or oper-

ated with the help of digital services to manage their customer’s activities. So 

digital service providers are engaging in different ways with the users to know 

their feedback about the service. Traditional methods for understanding user satis-

faction from their direct feedback or survey. Both of these methods might produce 

biased result due the limited user participations. Therefore, knowledge manage-

ment of user activities with the digital service could be an alternative approach for 

identifying satisfied users. In the previous work [1], we have presented a data sci-

ence model. In this paper, more result using the proposed data science model have 

been presented to prove that the proposed model is workable to measure success-

ful digital services. 

Keywords: User feedback, digital service; user satisfaction; data science, predic-

tion model; knowledge management, service evaluation, machine-learning algo-

rithm; 

1. Introduction 

There is an increasing demand for evolving digital mobile services around the 

world to facilitate human life and activities. Technology-based startup companies 

are pioneers in forming digital services in all over of the world. One of the key is-

sues of current businesses is not only to recognize who the customers are – rather 

to understand users' contextual information such as their location, real-time activi-

mailto:sarwar.morshed@lnu.se
mailto:juwel.rana@lnu.se
mailto:marcelo.milrad@lnu.se


2  

 

ties and ways of communication and interaction with the different services. If the 

organizations do have relevant customer (of their services/products) information 

and behavior patterns, it will help them in making better decisions regarding the 

product or service development. The success of the digital services is represented 

by an increasing number of loyal customers. On the other hand, the loyalty of us-

ers relies on how they utilize and like the features provided by a digital service. 

However, understanding the powerful features as well as the digital services that 

are liked by a user is a challenging issue. Besides, users’ behaviors are changing 

continuously along with the rapid moving of the digital age. Therefore, it is re-

quired to analysis user activities related to the digital service in order to under-

stand the motivation or level of interests towards it (i.e. how often the user access 

this service, how the user the service per day, week or month) [2]. 

It has been a common trend to identify user´s gratification with the digital ser-

vices by getting the users’ direct feedback on the determinants of the user satisfac-

tion. In general, user´s feedback is collected using any of the traditional forms like 

filling feedback forms, conducting surveys, oral questionnaires carried out by the 

survey team, or by getting a rating from the user after using a specific service or 

the product. In the age of a nomadic lifestyle, all users do not have such patience 

or time to give these kinds of feedback. Besides, a small number of users usually 

participate in these forms of feedback. Therefore, a decision based on this feed-

back may lead to developing the service to a wrong direction. In contrast, users of 

the different digital mobile services generate a large volume of user activity data 

that can be used to measure user's satisfaction instead of relying only on user’s di-

rect feedback data. 

Analyzing such large amount of data using statistical models is difficult. Be-

sides, current businesses require instant analysis of user feedback - which is not 

possible using the conventional manner of statistical analysis. In this case, appro-

priate Machine Learning algorithms can be used to analyze data in real time. To 

the best of our knowledge, there are very few proposals that use activity data to 

find user satisfaction. Given these circumstances, we are exploring how to develop 

a data science model that could be able to measure the success of a digital mobile 

service. The proposed model exploits user´s activity data rather than user’s direct 

feedback data for identifying his/her level of satisfaction. Thus, the main contribu-

tions of this paper can be enumerated as follows: 

• We develop an innovative data science model for discovering satisfied 

users from digital mobile service unlabeled access login data. 

• We demonstrate that the volume of the dataset is not the main pre-

requisite for building such a predictive model. 

• We observe that satisfied users are the key indicator for measuring the 

success of a digital mobile service. 

The remaining of the paper is structure as follows: in section 2, related research 

efforts are described. Section 3 illustrates the methodology and method of the pro-

posed user satisfaction model. Section 4 depicts the experimental results based on 

a sample dataset used in the proposed user satisfaction model and shows that the 
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proposed user satisfaction model could resolve the research problem mentioned in 

Section 3.3. Finally, future efforts and conclusions are presented and discussed in 

section 5. 

2. Related Efforts 

Several interesting proposals for discovering the level of user satisfaction have 

been presented in the last couple of years [3-5]. Almost all of them worked with 

data science models based on the user direct feedback data. Proynova and Paech 

[6] identified the factors that influence user satisfaction. Nourikhah and Kazem 

Akbari [7] present the impact of service quality on user satisfaction. They present 

a model estimating the distribution of quality of experience using Bayesian data 

analysis, Electronic Commerce Research and Applications. These authors present 

a method that correlates Quality of Experience (QoE) and Quality of Services 

(QoS). In their approach, they use opinion score distribution instead of the mean 

opinion score. Besides, they use Bayesian data analysis instead of linear regres-

sion as they find two shortcomings of linear regression: (i) linear regression as-

sumes that dependent variable complies with the Gaussian distribution and that the 

predictor variables are independent. (ii) The dataset used in linear regression 

should be metric, while other forms of data cannot be used. Their approach de-

pends on the user feedback on QoE using which they develop their model to find 

the user satisfaction on QoS. Kiseleva et al., [8] proposed a model that could pre-

dict user satisfaction by using the interactive dialogue with the intelligent systems 

like Microsoft’s Cortana, Google Now, and Apple’s Siri. Kim et al., [9] present in 

their paper which and how variables should be considered in the data science 

model for user satisfaction. The authors present a forecast model for the user satis-

faction on searches using the clicking data (dwell time) on the link. Hsieh and 

Tang [10] presents an approach to use Neural Network in meteorology and ocean-

ography. The authors show how to use different statistical methods by improving 

and modifying various parameters to adjust to the problem Noh et al., [11] present 

the influential factors for digital home services. O’Leary [17] analyses the predic-

tion market where he indicates that there are limited works, based on user centric 

data. He outlines that user centric data could provide more effective and transpar-

ent pattern of market prediction. Although most of these techniques use the users’ 

direct feedback data, they could impact other methods on identifying the factors 

for measuring the level of satisfaction with the different digital services. 

3. Methodology and Proposed Model 

The deductive reasoning method [12] has been selected to guide and carry out our 

research efforts. It is a common understanding that if a user interacts with the ser-

vice frequently than the average interaction (by all users) - we can claim that the 
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user is satisfied with it. On the other hand, if the number of satisfied users is high-

er, it can be said that the service has a success factor. Therefore, the proposed 

model first estimates the satisfied users of the service by descriptive statistical 

analysis. Then, the user with this statistical estimation will be measured using the 

machine learning data science model. In this section, we present a data science 

model which facilitates an interpretable, multi-granular analysis of the decision-

making process. We begin by discussing the problem setting and relevant details, 

then dive into the details of modelling and inference. 

 

3.1. Definition of a Satisfied User 

Three issues affect the level of satisfaction of a digital service user according 

to [13]: 

 Impact of the service to the user (this impact may be social, personal, 

professional, or financial) 

 The opportunity provided by the service. For example, social ties through 

the service (e.g., like, sharing contents, status update, etc.) may lead the 

increasing customer satisfaction. 

 Usability of the service (e.g. technical difficulties are faced by the user) 

 

All of these issues can only be measured by empirical studies (survey, question-

naire, rating, etc.). Besides, there is no benchmark value for satisfaction. There-

fore, we rely on Trait theory to identified and define a satisfied user. Trait theory 

posits that a person’s behavior will be generated consistently with his or her per-

sonality traits. There were empirical studies [15-16] reported that personality traits 

have a significant relationship with customer-oriented behavior. Consumer’s atti-

tude, behavior, and thoughts are reflected through the service/product that is being 

used by them. They also consider these services as the brand. When a user consid-

ers and recognizes a product or service as a brand, he/she becomes active to the 

service/product that means that active user is an indicator of the happy user. So, 

from different researchers’ point of view, a satisfied user means a loyal user who 

repeatedly uses the service or the product. 

 

3.2. Success of the Digital Service 

Customer loyalty is vital to the success of business organizations. The success 

of a digital service relies on the user satisfaction, while higher satisfaction makes a 

user loyal to a digital service. Chen et al., [18] present and analyze the factors that 

affect the success of a digital service. These factors are revenue efficiency, distri-

bution model, the competition of product, service/implement model, strategic alli-

ance, and market segment. These authors illustrated domain specific business fac-

tors rather than common factors for all IT based business or services in this paper. 

Therefore, these factors cannot be used to develop a generic predicting model that 

could measure the success of a digital service. But how can these success factors 
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be measured? The determinants that lead most to measure the success of the digi-

tal service are (i) number of users and (ii) revenue earning [19]. These two deter-

minants of success are influenced by the user level of satisfaction, which relies on 

the quality of the service. Popular services and products become brand while in-

creasing its number of users. Considering the definition of the quality of any digi-

tal service, user happiness and benchmark of the success of the digital service, we 

assume that there is a hierarchical relationship among the quality of the service, 

the user happiness and success of that digital service – which can be presented as 

the Figure 1. 

 

 
Fig. 1. Relation between user satisfaction and success of digital services 

 

3.3. Formalization of the Problem & Research Question 

Consider a decision space S holding m number of users of a digital service. 

There are p number of features provided by the service (i.e. the decision space is p 

dimensional). S contains N number of multivariate observations {x1, x2,...,xn} in-

teracting by the users with different features of the given service. We consider that 

these observations are sampled from a normal distribution. A hyperplane (decision 

boundary) l is required to be identified to separate the solution S´ space for classi-

fying the users into two solution space: S´h (satisfied) and S´u (unsatisfied). Based 

on the above problem and the discussions provided in the previous sections we 

formulate our main research question as follows: 

 

How to measure user´s satisfaction of a digital mobile service by analyzing ac-

cess service log data? 
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3.4. Data Description 

In our experiment, event-based access log datasets are used. The dataset con-

tains 10 million of events for 21 attributes. These datasets contain timestamp 

which indicates when an event has been occurred. An event is generated if a user 

successful login, successful authorization and so on has taken place. That means 

the dataset is limited within the service access authorization, however it neither 

contain any demographic data nor service featuring data such as feature viewed or 

clicked. If a particular access event is generated, ‘1’ is assigned to the relevant at-

tribute of that event, if not then ‘0’ is assigned to the feature for that event. The 

experimental dataset contains 18 such events-oriented attributes among the 21 at-

tributes. It is notable that these attributes cannot be used directly for recognizing 

the user satisfaction pattern. Therefore, we derive four features from these 18 at-

tributes through a feature engineering mechanism. Later theses derived features 

have been used as predictors for estimating user satisfaction. 

 

3.5. Data Science Model Description 

Fig 2 presents the block diagram of the proposed data science model. Having 

our research problem defined, our proposed model uses Binary classification, 

since the solution space is to divide into two classes (satisfied and unsatisfied) by 

a decision boundary. The supervised learning model is used to train the classifier. 

In this case, a learning algorithm is provided a set of N labeled training examples 

s{(ui, ci) : i = 1, ..., N} from which it must produce a classification function f: U → 

C that maps target variables (here users) to classes. Here ui denotes the ith training 

user and ci is the corresponding classes [20]. In our given research problem, the 

data is not a labeled data; instead, it used unlabeled data. Therefore, the proposed 

model is required to develop a labeled training dataset from the given unlabeled 

data. Training the proposed data science model using the training dataset and dis-

cover on the test dataset are carried out in the following three stages: 

 

 Latent variables (predictors) derivation 

 Label Estimation on training dataset 

 Prediction Model 

 

Latent Variables Derivation 

This stage is applied on both the training dataset and test (new) dataset. It is 

hard to find a pattern of the user behavior from the access log data if the dataset is 

unlabeled. Especially, if the user generates the observations in the sample dataset 

as events and the value of those events are presented in binary form. Therefore, a 

data science model is required to identify the unobservable variables that are used 

as the predictor in the data science model. The steps below are followed in order 

to identify the predictor variables. 
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Fig. 2. Proposed Data Science Model 

 

 

Input: Experimental dataset is an unlabeled dataset F that consists of both bi-

nary data and categorical data. It is converted into a data frame (we use matrix no-

tation to represent the data frame, as it is common to represent a spreadsheet or a 

tabular data frame of q rows and r columns as a matrix [21]), where q is the num-

ber of observations, and r is the number of features provided by the digital service. 

fi,j is any value (either 1 or 0, since we are using access log data) representing an 

event related to any feature of an individual user. Bellow we describe the steps 

used to derive the latent variables.  

F =
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Derivation of Predictors:  From the dataset F, find the following la-

tent/unobservable variables for each user and store into any data frame X that con-

tains the derived predictors of p users and q (in this case, q = 4 as we assumed four 
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predictors that are highly correlated derived features from our experimental da-

taset) is the number of derived feature. In this approach of happy user identifica-

tion, we derive four different latent variables (predictors) from the raw users’ ac-

cess log dataset such as i) Slot wise Average Spent Time ii) Daily Interaction iii) 

Day wise Life cycle and iv) Feature Wise Interaction Ratio. Methods to derive 

these four predictors have been explained in the following. These methods are in-

fluenced by the work of Rana et al., [15]: 

  

Slot wise Average Spent Time, IRslotwise: We divided the 24 hours into four 

timeslots 00:00 to 06:00, 06:01 to 12:00, 12:01 to 18:00 and 18:01 to 23:59 to 

identify individual user’s access pattern on a daily basis. Slot wise Average Spent 

Time fs means the summation of the individual user’s total events in each slot and 

total number of events of all user of the similar slot. 

f
s
=

e
i , j

j

su

å
i=1

N

å

e
p,q,r

r

s

å
q=1

m

å
p=1

N

å
..........................(1)

 
Where N is the number of days in the dataset, su is the number of slots of user 

u, m is the total number of users in the dataset. 

 

Daily Average Interaction IRDaily: IRDaily is the individual user’s daily average 

events (i.e. daily interaction ratio) generation and can be calculated as dividing the 

daily events (generated by individual user in each day) by the total events per day 

generated by all users. 

f
di

=

e
i

i=1

Find

å

d
l
- d

f

............(2)

 
e  events or observation in the dataset 

  Find  Total number of individual events in the dataset 

df  Individual user’s first day 

dl  Individual user’s last day 

 

Day wise Lifecycle, LifecycleDaywise: It means the average difference between 

the individual user’s first access and the last access in the day. 

f
lifecycle

=

(t
li

i=1

Nu

å - t
fi
)

i

N
u

......................(3)

 
Where, 

tl  last access of a user in the service 



9 

 

tf  first access of a user in the service 

Nu  total number of days accessing the service of a user 

  

Feature wise ratio, IRFeaturewise: It means the summation of the average ratio of 

individual user’s number of events divided by the total number of events generat-

ed for a specific feature. 

  

f
f

=

e
i

i=1

Find

å

e
j ,k

k=1

F

å
j=1

m

å
..............................(4)

 
Where Findindividual user’s feature wise event 

 

Normalization of Predictors: To scale the derived features, this model nor-

malizes the derived predictors and transform the normalized values into another 

data frame  . Feature scaling is used to normalize the values of each derived pre-

dictor variable between 0 and 1. Following the feature scaling formula [21] is used 

in this regard: 

   

The resultant data frame  contains the normalized values of the predictors (as 

shown in the following): 

x̂ =

x̂1,1 x̂1,2 ... x̂1,N

x̂2,1 x̂2,2 ... x̂2,N

... ... ... ...

x̂m,1 x̂m,2 ... x̂m,N

é

ë

ê
ê
ê
ê
ê

ù

û

ú
ú
ú
ú
ú

 
 

If this derived data frame  is generated from the train dataset, it is used as the 

input for label estimation to train the prediction model. In contrast, if  derived 

from the test dataset, it is used as the input in the prediction model to classify the 

target variables.  

 

Label Estimation on Training Dataset 

This step is applied only on the training dataset since the classification algo-

rithms require a labelled dataset as the input with the target (class) variable col-

umn to train the prediction model. We used the following label estimation func-

tion: 
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h(x) = W
i

i=1

F

å x+ b...............................(6)
  

Where x is the feature matrix, h(x) is the label vector, F is the number of fea-

tures, W is the weight matrix, and b is the noise. It is notable that weight and noise 

are randomly generated values by pre-defined function. The estimated label for 

training the dataset is calculated using the following conditions: 

 

y = 1 if  

 h(x).mean()- h(x).var() £ h³ h(x).mean() 
 

And y = 0 otherwise. 

 

Finally, we get the training dataset as follows and it consists of the latent varia-

bles. This dataset is used for training the model. 

 

d =

x̂1,1 x̂1,2 ... x̂1,N

x̂2,1 x̂2,2 ... x̂2,N

... ... ... ...

x̂m,1 x̂m,2 ... x̂m,N

y1

y2

...

ym

é

ë
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ê
ê
ê
ê

ù

û

ú
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ú
ú
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Prediction Model of a Satisfied User 

  

To predict a satisfied user, we have method a Feed Forward Deep Neural Net-

work (FFDNN) algorithm. This proposed method is influenced by a paper of An-

drew Ng [22]. The model contains four hidden layers and each of these layers con-

tains a weight matrix W of the input feature and a bias vector b. We compute 

vector h1 which is the input layer and first activation layer of the proposed model. 

 

  
h

1
(x) = s (W

1

Tx+ b
1
).......................(7)

 
where x is input vector that represents correlated k x k features, W1  is the 

weight matrix for input layer and b1  is the bias vectors for the first hidden layer.  

W can be pre-initialized or randomly generated by a customized function. In order 

to train our model, we use a pre-defined function that initializes the value of W. 

The number of neurons in each layer is considered as the bias b. For all other in-

termediate hidden layers, vector hi can be defined as; 

 

  
h

i
(x) = s (W

i

Tx+ b
i
)........................(8)
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In this equation each column of the matrix Wi corresponds to the weights of ith 

hidden layer for a specific timestamp T. In all of these hidden layers, we use a 

non-linearity function (z) for computing the hidden layers. In our experimental 

implementation, the FFDNN which consists of input layer, 3 hidden layers, output 

layers with 350 neurons, 26401 parameters have been used. As shown in the Fig 3, 

five derived features from our dataset are used in the input layer as the input neu-

rons and outputs 200 neurons. These 200 neurons are used in the first hidden layer 

to produce 100 neurons which feeds into second hidden layer as input. Third hid-

den layer contains 50 neurons which produce the output neuron.  

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Fig. 3. Neurons in the proposed Feed Forward Neural Network 

 

Parameters in DNN are generated by the formula below:  

 

Parameters = input values *   neurons in the first layer + bias values 

In the first layer 1200 parameters (5*200+200). Similarly, 20,100 in the second 

layer, 5050 parameters in the third layer and the output layers contains 51 parame-

ters. In our model, we utilize the Rectifier Linear Unit (ReLU) as the activation 

function for all of the hidden layers except the output layers. The reason behind 

using ReLU in our model is to get better performance for active user prediction. 

Rectifier is an activation function which is defined with the positive argument of 

this function and can be shown as in eq. (9). 

  s (z) = max(0,z)...............................(9)  
 

H
id

d
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er
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2nd hidden layer 
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output layer 
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Where z  is the input to a neuron. 

 

On the other hand, we have used sigmoid as the activation function in the out-

put hidden layer as sigmoid function takes real values from the previous hidden 

layer and output any value of either 0 or 1. A Sigmoid function can be defined as: 

  

  
S(z) =

1

1+ e-z
..................................(10)

 
 

We use the sigmoid function for the following reasons: 

 

i) Non-linear relationship between the input  

ii) convert the input into a more useful output (in our case, between 0 and 1) 

 

Again, we use the optimizer function Adam (Adaptive moment of estimation) 

[23]. It is a stochastic gradient method. Since Adam does not need any stationary 

objective f(x) might change with respect to time and still the algorithm will main-

tain converge. The output hidden layer takes input fifty neurons which produced 

from the third layer. It provides the predicted value of the label for each user. We 

used different epochs with 10 batch-size for training the model. We have used ‘bi-

nary cross entropy as loss function’ (in the proposed DNN model) as it measures 

the performance of a classification algorithm whose number of output is a proba-

bility value between 0 and 1.  The last layer will provide an output vector y which 

is the probability distribution over the N output classes.  

4. Experimental Results 

In order to validate our concept, we have implemented the proposed model. Our 

experimental user access log dataset size was of 10704949 observations with 21 

features. Features in this dataset are binary and timestamp. We divided the raw 

dataset into two before any data pre-processing: 1st 5000000 observations were 

used for the trained dataset and the remaining 5704949 observations for the test 

dataset. The first 5 000 000 observations were divided into 70%:30% ratio for 

training and evaluation respectively during training the model. Then, the trained 

model is stored to evaluate the performance of the model with the test dataset. In 

our experimental settings we simulate with four popular optimization algorithm 

such as Adam, SGD, RMSprop and Adagrad. Since any artificial neural network 

can defined as a stochastic process, we need to tune the hyper parameters of the 

optimization algorithms. 
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Table 1: Accuracy & RMSE for different optimization algorithms 

 Accuracy on 

validation 

Dataset 

Accuracy on 

Test Dataset 

RMSE on 

Validation 

Dataset 

RMSE on 

Test Dataset 

Last 

Epoch  

Adam 0.8837209302 0.7837837837 0.273 0.465 194 

SGD 0.5639534883 0.1756756756 0.508 0.908 1 

RMSprop 0.7674418604 0.6756756756 0.404 0.569 181 

Adagrad 0.7965116279 0.6351351351 0.400 0.604 193 

 

We know that value of hyper parameters varies from model to model. Therefore, 

we need to tune these hyper parameters during training the model to find the opti-

mal trained model. Although, each of this optimization algorithms have different 

set of hyper parameters, learning rate and learning rate decay are two common pa-

rameters. We simulate the proposed model by tuning these two parameters with 

different values to see the impact of the accuracy of the model. We find the high-

est accuracy by considering the learning rate 0.005, 0.01, 0.001, 0.01 for adam, 

SGD, RMSpprop and Adagrad respectively. We did not find significant variation 

in the accuracy for learning rate decay. Therefore, we kept the value of decay 0.0 

for all of these optimization algorithms. The simulated results of our experiments 

are shown in Table 1. The result of accuracy and RMSE in Table 1 shows that the 

Adam optimization algorithms provides better optimized result. In the following 

sub-sections, we discuss the salient result we found after analyzing this experi-

ment. 

4.1. Result Analysis and Discussion 

As we know that performance of any data science model depends on three is-

sues: i) setting the optimal model parameters ii) accuracy and error of the model 

and iii) how do the model produce result on dataset for particular decision making.  

The goal to train a model is to set the model parameters that have low loss. If the 

value of loss for both training data set and test dataset are consistent after certain 

iterations, model parameters are considered of that iteration. On the other hand, 

value of accuracy of a model indicates how the model performs. Besides. Value of 

AUC curve indicates how the model predicts correctly. 

  

We have iterated the model 200 times to train it. From the simulation, we find 

that the model learns until 194 epochs when optimization algorithm is ‘adam’. 

This indicates that the proposed model learns consistently. Based on the ‘’adam’ 

optimization algorithm, the experimental result shows that the RMSE is 0.273 

with evaluation data set while 0.465 with test dataset. Besides, we get 88% accu-

racy with validation data while 78% with test dataset. Figure 2, presents the accu-

racy for the given train dataset and test dataset. In the case of neural networks, the 
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loss is negative log-likelihood. The model becomes better when loss becomes 

lower. Besides, the value of loss refers to how good or poor the model performs 

after each or a several number of epochs (iterations). Figure 3 shows that loss is 

decreasing as the Figure 2 shows that the accuracy is increasing, since accuracy is 

inversely proportional to the loss of any model with respect to the iteration. From 

both of these figures, we find that the accuracy and loss does not vary significantly 

after 100 iterations. This indicates the generalization of the proposed model. 

 

 

 
Figure 2: Summarize history for accuracy 

 

Figure 3: Summarize history for loss 

We also evaluate the model using the ROC curve. We find that the AUC score 

is 0.96 in the evaluation data as shown in the Figure 4. High AUC ROC score in-

dicates the classifier currently can perform the classification correctly. However, it 

requires to search the threshold for which it can classify more better. On the other 
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hand, low AUC ROC score indicates that indicates the classifier currently cannot 

perform classification correctly, and even fitting a threshold will not improve its 

performance. In this case, our proposed model could predict an active and satisfied 

user correctly, as we found the AUC score in test data set is 0.93: 

 

 

Figure 4: ROC curve on Validation Datase 

 

 

Figure 5: ROC curve on Test Dataset 

We also evaluated the model by varying the number of predictors. We 

found that a significant number of users have a very low interaction with the ser-

vice. As a result, it significantly deviates the overall accuracy, precision and AUC. 

Therefore, we filtered out the users those who have interactions less than the mean 
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of total users’ interactions. This improves the accuracy as well as the AUC of the 

model.  

 

 
Figure 6: Summarize history of Mean Absolute error 

 

 
Figure 7: Summarize history of mean squared error 

 

Figure 6 shows the decreasing mean absolute error and finally the value 

becomes around 0.1 which indicates the proposed model would predict accurately. 

As we know that the MSE indicates the difference between the predicted value 

and targeted value. Figure 7 shows that the model very small mean squared error 

that shows the correctness of the model. 

 

Besides, all predictors that we have derived from the raw dataset are slot 

wise interaction in each day, daily interaction, feature wise interaction, and user’s 

Lifecyle in each day in the system. Our experiment shows that all of these features 

are highly correlated to measure user’s activeness in the digital system. Therefore, 
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we can argue that if someone spend a countable time regularly with the digital 

mobile service, one can be a satisfied user. 

5. Conclusion 

In this extended version of the paper of [1], we present a data science model to 

discover satisfied users of a digital mobile service. The novelty of this approach is 

that it uses the user’s access log data of the given service rather than user´s direct 

feedback data. Knowledge Management paradigm is used during designing the 

proposed data science model. We show that the model is able to classify users as 

satisfied and un satisfied. We also evaluate the performance of the model using 

performance matrices such as accuracy, and ROC-AUC curve. The accuracy 

scores derived using these matrices above 90% for both validation and test dataset 

– which indicates a good and acceptable value for a data science model. We use a 

dataset of 10 million of user observations (events) in our investigation for the 

proof of concept of the proposed model. This proposed model shows that any size 

of dataset can be used to develop a promising prediction model using a Deep Neu-

ral Network. In this way, we also show that active and satisfied users can measure 

the success of digital service, if we could classify them. Besides, a large scale of 

user access log dataset can be used to see the performance of the proposed model, 

and we left open this task of scalability of the model as the future work. We have 

been also working with other users access log dataset to see how this proposed 

neural network model works 
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