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Abstract: 

With the emergence of electronic health records, the reuse of clinical data offers new 

perspectives for the diagnosis and management of patients with rare diseases. However, there 

are many locks for the repurposing of clinical data. The development of decision support 

systems depends on the ability: to recruit patients; then to extract and integrate the patients’ 

data; to mine and stratify these data; and to integrate the decision support algorithm into the 

patient care. This last step requires an adaptability of the electronic health records to integrate 

learning health system tools. In this literature review we examine the research that provide 

solutions to unlock these barriers and accelerate translational research: structured electronic 

health records and free text search engine to find patients, data warehouses and natural 

language processing to extract the phenotypes, machine learning algorithms to classify 

patients, similarity metrics to diagnose patients etc. Medical informatics is experiencing an 

impellent request to develop decision support systems and this requires ethical considerations 

for clinicians and patients to ensure a good usage of health data. 
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Introduction: 

Since the rise of the electronic health record (EHR), clinicians spend an increasing number of 

hours at their computers, from 49% of their total time1 up to 66%2. Moreover, hospital 

adoption of EHRs with advanced functionality has increased in the last decade3. This is why 

"in the current digital age, the electronic health record represents a massive repository of 

electronic data points representing a diverse array of clinical information"4. Such data 

repositories can be used for research purposes, to accelerate the recruitment of patients, and 

discover new knowledge. Moreover, being able to leverage this massive amount of latent 

knowledge to support doctors’ decision making is essential.  
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In 2011, Frankovitch et al. reported on how they used the clinical data warehouse of Stanford 

hospital to make a clinical decision for a young patient with systemic lupus erythematosus 

complicated by nephrotic-range proteinuria, antiphospholipid antibodies, and pancreatitis5. 

There were neither guidelines nor publications which could help to make this decision. They 

queried the data warehouse for similar cases and made "the decision on the basis of the best 

data available." This paper opened the gates to a new utilization of EHRs: repurposing the 

clinical data to develop decision support systems inside the EHR. The virtuous circle6 of 

translational research could then be closed: from routine care data to research, and from 

research to clinical care.  

In the context of rare diseases, the capacity of reusing EHR data to support diagnosis is even 

more critical. Indeed, given the rarity of these diseases, the diagnosis journey of the patients 

often last for years7. Tools taking advantage of the data of already diagnosed patients to help 

the decisions for the new cases could save a lot of time.  

 

We designed a query (Figure 1) to find references in Medline on how the EHR may be used to 

diagnose rare diseases. This query returned 52 references as of February 14 2019. We 

performed a manual review and removed 7 references that were false positives (acronyms 

with other meaning). Among the remaining 45 publications (categories are not exclusive): 

• 20 publications report the results of clinical studies (epidemiological studies, clinical 

trials, natural history of diseases). The authors used EHRs to recruit the patients and/or 

to describe the natural history of the diseases. 

• 5 publications present structured EHRs tailored for the reuse of the data for a specific 

rare disease. 

• 6 publications describe rare disease registries. 

• 5 publications provide description of methods to recruit patients based on EHR data. 

• 4 publications explain how they used EHRs to extract gene/phenotype association or 

disease/environment association. 

• 1 publication provides a global overview of the repurposing of the EHR. 

• 3 publications correspond to online applications for the diagnosis of rare diseases. 

• Only 4 publications describe methods to diagnose rare diseases by repurposing the 

EHR data, but none of them are integrated in any EHR system. 

The paucity of publications found may be explained by several issues, and at least 6 steps 

must be performed for developing a clinical decision support system (CDSS) and integrating 

it into the EHR. These steps include (Figure 2): 

1. The identification and recruitment of patients (which may require manual 

annotation/review of the patient records),  

2. The extraction of information from heterogeneous clinical data (e.g. narrative reports, 

imaging system, lab exams),  

3. Data integration, enrichment and data auditing to assess data quality, 

4. Development of machine learning methods,  

5. The evaluation of the CDSS, 



6. The integration of the CDSS in the EHR system, and its usability, so that it can be 

used by the doctor during patient care process.  

In addition, Shortliffe et al. highlighted six characteristics a decision support system must 

have in the clinical field: understandability, time efficiency, ergonomics, adaptability for 

the clinical domain, respect for users, and solid scientific reliability8. 

 

 

Similarly to the publication by Jensen et al. in 20129, we expanded our review on approaches 

proposed to address these issues, but we prioritized the publications related to rare diseases or 

genetic diseases. Concretely we selected publications related to the recruitment of patients 

through the EHR: (EHR or electronic health record) and ("cohort identification" or "cohort 

selection" or "patient identification" or "recruitment").We then focused on the technologies 

used to improve this selection by adding “data warehouse,” then “natural language 

processing", "Knowledge extraction", "deep phenotyping", "rare disease and diagnosis", 

"learning health system" and "Genomics". 

 

Identification and recruitment of patients 

Several approaches to help identifying patients for clinical studies have been explored. Most 

of the time investigators used legacy terminologies like the International Classification of 

Diseases (ICD) to identify the patients of interest10. This method is barely applicable for rare 

diseases. Fung et al. estimated the coverage of the 6,500 rare diseases up to 11% with ICD-9-

CM and 21% with ICD-1011. EURORDIS was even more pessimistic and estimated that only 

500 rare diseases have a specific code in the ICD1012. Since the coverage of ICD codes for 

rare diseases is very low, it is necessary to explore other data sources.  

EHR for recruitment and clinical research 

The repurposing of EHRs performed better for patient recruitment than using data from 

registries13. Schreiweis et al. compared the abilities of five EHRs to recruit patients in clinical 

trials14. They did not find any functional components to support the research requirement of 

patient recruitment. For this reason, several authors developed dedicated EHRs tailored for 

specific rare diseases and data repurposing for research. Vawdrey et al. proposed a model 

based on Common Data Elements to structure the EHR for supporting clinical research15. The 

OpenEHR initiative integrated genomics archetypes in their EHR model and showed their 

applicability to clinical practice with rare genetic diseases16. Other solutions propose to map 

the EHR’s local logical schema onto a common external schema to facilitate data mining and 

extraction17. 

This last example introduces the necessity of integrating data into a new data model to clean 

and enhance it for efficient repurposing. EHR data models are designed for care purposes not 

for research. They are optimized to efficiently enter and retrieve all data for one patient at a 

time. Therefore, they are composed of hundreds to thousands of different tables which make it 



difficult to make transversal queries (i.e. query specific data for a large number of patients). 

The strategies that were implemented to overcome this issue: (i) the creation of structured 

EHRs dedicated to translational research and (ii) the creation of copies of the clinical 

production databases in translational data warehouses, are described below.  

Structured EHRs for translational research 

The first strategy developed to enhance the repurposing of clinical data produced during 

patient care was to adapt the EHR for this objective. 

One possible way is to develop specialized EHRs for specific disciplines or diseases. 

Bremond-Gignac et al. showed the benefit of an ophthalmology-specific EMR for collecting a 

comprehensive ocular visual phenotype useful for clinical research18. Other approaches 

consisted in adding disease oriented predefined templates to existing EHRs, for example 

“infantile spasms template”19. 

On the other hand, a horizontal approach would consist in finding a way to explore all the 

diseases, including rare diseases, in a common format. The French consortium for rare 

diseases (BNDMR) defined a minimum data set common to all rare diseases20. They used 

international terminologies such as the Human Phenotype Ontology (HPO)21, the Online 

Mendelian Inheritance in Man (OMIM)22 and Orphanet23, as well as a standard data exchange 

format, the Fast Healthcare Interoperability Resources (FHIR) to structure and transfer the 

data24. Semantic integration of EHRs and other resources is another way to improve data 

reuse. Chelsom et al. enhanced the open source EHR cityEHR with semantic web 

technologies OWL (Web Ontology Language) to map the data onto knowledge databases in 

order to display relevant information to the clinician25. OSSE26 or FluxMed27 also implement 

structured EHRs specialized for rare diseases.  

Asking clinicians to tick hundred of boxes is, however, not efficient: it is time consuming and 

in the context of rare diseases checkboxes do not qualify diagnoses or phenotypic 

descriptions. We will detail the importance of free text later in the article. Nevertheless, if a 

structured specialized-EHR is required for a rare disease, it is no longer acceptable not to use 

an international thesaurus like HPO or SNOMED-CT28. Working on several databases is not 

an issue if they are able to interoperate through a common thesaurus. 

Translational data warehouses 

The common EHR system is rarely the sole source of information in a hospital. Most of the 

time the Hospital Information System consists of a combination of several software and 

databases dedicated to specific tasks or specialties (EHR, PACS, Biological Results, 

pathology, etc.). These databases are more or less interoperable. In addition, dozens of 

decommissioned databases are stored on local hard drives or servers inside the hospital and 

are generally not available for clinical care or research. Until recently, physicians and 

researchers have built registries to serve specific goals. Wen et al. compared the efficiency 

(time, cost and number of participants) of registry versus data warehouse methods to recruit 

patients. They demonstrated that the data warehouse method was more efficient with more 

participants recruited in less time and at a lower cost29. Built on top of EHRs, Clinical Data 

Warehouses enable collection and secondary use of clinical data for many purposes, including 



research (Phenome-wide analysis, record mining, epidemiological surveillance, 

pharmacovigilance, etc.).  

Most major hospitals built their own data warehouses to aggregate all the clinical data 

produced30–33. For example, the multidisciplinary consortium NACI (NephCure Accelerating 

Cures Institute) developed a data warehouse specifically to improve care for nephrotic 

syndrome34.  

Several research projects have developed open source or free license data warehouses. The 

most widespread and commonly used is i2b2 developed by the NIH-funded National Center 

for Biomedical Computing based at Partners HealthCare System in the US35,36. i2b2 is 

primarily oriented toward structured data related to thesauri. Another open source tool, Dr 

Warehouse was developed at Necker hospital, a pediatric hospital specializing in rare 

diseases, and was oriented toward clinical documents such as narrative reports37. It integrates 

26 different sources of clinical data, over 500 000 patients and 5 millions clinical reports. 

These data warehouses aim at accelerating recruitment but also the mining of data by 

integrating pre- and post-processing methods. For example, Davis et al. developed natural 

language processing methods to extract clinical traits from the Vanderbilt data warehouse in 

order to recruit patients with multiple sclerosis38. Their algorithm was highly specific to cases 

of multiple sclerosis but it highlights the potentiality of biomedical data warehouses to recruit 

patients with complex phenotypes. 

OHDSI39 (formerly the Observational Medical Outcomes Partnership - OMOP) initiative 

contributes to standardize data warehouses by building and maintaining the OMOP CDM 

(Common Data Model)40. This standard would allow interoperability and reproducibility of 

studies on different data warehouses. 

Natural Language Processing methods  

Several studies showed that narrative reports contain more information than coded data41–43. 

Especially for rare diseases or undiagnosed patients, free text is the only way to describe the 

fine-grained signs and symptoms of the patients without nosological guidelines. An important 

element of the text may reference the patient’s family history or note the absence of clinical 

signs. Indeed, we showed that a query on rare disease records may return 70% false positive 

results due to sentences contained negated terms (e.g. “the patient does not have renal 

insufficiency”) and family history (e.g. “The father has Crohn’s disease”) 44. Several methods 

were developed to detect negation, experiencer, and temporality in clinical narrative, 

including Negex, Context, DEEPEN, and NegAIT44–49. Most of these methods are based on 

regular expressions, thus not requiring a machine-learning phase on an annotated corpus of 

texts. They show high levels of accuracy, recall and precision. One main objective of natural 

language processing methods is to reduce the noise of the search engine results and to make 

pre-screening work easier and less time consuming50. A second purpose is to structure free 

text to facilitate data mining and knowledge extraction. It will be presented in the 

“Knowledge discovery on rare diseases” section. 



Search engine on EHR data 

The first use case of biomedical data warehouses is to find patients eligible for biomedical 

studies (feasibility study, pre-screening) or multidisciplinary consultation meetings (patients 

like mine). The amount of time required to find patients without a suitable tool is untenable, 

and even impossible for some criteria combining multiple sources of clinical data (e.g. 

creatininemia > 2 mg/dl AND Rituximab AND Uveitis AND Cataract). The strength of data 

warehouses is to make this type of task possible and fast by integrating all of the data 

available within the hospital. In Nephrology, Schmidt et al. developed a method based on 

faceted searches allowing a user to narrow down searches on items that co-occurred in the 

same document51,52. i2b2 provides a search engine through a thesaurus allowing the user to 

build complex queries on structured data36. Other search engines, like in Dr Warehouse37 and 

Emerse53,  are oriented toward free text and provide an intuitive user interface to find patients. 

Dr Warehouse combines queries on free text, coded data, and temporal relations between the 

search criteria.  

PheKB is a platform that proposed a catalog of queries including criteria to find patients 

based on phenotypes (combination of ICD codes, medications, laboratories and natural 

language processing)10. For example, Mayo clinic share a flowchart to recruit patient called 

“Electronic Health Record-based Phenotyping Algorithm for Familial Hypercholesterolemia”. 

Knowledge extraction from EHR 

Our second category of use cases regards the extraction of information and/or knowledge 

from EHRs. With focus on rare diseases, two specific tasks will be explored: the extraction of 

phenotypes and their associations, and the analysis of clinical pathways. 

Phenotype extraction and association test 

Kohane introduced the EHR-Driven Genomic Research (EDGR) as the repurposing of the 

EHR for genomic characterization54. Once clinicians are able to create a cohort of patients, 

the next challenge is to mine the available data. The difficulty lies in extracting information 

from free text. Indeed, narrative clinical reports hide relevant information, which can be 

automatically detected by machine learning algorithms within NLP pipelines55–60. The 

extracted medical concepts are then mapped to the Unified Medical Language System 

(UMLS) Metathesaurus® developed by the US National Library of Medicine.  

This concept extraction pipeline can be used to generate high throughput phenotyping on a 

cohort of patients. Comparing the result to the data available in the literature (Orphanet, 

Wikipedia, PubMed), researchers can identify novel associations and early 

phenotypes13,43,56,61–63. Pairing with control, phenome-wide association studies (PheWAS) can 

be automatically processed to test association between SNPs and extracted phenotypes64,65.  

Photographs of patients can also be used to identify phenotypes by using deep learning66. The 

application of artificial intelligence to the analysis of patients’ images can facilitate the 

discovery of new genetic disorders67. 



Clinical Pathways analysis 

Another dimension to explore is the sequence of the interactions between the patient and the 

hospital or the health system in general, also known as clinical pathway. Clinical pathways of 

the patients inside the hospital may also be of interest to describe a cohort of patients68–70. In 

the context of chronic kidney disease (CKD), Zhang and Patman identified seven subgroups 

of patients by using data-driven clinical pathway learning71 and developed a prediction 

algorithm to predict the most probable clinical pathway given a patient’s characteristics. 

Diagnosis support system tools 

Machine Learning  

Machine learning can be used in each step of the pipeline of creation of a CDSS: to recruit the 

patients and to extract knowledge from the narrative records, and to classify the patient with 

the right diagnosis.  

Machine learning algorithm can be divided into 4 categories : 

- Supervised learning algorithm: It requires labeled data for the learning process. It 

produces a predictive model for numeric prediction (linear regression, KNN, Gradient 

Boosting  ) or classification (logistic regression, random forect, Support Vector 

Machine, decision tree) or both (neural network).  

- Unsupervised learning algorithm: it does not require labeled data. It produces 

descriptive model. It is used for Phenome/Genome Wide Association (Association 

rule learning algorithms), clustering (K-Means, Vector Space Model), or to learn a 

representation for dimensionality reduction (autoencoder neural network).  

- Semi-supervised learning algorithm: it combines labeled and unlabeled data. It 

produces predictive (classification) and descriptive model (clustering).  

- Reinforcement learning algorithm: it produces predictive model (classification) and 

control. It is first trained with the training data to complete a specific task. Then, it 

continuously learns in interaction with the environnement to optimize the reward and 

minimize the risk to complete this task. For example, Markov Decision Process is a 

reinforcement learning. But reinforcement learning is data hungry, this creates 

problems for applying this model in rare diseases. 

 

Neverthless, machine learning algorithms require a large quantity of data to learn the expected 

outcome. In the context of rare diseases, this number is generally not reachable. The best 

approach is to combined rule-based method and machine learning algorithms.  

 

Internet tools and diagnosis 

The web has become a primary source of information about rare diseases. Several websites 

offer search engines specializing in rare diseases and use scientific literature to allow users to 

find diagnoses by querying phenotypes (FindZebra72, Phenolyzer73, PhenoDis74, Rare disease 

discovery75, GDDP76). They extract and curate information found in publicly available 



information on rare diseases such PubMed, Wikipedia or Orphanet. And they enriched them 

with ontologies. 

HPO is widely used as a standard ontology to annotate diseases with phenotypes, to calculate 

the information content of phenotypes, or to provide common pivot semantics to 

heterogeneous databases. Other knowledge resources are used to enrich existing data, for 

example rare disease description or gene-phenotype annotations: Orphanet23, UMLS77, 

eRAM78, Uberpheno ontology79, Gene Ontology80, ClinVar81 etc. Machine learning methods 

integrate those databases in the learning phase to compute similarity distances, phenotype 

scores, and to provide a list of prioritization of causal variants (xRare82, RDAD83 and 

phenotype risk score84). 

EHR and diagnosis 

The CDSS integration may either rely on the EHR structured data alone or exploit the whole 

spectrum of EHR data. Wulf et al integrated, in openEHR, a rule based algorithm using 

clinical structured data within the EHR to early detect systemic inflammatory response 

syndrome85.  

Text mining is needed to exploit narrative clinical data 86. EHR-Phenolyzer, developed by 

Son et al., integrates HPO phenolyzer73 and EHR text mining to provide prioritization of 

causal genes for a patient87. This framework extracts phenotypes from the patient’s narrative 

reports, sends them automatically to Phenolyzer and displays a list of potential causal genes.  

Creating machine learning methods on EHRs data to perform general predictive models is 

difficult because of the quantity, high dimensionality, sparsity and quality of data 88. Most of 

the time, machine-learning algorithms are centered on a specific pathological condition. They 

can be trained on literature and knowledge extracted from unstructured EHRs (text mining 

and PheWAS) then applied to EHRs’ data to help clinicians diagnose a specific disease. 

Examples include Hunter syndrome89, cardiac amyloidosis90, and Allergic Bronchopulmonary 

Aspergillosis91.  

Liang et al. developed a machine-learning model to predict the primary diagnosis of a 

patient’s encounter among a set of 50 diseases88 by using the clinical data produced during the 

encounter. Their model was trained on a set of health reports manually annotated by 

pediatricians and obtained high diagnostic accuracy across multiple organ systems. However 

none of those diseases were rare.  

Imaging and diagnosis 

Regarding common diseases, several studies demonstrated strong performance in image-

based diagnoses, notably in imaging92, dermatology 93, and ophthalmology 94. 

In the context of rare diseases, Gurovich et al. published deep learning methods on pictures of 

patients to detect facial dysmorphism associated with syndromic conditions66. Their system, 

called DeepGestalt, was trained on a dataset of over 17,000 images representing more than 

200 syndromes. DeepGestalt is a form of next-generation phenotyping technology no longer 

based on the text but now on photographs. 



Artificial Intelligence for care and management 

The figure 3 detailes the different steps for developing and implementing a CDSS in CKD. 

Machine learning methods are also used to optimize care processes, for example anemia 

management in end-stage renal disease95,96, prediction of response after neo-adjuvant 

chemoradiation97, automated alerts on acute kidney injury98 or outcome predictions of chronic 

kidney disease with random forest regression99 or  Support Vector Machine100. For this 

random forest regression, authors built the model using the data of 61,740 EHRs to predict 

kidney function and provide clinical decision support with high macro-averaged and micro-

averaged metrics. Ennis et al showed that CDSS improves primary care physicians adherence 

to guidelines for laboratory monitoring of CKD101.  

Wang et al. decribed a protocol from the development of a regional CKD surveillance system 

to a CDSS that will be implemented into the hospital information system102.  

 

 

 

CDSS must be evaluated in a clinical context such as medical devices. A research in 

clinicaltrial.org with these keywords “kidney failure” and “ machine learning” finds 8 clinical 

trials (October 2019). Among these 8 trials, two are completed, two are active but not 

recruiting and four are recruiting patients. The query “kidney failure” and “clinical decision 

support” and “EHR” displays 9 studies which six were published after January 2018. The 

query (“rare diseases” or “rare disease”) and (“clinical decision support” or “machine 

learning”) and “EHR” does not find accurate study. These numbers illustrate how new is this 

technology in the clinician practice.  

Clinical and omics data 

Chen et al.103 developed an algorithm to identify patient with ciliopathies. This group of rare 

and severe diseases are cause by ciliary dysfunction, associated to over 200 genes. 

Ciliopathies can affect all organs, and are divided into 30 rare syndromes whose clinical signs 

overlap each other. The authors addressed two tasks: (1) identifying patient with ciliopathies 

from patients with other nephropaties, and (2) phenotypic subtyping ciliopathies. For the first 

task, they compute similarity metrics on the phenotypes extracted from the EHR of Necker 

hospital. They evaluate several similarity metrics on 77 patients with ciliopathies amongst 

10,462 patients with nephropathies. Unsupervised machine learning methods were applied to 

select the relevant phenotypes to accomplish this task: linear support vector selection with l2 

penalty, tree-based selection and random forest selection. The linear support vector selection 

gave the best accuracy to find patients with ciliopathies with a precision of 76% in the 30 

patients most similar to an index patient. For the second task they considered the clinical 

research data collected from 1,031 patients mutated on genes associated to ciliar dysfunction. 

The unsupervised clustering method showed strong concordance with expert knowledge. 

Similarity metrics applied to rare genetic disease in nephrology offer new perspective to 

recruit patients for research and reduce the diagnostic journey. The phenotypic similarity 

associated with omics data will address precision medicine, especially in the context of 



complex rare diseases like ciliopathies. It is crucial to diagnose the patient before onset of 

renal failure, so that the patient can benefit from a drug as soon as possible. 

 

EHRs and the hospital’s collective memory 

Several situations may require having access to the hospital memory to make an informed 

decision for a patient: (i) complex patients with rare conditions for whom the published 

treatment guidelines do not provide a clear recommendation, (ii) undiagnosed patients, (iii) 

finding undiagnosed patients eligible for diagnoses based on the presentation of index patients 

with new mutations. 

At Stanford, a specialty consultation service composed by a team of medical and informatics 

experts mine EHRs data and other health databases to "learn from patients like mine". They 

provide a summary of what happens to patients similar to the patient proposed to the staff 104. 

Even with a search engine that enables the mining of historical data, it can be a complex task 

to find patients similar to an index patient. It may be difficult to choose which phenotypes 

must be used in the query. At the Imagine institute and Necker Hospital, a “patient like mine” 

tool is integrated in the data warehouse user interface. It computes a similarity distance 

between an index patient and all the patients of the data warehouse based on medical concepts 

extracted from the clinical text reports in the EHR. This tool provides the top20 most similar 

patients. If the index patient is undiagnosed, the clinician may use the information from the 

similar patients to reorient their clinical investigation. If the index patient is diagnosed, the 

clinician may find similar undiagnosed patients eligible for the same mutation105. The absence 

of a learning step is an advantage of this unsupervised method. In the particular context of 

rare diseases the low number of cases limits the usage of methods like deep learning 

approaches which require a large number of examples during the training phase.  

 

Figure 4 summarizes how decision support systems for diagnosis are developed. 

 

Toward a Learning Health System 

The Institute of Medicine defined the learning health system in 2007106. The aim is to conduct 

effective translational research by accelerating the repurposing of clinical data for research 

and integrating the new knowledge into patient care. This convergence of the deployment of 

EHRs and the desire to accelerate translational research and reduce costs has allowed for the 

development of new areas of expertise in medical informatics107. 

The core objective is to learn from the collective experience of care delivery as recorded in 

the observational data. As seen previously in this article, much recent research has explored 

machine learning, data mining and data visualization methodologies to enhance personalized 

medicine with collective experience108. Such insights are referred to as Practice Based 

Evidence, or Real World Evidence109. 



Several initiatives are trying to move out of the local hospital setting to provide inter-hospital 

interoperability for learning health systems. The TRANSFoRm project promoted an 

architecture for the learning health system in Europe by using ontologies and archetypes110. 

A Learning Health System is particularly important in the context of rare diseases where each 

patient is a source of new knowledge and can help to reduce the diagnosis odyssey of the 

other patients. PEDSnet is a national US network for children with inflammatory bowel 

disease and embeds several tools to accelerate translational research and precision medicine. 

In addition to clinicians and researchers, they extend the learning health system to 

communities of patients for the "common purpose of improving the health and lives of 

children"111. The Undiagnosed Disease Network112 is also a national US network for 

undiagnosed patients. It provides a platform to share data, tools, and common protocols to 

accelerate the diagnosis of rare or previously unrecognized diseases. 

Furthermore Blizinsky et al. developed a framework to take into account the variability of 

population, in particular the ancestral, social and environmental factors that must be included 

in the genomic-enabled learning health system. They highlight the potentiality of learning 

health system to improve equity of care in the age of precision medicine113. 

Issues and potential solutions  

Several obstacles must be overcome to make routine data suitable for research, including data 

fragmentation114, data quality, and data  privacy115. As seen before, a  solution commonly 

adopted to address data fragmentation is the development of data warehouses. Other obstacles 

are related to the quality of routine care data. While some clinicians complain about spending 

too much time entering data in legacy systems116, they believe that EHR is essential for the 

quality of care,117 and for personalized medicine 118. Data quality can be assessed against a 

number of dimensions: completeness, validity, coherence and comparability, accessibility, 

usefulness, timeliness, prevention of duplicate records119. Research data are expected to be 

high quality data with respect to coherence and validity but with narrow scope and limited 

follow up. Conversely, EHR data exhibit strengths like extremely broad coverage and long 

follow-up; in addition, redundancy among data types can be exploited to check the 

consistency of phenotypic data.120,121. However, data processing steps are required when 

relevant information is present only in unstructured format, e.g., images or text reports, 122 to 

transform the entire EHR into a form suitable as input for a learning health system123. 

As for accessibility, another dimension of data quality, data sharing for research purposes has 

raised many concerns about privacy. Regarding data governance, some authors have claimed 

that some ambitious overly theoretical frameworks may fit neither practical needs124 nor 

patients’ vision since patients who have rare diseases, and life-threatening conditions may be 

more open to the concept of data reuse for research 125. Part of the solution for trust-fabric is 

technical: all institutions have been leveraging their IT infrastructure to implement state-of-

the-art functionalities regarding data access and security. The other part of the solution relies 

on ethics. 

 



Ethics 

After explaining the benefits of repurposing the EHR, and discussing building solidarity in the 

community ("the good of all of us is good for each of us"), Lee listed three recommendations 

to minimize risk and maximize benefits: (i) ensuring that data and results are valid, (ii) 

implementing data protection to reduce the risk of unauthorized disclosure of personal data, 

(iii) applying severe repercussions to bad actors responsible for data breaches126.  

In addition, she insists on the importance of training clinicians and researchers on proper 

usage of health data. Segal et al. adds the adoption of professional guidelines that will explain 

the decision support system in diagnosis127. Some physicians are also concerned about the use 

of their narratives, some of them use “shadow charts” to represent their semiological 

reasoning without it being used against them in a lawsuit. 

 

Conclusion 

Artificial intelligence based on EHRs to diagnose rare diseases is not yet well developed. 

Several obstacles must be overcome to accelerate the development of these very promising 

algorithms to reduce diagnostic wandering and improve patient care management. For 

example, many efforts must be made to efficiently analyze the free text in order to extract 

reliable and accurate information. To achieve this goal, we have to decompartmentalize care 

and research in order to accelerate the repurposing of clinical data for new knowledge and the 

repurposing of new knowledge for better care. We have described several algorithms 

developed during research projects but rarely integrated into the hospital information system 

for use by clinicians. Expectations of patients with rare disease and clinicians are high; 

learning health systems must strive to meet them. 
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