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1 Inria Sophia Antipolis, 2004 Route des Lucioles, 06902 Valbonne, France
{k.avrachenkov,maximilien.dreveton}@inria.fr

2 Aalto University, Department of Mathematics and Systems Analysis,
Otakaari 1, 02150 Espoo, Finland

lasse.leskela@aalto.fi

Abstract. This article studies the recovery of static communities in
a temporal network. We introduce a temporal stochastic block model
where dynamic interaction patterns between node pairs follow a Markov
chain. We render this model versatile by adding degree correction param-
eters, describing the tendency of each node to start new interactions. We
show that in some cases the likelihood of this model is approximated
by the regularized modularity of a time-aggregated graph. This time-
aggregated graph involves a trade-off between new edges and persistent
edges. A continuous relaxation reduces the regularized modularity max-
imization to a normalized spectral clustering. We illustrate by numerical
experiments the importance of edge persistence, both on simulated and
real data sets.

Keywords: graph clustering · temporal networks · spectral methods · stochastic
block model

1 Introduction

Complex networks are commonly used to describe and analyze interactions be-
tween entities. A natural problem arising consists in identifying meaningful struc-
tures within the complex system. Community recovery, i.e., partitioning the set
of nodes of a network into communities based on some common properties of
the vertices, is now a well established area [6].

In many situations, interactions between node pairs vary over time, and clas-
sical graph-based models are replaced by temporal networks models [10]. Ex-
amples include communication, interaction, and transportation networks. The
longitudinal dimension of data raises new challenges to traditional clustering
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NET EU Cost Action CA15109. This is the author version of the paper accepted
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algorithms. Previous research has focused on evolving communities [22], for ex-
ample by generalizing belief-propagation methods [8], developing variational EM
algorithms [15] and introducing new spectral methods [5,13] or modularity-based
methods [16,20]. Nevertheless, all of the aforementioned works focus on evolving
communities for which the interactions between nodes are re-sampled at every
time step. One can then treat each layer independently by applying static com-
munity detection and smoothing the community predictions. When the commu-
nities are non-evolving, the extra longitudinal dimension brings new information,
and each additional snapshot makes the clustering easier. The recovery bounds
established in [1] highlight this fact. Nonetheless, simple temporal aggregation
of the data might lose important features such as temporal patterns. As such,
[1] proposes an online algorithm tailored for Markov edge evolution dynamics,
while [2] studies a spectral algorithm using the squared adjacency matrix.

In this work, we introduce a temporal extension of the degree-corrected
stochastic block model [9,11], in which the community labeling is fixed and the
interactions between node pairs follow a Markov evolution which only depends
on the community labeling and on the degree correction parameters. To the best
of our knowledge, we are the first to introduce degree-corrected parameters into
temporal network models with edge persistency. We show that the maximum
likelihood inference reduces to the maximization of the regularized modularity
of a time-aggregated graph, in the limit of a large number of snapshots and sparse
interactions. This graph is not simply the sum of the adjacency matrices over
all snapshots. Instead, it involves a trade-off between the newly formed edges
and the persistent ones, and this trade-off depends on the difference between the
edge-persistence between intra-community and inter-community node pairs. A
continuous relaxation then leads to a normalized spectral clustering algorithm.
Finally, we validate the importance of taking into account the persistent edges
in simulated and real data sets.

Notations Throughout this article, matrices are represented by capital letters (A,
W , etc.), and the corresponding matrix elements by Aij , Wij , etc. TrA denotes
the trace of a square matrix A, and A � B denotes the entrywise product of
two matrices. Finally, 1n is the n-by-1 vector of all ones, and the indicator of an
event B is denoted by 1(B). The Kronecker delta is denoted by δ(x, y), so that
δ(x, y) = 1(x = y).

By a slight abuse of notations, graphs are represented by their adjacency
matrix A. We will assume that graphs are undirected but potentially weighted,
hence A is symmetric, with non-negative entries. Clustering a graph with N
nodes into K clusters accounts to assigning to each node i a label Zi ∈ [K].

2 Degree-corrected temporal network model with
Markov edge dynamics

Consider a population of N nodes partitioned into K static communities such
that node i belongs to community Zi ∈ [K]. We write Atij = 1 if nodes i and j
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interact at time t, and Atij = 0 otherwise. We investigate methods of recovering
the community structure Z = (Z1, . . . , ZN ) from an observed adjacency tensor
A =

(
Atij
)
. The following section describes a versatile statistical model for this

setting.

2.1 Model description

A degree-corrected temporal stochastic block model with N nodes, K blocks and
T snapshots is a probability distribution

P(A |Z,F, θ) =
∏

1≤i<j≤N

F
θiθj
ZiZj

(
A1
ij , . . . , A

T
ij

)
(1)

of a symmetric adjacency tensor A ∈ {0, 1}N×N×T with zero diagonal entries,
where Z = (Z1, . . . , ZN ) is a community assignment with Zi ∈ {1, . . . ,K} in-
dicating the community of node i, F = (F xyk` ) is a collection of probability dis-
tributions over {0, 1}T , and θ = (θ1, . . . , θN ) is a vector of node-specific degree
correction parameters, with 0 ≤ θi <∞.

In the following, we will restrict ourselves to homogeneous inter-block inter-
actions with Markov edge dynamics, for which the nodes’ static community la-
bellings are sampled uniformly at random from the set [K] of all node labellings,
and

F
θiθj
ZiZj

(x) =

{
µ
θiθj
x1

∏T
t=2 P

θiθj
xt−1,xt if Zi = Zj ,

ν
θiθj
x1

∏T
t=2Q

θiθj
xt−1,xt otherwise,

(2)

with initial distributions

µθiθj =

(
1− θiθjµ1

θiθjµ1

)
and νθiθj =

(
1− θiθjν1
θiθjν1

)
, (3)

and transition probability matrices

P θiθj =

(
1− θiθjP01 θiθjP01

1− P11 P11

)
and Qθiθj =

(
1− θiθjQ01 θiθjQ01

1−Q11 Q11

)
. (4)

The parameters θi account for the fact that some nodes might be more inclined
than others to start new connections, similarly to the degree-corrected block
model of [11]. To keep the model simple, we do not add degree correction pa-
rameters in front of P11; hence once a connection started, the probability to
keep it active is simply P11 or Q11. Moreover, we assume that mini,j{θiθjδ} ≤ 1,
where δ = max{µ1, ν1, P01, Q01}. Finally, we normalise the degree correction
parameters so that

∑
i 1(Zi = k)θi =

∑
i 1(Zi = k) for all k.
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2.2 Maximum likelihood estimator

Proposition 1. A maximum likelihood estimator for the Markov block model
defined by (1)–(2) is any community assignment Z ∈ [K]N that maximizes∑

i,j

δ(Zi, Zj)

{
A1
ij

(
ρ
θiθj
1 − ρθiθj0

)
+ ρ

θiθj
0 +

(
A1
ij −ATij

)
`
θiθj
10

}

+
∑
i,j

δ(Zi, Zj)

T∑
t=2

{(
`
θiθj
01 + `

θiθj
10

) (
Atij −At−1ij Atij

)
+ `

θiθj
11 At−1ij Atij − log

Q
θiθj
00

P
θiθj
00

}

where ρ
θiθj
a = log µ

θiθj
a

ν
θiθj
a

and `
θiθj
ab = log

P
θiθj
ab

Q
θiθj
ab

− log
P
θiθj
00

Q
θiθj
00

.

The proof of Proposition 1 is presented in Appendix A.1. The MLE derived
in Proposition 1 is more complex that summing all snapshots independently. In
particular, the terms At−1ij Atij account for persistent edges over two consecutive

snapshots. Denote by Atpers = At−1 � At the entrywise product of adjacency
matricesAt−1 andAt. ThenAtpers is the adjacency matrix of the graph containing
the persistent edges between t− 1 and t, and Atnew = At −Atpers corresponds to
the graph containing the edges freshly appearing at time t.

Assuming that the number of snapshots T is large, we can ignore the bound-
ary terms, and the MLE expressed in Proposition 1 reduces to maximizing

T∑
t=2

∑
ij:Zi=Zj

((
`
θiθj
01 + `

θiθj
10

) (
Atij −At−1ij Atij

)
+ `

θiθj
11 At−1ij Atij − log

Q
θiθj
00

P
θiθj
00

)
.

By utilising (3)–(4), we can further simplify it to express this as a modularity.
Recall given a weighted graph W , a partition Z and a resolution parameter γ,
the regularized modularity is defined as [19,21]

M (W,Z, γ) =
∑
i,j

δ(Zi, Zj)

(
Wij − γ

didj
2m

)
where di =

∑
jWij and m =

∑
i di. Hence, suppose that P θiθj and Qθiθj are

nondegenerate, and µθiθj (resp. νθiθj ) is the stationary distribution of P θiθj

(resp. Qθiθj ). In a sparse setting, P01 and Q01 are small, and after a Taylor
expansion (see Appendix A.2 for the full derivations) the previous expression is
approximately equal to M(W,Z, γ), where W is defined by

W =

T∑
t=2

(
αAtnew + βAtpers

)
(5)

with

α = log
P01

Q01
+ log

1− P11

1−Q11
and β = log

P11

Q11
, (6)

and γ = (P01 −Q01) α(µ1+(K−1)ν1)+(β−α)(µ1P11+(K−1)ν1Q11)
K .
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Comparison with previous work Correspondence between maximum like-
lihood estimator and modularity maximization are long known in static block
models [18]. Analogously to the single-layer case, the modularity of a tempo-
ral network, with possibly time-dependent community structure, was previously
defined in [16,20] by

T∑
t=1

M(At, Zt, γt) +

T∑
t=1

∑
s6=t

∑
i

ωsti δ
(
Zsi , Z

t
i

)
(7)

where γt is the resolution parameter for layer t, Zti is the community membership
of node i at time step t, and wsti denotes a coupling between time instants s and
t. For a static community structure, the second term in (7) is irrelevant. When
the resolution is constant over time, the relevant term in (7) can be written as

T∑
t=1

M(At, Z, γ) = M(Aagg, Z, γ),

where Aagg =
∑T
t=1A

t is the weighted adjacency matrix of the time-aggregated
data. In contrast, the matrix W in (5) involves a trade-off between new edges
and persistent edges. We notice that W = Aagg only if α = β = 1.

2.3 Temporal spectral clustering combining new and persistent
edges

Following our analysis in Section 2.2, the community prediction should verify

Ẑ = arg max
Z∈[K]N

M(W,Z, γ)

where W is defined in Equation (5) and γ is a proper resolution parameter. This
optimisation problem is NP-complete in general [4], but can be approximately
solved by continuous relaxation. We can choose the relaxation so that the op-
timization problem reduces to normalized spectral clustering algorithm on the
weighted graph W (we refer to [17] and to the Appendix for the full computa-
tions). We note that in order to compute the normalized Laplacian of W , we
should restrict α, β ≥ 0, which is not necessarily guaranteed by Formula (6). We
summarize this in Algorithm 1.

3 Numerical experiments

The Python source code for reproducing our results is available online3.

3 https://github.com/mdreveton/Spectral-clustering-with-persistent-edges

https://github.com/mdreveton/Spectral-clustering-with-persistent-edges
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Algorithm 1: Spectral clustering for temporal networks with Markov
edge dynamics and static node labeling.

Input: Adjacency matrices A1, . . . , AT , number of clusters K, parameter α, β.
Output: Predicted membership matrix Ẑ ∈ ZN,K

1

Process:
– Let W =

∑T
t=2 αA

t
new + βAt

pers where At
new = At −At−1 �At and

At
pers = At−1 �At;

– Compute L = In −D−1/2WD−1/2 where D = diag(W1n);
– Compute X̂ ∈ RN×K whose columns consist of the K orthonormal eigenvectors

of L associated to the K smallest eigenvalues.

2 Return Ẑ ← kmeans
(
D−1/2X̂,K

)
.

3.1 Synthetic data

Effect of persistent edges We first examine the effect of the choice of the param-
eters α and β in Algorithm 1. For this, we let α = 1 and we plot in Figure 1 the
averaged accuracy obtained on 25 realizations of stochastic block models with
Markov edge dynamics for various β. While spectral clustering on the time-
aggregated graph (corresponding to β = 1) works well, it is striking to notice
that other values of β give better results. The choice of β depends on the prob-
abilities of persistent interactions. For example, if P11 > Q11 (Figure 1a), then
β > 1 are preferred, while if P11 < Q11 (Figure 1b) large choice of β are penal-
ized. This is in accordance to the values of α, β derived in Formula (6) (albeit
in Formula (6), α and β could be negative).
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(a) P11 = 0.9
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(b) P11 = 0.1

Fig. 1: Accuracy of Algorithm 1 on a SBM with 300 nodes in K = 3 blocks,
degree correction parameters θ1 = · · · = θn = 1, and a stationary Markov edge
evolution µ1 = 0.04, ν1 = 0.02 and Q11 = 0.3. The results are averaged over 25
synthetic graphs, and error bars show the standard deviation.
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Effect of degree correction parameters We show the robustness of Algorithm 1
on the degree correction parameters in Figure 2. More precisely:

– Figure 2a generates θi according to |N (0, σ2)|+1−σ
√

2/π where |N (0, σ2)|
denotes the absolute value of a normal random variable with mean 0 and
variance σ2. We choose σ = 0.25.

– Figure 2b generates the θi from a Pareto distribution with density function
f(x) = ama

xa+1 1(x ≥ m) with a = 3 and m = 2/3 (chosen such that Eθi = 1).

Note that the sampling of the θi’s enforces Eθi = 1 in both settings. We notice
that in both cases, letting β 6= 1 improves the performance of Algorithm 1.
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(a) Normal
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(b) Pareto

Fig. 2: Accuracy of Algorithm 1 with α = 1 and different β, on a SBM with 300
nodes and K = 3 blocks (with uniform prior), and a stationary Markov edge
evolution µ1 = 0.06, ν1 = 0.03, P11 = 0.7 and Q11 = 0.4, for different generation
of the degree correction parameters θ. The results are averaged over 25 synthetic
graphs, and error bars show the standard deviation.

3.2 Social networks of high school students

We investigate three data sets collected during three consecutive years from
a high school Lyceé Thiers in Marseilles, France [7,14]. Nodes correspond to
students, interactions to close-proximity encounters, and communities to classes,
with dimensions given in Table 1.

We make a hypothesis that the temporal characteristics of the interactions
are similar each year. We then use the 2011 data set to estimate the transition
probability matrices P and Q, and use these for clustering the 2012 and 2013
data sets. We assume that θi = 1 (no degree correction). A standard estimator
of Markov chain transition probability matrices [3] gives

P̂ =

(
0.9992 0.0008
0.37 0.63

)
and Q̂ =

(
0.999967 3.3× 10−5

0.48 0.52

)
.
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Year N K T

2011 118 3 5609
2012 180 5 11273
2013 327 9 7375

Table 1: Dimensions of three data sets of interacting high school students.

Using (6), leads to α̂ = 2.9 and β̂ = 0.18. We observe in Figure 3b that this
choice of parameters gives a better accuracy on the 2013 data set than simply
applying spectral clustering on the time-aggregated graph (α = β = 1). For the
2012 data set (Figure 3a), this improvement is not so clearly visible.
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(a) Year 2012
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(b) Year 2013

Fig. 3: Accuracy of Algorithm 1 on the 2012 and 2013 high school datasets, using
uniform α = β = 1 (blue) and adjusted α, β predicted using 2011 data (orange).

To understand why Algorithm 1 performs better for 2013 than for 2012, we
have listed in Table 2 temporal transition probabilities and clustering weights
α̂, β̂ estimated separately for each dataset. For year 2012, the difference between
intra-community edge persistence P̂11 and inter-community edge persistence Q̂11

is small, implying that persistent edges do not add much extra information for
distinguishing communities (β̂ ≈ 0). For years 2011 and 2013, this difference
is larger, manifesting that edge persistence contains information that can be
employed to recover communities with a higher accuracy.
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Dataset P̂01 Q̂01 P̂11 Q̂11 α̂ β̂ β̂/α̂

2011 0.00080 0.000033 0.63 0.52 2.9 0.58 0.060
2012 0.00050 0.000011 0.57 0.56 3.8 0.01 0.003
2013 0.00150 0.000014 0.64 0.40 4.5 0.07 0.015

Table 2: Markov chain transition probabilities and adjusted clustering weights
estimated separately for each dataset.

A Proofs of main statements

A.1 Maximum likelihood computations (Proposition 1)

Proof (Proof of Proposition 1). By the temporal Markov property, the log-
likelihood of the model can be written as logP(A |Z, θ) = logP(A1 |Z, θ) +∑T
t=2 P(At |At−1, Z, θ). By denoting ρ

θiθj
a = log µ

θiθj
a

ν
θiθj
a

, we find that

logP(A1 |Z, θ) =
1

2

∑
i,j

∑
a

δ(A1
ij , a)

(
δ(Zi, Zj)ρ

θiθj
a + log νθiθja

)
=

1

2

∑
i,j

δ(Zi, Zj)
∑
a

δ(A1
ij , a)ρθiθja + c1(A),

where c1(A) = 1
2

∑
i,j

∑
a δ(A

1
ij , a) log ν

θiθj
a does not depend on the community

structure. Similarly, by denoting R
θiθj
ab = log

P
θiθj
ab

Q
θiθj
ab

we find that

logP(At |At−1, Z, θ) =
1

2

∑
i,j

∑
a,b

δ(At−1ij , a)δ(Atij , b)
(
δ(Zi, Zj)R

θiθj
ab + logQ

θiθj
ab

)
=

1

2

∑
i,j

δ(Zi, Zj)
∑
a,b

δ(At−1ij , a)δ(Atij , b)R
θiθj
ab + ct(A),

where ct(A) = 1
2

∑
i,j

∑
a,b δ(A

t−1
ij , a)δ(Atij , b) logQ

θiθj
ab does not depend on the

community structure. Simple computations show that∑
a

δ(A1
ij , a)ρθiθja = A1

ij(ρ
θiθj
1 − ρθiθj0 ) + ρ

θiθj
0

and∑
a,b

δ(At−1ij , a)δ(Atij , b)R
θiθj
ab = R

θiθj
00 +At−1ij

(
R
θiθj
10 −R

θiθj
00

)
+Atij

(
R
θiθj
01 −R

θiθj
00

)
+At−1ij Atij

(
R
θiθj
11 −R

θiθj
01 −R

θiθj
10 +R

θiθj
00

)
= R

θiθj
00 +At−1ij `

θiθj
10 +Atij`

θiθj
01 +At−1ij Atij

(
`
θiθj
11 − `

θiθj
01 − `

θiθj
10

)
.
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By collecting the above observations, we now find that logP(A |Z, θ) equals

c(A)+
1

2

∑
i,j

δ(Zi, Zj)

{
A1
ij(ρ

θiθj
1 − ρθiθj0 ) + ρ

θiθj
0 + (A1

ij −ATij)`
θiθj
10

}

+
1

2

∑
i,j

δ(Zi, Zj)

T∑
t=2

{
(`
θiθj
01 + `

θiθj
10 )

(
Atij −At−1ij Atij

)
+ `

θiθj
11 At−1ij Atij − log

Q
θiθj
00

P
θiθj
00

}
,

where c(A) =
∑
t ct(A) does not depend on Z. Hence the claim follows. ut

A.2 Approximation of the MLE

Recall the structural assumptions (3)–(4) about the degree correction parame-
ters. Because P01, Q01 = o(1), a first-order Taylor expansion yields

log
1− θiθjQ01

1− θiθjP01
= θiθj (P01 −Q01) + o

(
P 2
01 +Q2

01

)
=

d̄id̄j
2m̄

+ o
(
P 2
01 +Q2

01

)
,

as well as `
θiθj
01 ≈ log P01

Q01
, `

θiθj
10 ≈ log 1−P11

1−Q11
and `

θiθj
11 ≈ log P11

Q11
. Using these

approximations in the MLE expression leads to the maximisation of

T∑
t=2

∑
i,j : zi=zj

(
ãtij − θiθj (P01 −Q01)

)
.

where ãtij = α (Atnew)ij + β
(
Atpers

)
ij

. Since µ and ν are stationary distributions,

E
(
Atnew

)
ij

=

{
θiθjµ1(1− P11) if Zi = Zj

θiθjν1(1−Q11) otherwise,

E
(
Atpers

)
ij

=

{
θiθjµ1P11 if Zi = Zj

θiθjν1Q11 otherwise.

Therefore, using Wij =
∑T
t=2 ãij we have

EWij =

{
(T − 1)θiθjµ1 (α(1− P11) + βP11) if Zi = Zj

(T − 1)θiθjν1 (α(1−Q11) + βQ11) otherwise.

Since the community labeling are sampled uniformly at random and using the
normalization for the θi’s, we have

d̄i = (T − 1)θiN
µ1 (α(1− P11) + βP11) + (K − 1)ν1 (α(1−Q11) + βQ11)

K

together with m̄ = N2

2
µ1(α(1−P11)+βP11)+(K−1)ν1(α(1−Q11)+βQ11)

K . ut
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A.3 Modularity and normalized spectral clustering

The regularized modularity of a partition Z ∈ [K]N of the graph A is defined as

M (A,Z, γ) =
∑
i,j

δ (Zi, Zj)

(
Aij − γ

didj
2m

)
where d = A1n and γ is a resolution parameter. This can be rewritten as

M (A,Z, γ) = Tr Z̃T
(
A− γ dd

T

2m

)
Z̃

where Z̃ ∈ {0, 1}N×K is the membership matrix associated to the vector Z, that
is Z̃ik = 1 for k = Zi, and Z̃ik = 0 otherwise. As maximizing the modularity over
Z ∈ ZN,K is in general NP-complete [4], it is convenient to perform a continuous
relaxation. Following [17], we transform the problem into

X̂ = arg max
X∈RN×K

XTDX=IK

TrXT

(
A− γ dd

T

2m

)
X. (8)

The predicted membership matrix Ẑ is then recovered by performing an approx-
imated solution to the following k-means problem (see [12])(

Ẑ, Ŷ
)

= arg min
Z∈ZN,K ,Y ∈RK×K

∥∥∥ZY − X̂∥∥∥
F
. (9)

The Lagrangian associated to the optimization problem (8) is

TrXT

(
A− γ dd

T

2m

)
X − Tr

(
ΛT
(
XTDX − IK

))
where Λ ∈ RK×K is a symmetric matrix of Lagrangian multipliers. Up to a
change of basis, we can assume that Λ is diagonal. The solution of (8) verifies(

A− γ dd
T

2m

)
X = DXΛ and XTDX = IK ,

which is a generalized eigenvalue problem: the columns of X are the generalized
eigenvectors, and the diagonal elements of Λ are the eigenvalues. In particular,

since the constant vector 1n verifies (A−γ dd
T

2m )1n = (1−γ)D1n, we conclude that
the eigenvalues should be larger than 1− γ for the partition to be meaningful.

Multiplying the first equation by 1Tn leads to (1−γ)dTX = dTXΛ, and there-
fore dTX = 0 (using the previous remark on Λ). The system then simplifies in

AX = DXΛ and XTDX = IK .

Defining a re-scaled vector U = D−1/2X shows that U verifies D−1/2AD−1/2U =
UΛ and UTU = IK . Thus, the columns of U are eigenvectors of D−1/2AD−1/2

associated to the K largest eigenvalue (or equivalently, the eigenvectors of L =
IN −D−1/2AD−1/2 associated to the K smallest eigenvalues).
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