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Abstract

In the context of smart grids and load balancing, daily peak load forecasting
has become a critical activity for stakeholders of the energy industry. An under-
standing of peak magnitude and timing is paramount for the implementation of
smart grid strategies such as peak shaving. The modelling approach proposed in
this paper leverages high-resolution and low-resolution information to forecast
daily peak demand size and timing. The resulting multi-resolution modelling
framework can be adapted to different model classes. The key contributions
of this paper are a) a general and formal introduction to the multi-resolution
modelling approach, b) a discussion on modelling approaches at different reso-
lutions implemented via Generalised Additive Models and Neural Networks and
c) experimental results on real data from the UK electricity market. The results
confirm that the predictive performance of the proposed modelling approach is
competitive with that of low- and high-resolution alternatives.

Keywords: Generalised Additive Models, Neural Networks, Peak load
Forecasting, Smart Grids, Automated Feature Engineering, Multi-resolution

1. Introduction

The electric daily peak load is the maximum of the electricity power de-
mand curve over one day. Having an accurate forecast of the daily peak enables
independent system operators (ISOs) and energy providers to better deliver elec-
tricity and optimise power plant schedules. The importance of such a forecast
is increasing as the integration of intermittent renewable production sources
progresses. In particular, renewable energy sources are at the bottom of the
merit order curve which makes them (currently) the most economical source of
energy used to serve the market. However, they are intermittent and provide
time-varying levels of power generation, which are only partially under human
control. If electricity demand is high and renewables cannot provide for it alone,
ISOs have to deliver electricity from sources with higher marginal costs (e.g.,
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gas-fired plants) for the stakeholders as well as for the environment in terms
of CO2 emissions. In such a context, accurately forecasting the peak demand
magnitude and timing is essential for determining the generation capacity that
must be held in reserve.

Electrical equipment is tailored to support a specific peak load. If the de-
mand comes close or exceeds the network capacity, it can lead to distribution
inefficiencies and ultimately power system failures, such as blackouts. With the
increasing number of electric vehicles (EV) in circulation, a further source of
stress is added to the electricity system. For instance, 46% of vehicles sold in
Norway in 2019 were EVs (International Energy Agency, 2019). The challenge
posed by the additional EV demand must be met by more tailored manage-
ment systems and policies, if expensive infrastructural works are to be avoided.
Dynamic electricity pricing schemes, for example, the Triads in the UK or the
Global Adjustment in Ontario, Canada, have been developed to reduce the sys-
tem peak load. Consumers who can correctly estimate and cut their use during
peak events can unlock great savings. Peak demand forecasts will thus be key
for the development of such policies.

To account for the increasing demand for electricity and to prevent system
failures, smart grid technologies and policies are being implemented to foster
communication between the various stakeholders of the electricity supply chain
to achieve a more efficient use of energy. One major objective is to maximise
the load factor. The load factor is the average load over a specific time period
divided by the peak load over the same period. Maximising it leads to a more
even use of energy through time, thus preventing system failures and surges in
electricity prices. One of the most common ways to achieve load factor maximi-
sation is peak shaving (Figure 1), which refers to the flattening of electrical load
peaks. Three major strategies have been proposed for peak shaving, namely in-
tegration of Energy Storage System (ESS), integration of Vehicle-to-Grid (V2G)
and Demand Side Management (DSM) (Uddin, Romlie, Abdullah, Abd Halim,
Abu Bakar and Chia Kwang, 2018). ESS and V2G integration provide ancil-
lary sources to balance the grid through batteries while DSM shifts consumer
demand to flatten the peak. To be activated adequately, all these strategies re-
quire accurate forecasts of the demand peak magnitude (DP) and of the instant
at which it occurs (IP).
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Fig. 1. Illustration of peak shaving

This article proposes novel methods to forecast the DP and the IP by leverag-
ing information at different time resolutions. In particular, the multi-resolution
approach proposed here is illustrated in the context of two model classes: Gen-
eralised Additive Models (GAMs) and Neural Networks (NNs). Both are state
of the art predictive models, widely used to forecast electrical load in industry
and academia. The performance of the multi-resolution framework under both
model classes is assessed using aggregate UK electricity demand data from the
National Grid (National Grid, 2021).

The rest of the paper is structured as follows: Section 2 presents a literature
review of daily peak forecasting methodologies. Section 3 introduces multi-
resolution modelling using GAMs and neural networks. Section 4 explains how
the different models were set up in the high-resolution, low-resolution and multi-
resolution settings. Section 5 analyses the results of the models described in
Section 4, using UK demand data.

2. Related work

This section provides an extensive literature review of peak forecasting meth-
ods and was conducted to identify gaps in the field. It includes methods ranging
from probabilistic approaches to deep learning.

Probabilistic forecasts have been widely adopted in the context of load fore-
casting applications (e.g., Hong and Fan, 2016, for an overview), but little has
been done on probabilistic peak demand forecasting. Two probabilistic set-ups,
commonly used for peak load forecasting, were outlined by Jacob, Neves and
Vukadinović Greetham (2020). The first is block maxima (BM), where data is
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separated into time chunks of equal lengths and the maximum of each chunk
is assumed to approximately follow a generalised extreme value (GEV) distri-
bution. The second is peaks over threshold (POT), which approximates the
distribution of the excess load over a threshold by a generalised Pareto distri-
bution. While the POT and BM settings can be unified via point processes
(Boano-Danquah, Sigauke and Kyei, 2020), in this work we are mainly inter-
ested in the BM case.

In a long-term forecasting setting, McSharry, Bouwman and Bloemhof (2005)
used demand data at the daily resolution to forecast the magnitude and timing
of the yearly peak (i.e., the day characterised by the largest total demand).
They considered a forecasting lead time of one full year and obtained a prob-
abilistic forecast by simulating year-long trajectories for the weather variables
and plugging them into a deterministic linear regression model. Similarly, Hyn-
dman and Fan (2010) considered a long-term forecasting application, where
the aim was to forecast the probability distribution of the annual and weekly
peak electricity demand. They used semi-parametric additive models to cap-
ture the effect of covariates, such as temperature, on the demand and obtained
a probabilistic forecast by adopting a simulation and scenario-based approach.
Elamin and Fukushige (2018) used quantile regression methods to forecast the
DP one day ahead. Even though they used quantile regression to obtain an up-
per bound on demand, quantile estimates at several probability levels could be
used to estimate the full peak demand distribution. Also Gibbons and Faruqui
(2014) modelled the DP via a quantile regression model, but their objective was
post-processing daily estimates to forecast the annual demand peak, rather than
modelling the DP probabilistically.

Multivariate regression models using multivariate adaptive regression splines
(MARS) were proposed by Sigauke and Chikobvu (2010) to forecast the DP
in South Africa. Explanatory variables including meteorological variables are
aggregated at the daily resolution (e.g., average, minimum and maximum tem-
perature). The model outperforms piecewise polynomial regression models with
an autoregressive error term. Sigauke and Chikobvu (2011) studied time series
of the DP and illustrated its heteroscedastic structure. A SARIMA–GARCH
errors model and a regression-SARIMA–GARCH model are then proposed to
forecast it at a short-term horizon. Results show that SARIMA-like models pro-
duce forecasts with an accuracy around 1.4 in mean absolute percentage error
on a testing period.

Saxena, Aponte and McConky (2019) proposed a hybrid model to forecast
whether the following day will be a peak load day for the billing period for
customers subject to demand charge structure. They apply their model to
optimise the electricity bill of an American University. Load data is provided
every five minutes from January 2013 to April 2016. Here, the POT set-up was
used with a threshold depending on a monthly average and variance of the daily
load. An original combination of 4 forecasts was proposed. First, a linear model
is used to forecast the maximum daily load at a monthly horizon which is then
coupled to short-term load forecasting models (NN and ARIMA) to provide two
forecasts. Two other forecasts were computed using binary classifiers (logistic
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regression and NN) and a synthetic minority over-sampling technique (SMOTE)
was used to balance the classes. The authors demonstrated that their methods
led to better statistical accuracy and to reduced electricity bills.

NNs are one of the most popular algorithms for peak load forecasting tasks
because of their strong performance in non-linear modelling. Their flexibility is
remarkable, but it is difficult to pick the right architecture and hyper-parameters
for a specific problem. One of the first papers proposing a NN peak load fore-
casting method was produced by Dash, Liew and Rahman (1995). According
to the authors, NNs performed well on load forecasting problems, but they were
much less performant on peak load forecasting tasks. A fuzzy NN was found
to be more robust and accurate than a traditional NN structure. It involved
an additional layer of fuzzification of the inputs before entering the only hidden
layer of the network.

In a more traditional set-up, Saini and Soni (2002) tested a Fully Connected
Neural Network (FCNN) with different variants of back-propagation algorithms
where training was conducted separately in four periods of time during a year.
Their work was further developed by Saini (2008), where numerous weather
variables were included (e.g., temperature, rainfall, wind speed, evaporation
per day, sunshine hours and associated statistics). Similarly, different optimi-
sation procedures were considered and it was found that an adaptive learning
method based on the learning rate and momentum was the most performant.
Amin-Naseri and Soroush (2008) combined a self-organising map with a NN to
find better clusters of training data to improve forecasting performance. Some
authors considered other form of networks. For instance, Abdel-Aal (2006)
adopted abductive networks with the aim of obtaining a better intuition and
a more automated way to address peak load forecasting. In particular, these
networks split the overall problem into smaller and simpler ones along the net-
work with abductive reasoning. It is based on an automated procedure which
organises the data available into different chunks and deals with them separately.

More recently, recurrent Neural Networks (RNNs) have been used by Yu,
Niu, Tang and Wu (2019) in the form of Gated Recurrent Units (GRU). In
particular, a dynamic time warping (DTW) analysis was used to produce the
GRU inputs. The DTW distance was used to find the most similar load curve
to the one observed before the targeted load curve. Assuming that subsequent
load curves are also very similar, they used the subsequent load curve from the
training data to encode the inputs of the GRU network. A Long Short-Term
Memory (LSTM) architecture has been used by Ibrahim and Hossain (2020)
and was found to be more computationally efficient compared to FCNNs and
other RNNs. Three statistical metrics were used to evaluate model performance:
Mean Absolute Percentage Error (MAPE), Root-Mean Squared Error (RMSE)
and mean bias error. In our work, statistical metrics including MAPE and
RMSE will also be used to avoid introducing any bias towards a particular
operational application.

The literature on deep learning peak load forecasting is sparse, but deep
learning probabilistic load forecasting is much more common (e.g., Guo, Zhou,
Zhang and Yang, 2018, Yang, Hong and Li, 2019 and Yang, Li, Gulliver and Li,
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2020). Such models do not explicitly focus on the DP or the IP as the objective
functions used to estimate their parameters are based on demand observed at
a higher frequency (intra-day). The high-frequency forecasts thus obtained can
be post-processed to produce a forecast for the DP.

Support Vector Regression (SVR) is another popular class of load forecast-
ing method, based on structural risk minimisation instead of empirical risk min-
imisation as in NNs. El-Attar, Goulermas and Wu (2009) used SVR in a local
prediction framework. Recently, Kim, Lee and Qureshi (2020) used an ensemble
forecasting approach with other Machine Learning algorithms such as boosting
machines, tree-based methods and bagging techniques. A compensation process
based on an isolation forest is later added by analysing the predicted values of
the ensemble models to detect outliers in the peak data. SVR are compared to
NNs by Li, Zhao, Wang, Wang, Yang and Yan (2018) for a control strategy of
peak load and frequency regulation. LSTM NNs were used to forecast power
load and improve the control strategy considered in this particular use case.

From this literature review, it can be concluded that a wide range of method-
ologies have been adopted in peak load forecasting applications. In most short-
term applications, model inputs are manually chosen features that are defined
at the same (daily) time resolution as the peak demand, which is the variable to
be forecasted. Conversely, in long-term applications, weather variables are sim-
ulated at the original (high) resolution to produce demand forecasts at the same
resolution, which are then post-processed to obtain low resolution (e.g., yearly)
peak forecasts. Hence, to the best of our knowledge, the existing literature on
peak forecasting has not explored methods that are able to integrate both low-
and high-resolution signals in a single model. However, in the field of functional
data analysis, hybrid approaches have been used for clustering and forecast-
ing functional data (e.g., Antoniadis, Paparoditis and Sapatinas, 2006 and Cho,
Goude, Brossat and Yao, 2013). Therefore, this paper aims to exploit functional
methods to tackle multi-resolution problems. From a feature engineering point
of view, the goal is to automate feature extraction of high-resolution signals,
that is to let the model decide which hidden features to extract from the signal.
This can be done with signal processing procedures such as tensor product de-
composition, wavelets or Fourier transforms (Amin, Malik, Ahmad, Badruddin,
Kamel, Hussain and Chooi, 2015).

The literature review also suggests that not much effort has been directed to-
wards forecasting the IP, which is surprising because forecasting the IP is at least
as important as forecasting the DP, for the purpose of short-term smart grid
management and operational planning (Soman, Trivedi, Irwin, Kosanovic, Mc-
Daniel and Shenoy, 2020). To fill this gap, the performance of multi-resolution
methods will be illustrated in this paper on both a DP and an IP forecasting
problem.

3. Multi-resolution modelling

In this section, the multi-resolution modelling approach is introduced with
its general principles. It is then developed formally and illustrated with GAMs
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and NNs.

3.1. General idea

The main idea behind multi-resolution modelling is to build a parsimonious
model that is able to handle input and output variables that are available at
different resolutions. In the context of DP load forecasting, low-resolution vari-
ables (e.g., day of the week, maximum daily temperature) are observed daily,
while high-resolution variables (e.g., temperatures or raw demand) are updated
every hour or half-hour. Such problems are usually handled by manually placing
all variables at the same resolution. In particular, one option is to take a high-
resolution approach, which consists in doing the modelling at the highest avail-
able resolution, which might require interpolating some of the low-resolution
variables. Such an approach often lacks in parsimony, as the low-resolution
variables are brought to the higher resolution, thus increasing the size of the
data that needs to be processed, while adding no extra useful information. An-
other option is to take a low-resolution approach, that is to transform the high-
resolution variables into a set of manually chosen daily summaries or features.
In this approach, the size of the data is reduced, but feature engineering is
time consuming and some of the information contained in the high-resolution
variables is lost in the process.

The multi-resolution approach proposed here aims at capturing all the infor-
mation contained in the high-resolution variable, while avoiding explicit feature
engineering and retaining the parsimony of the low-resolution approach. To de-
scribe the multi-resolution idea more formally, let us consider yi = {yi(t)}t∈{1,...,T}
the vector of electricity demand at each time step t > 0 of the day i ∈ N . T
is the total number of daily steps (e.g., T=48 for half-hourly steps). Then, the
DP of day i is DPi = max(yi) and IPi is the time step corresponding to DPi.

Let xlow
i be the i-th vector of covariates observed daily and let xhigh

i be the
corresponding vector of covariates containing information at the intra-day reso-
lution. The multi-resolution approach exploits both sets of covariates as model
inputs to obtain the forecasts of the D̂Pi or the ÎPi, that is

D̂Pi = ψ1(x
low
i ,xhigh

i ) (1)

ÎPi = ψ2(x
low
i ,xhigh

i ) (2)

where ψ1 and ψ2 represent the model for, respectively, the DP and the IP. This
general definition does not specify how the high-resolution inputs should be
dealt with in practice. Several approaches could be considered, the aim being
to process the information contained in a (possibly high-dimensional) signal
vector, while avoiding information loss and retaining computational efficiency.
In this paper, two options are considered. In particular, a description of how
high-resolution covariates can be handled within GAMs and NNs is given below.

3.2. Particular instances of the multi-resolution approach

The multi-resolution approach is detailed firstly for GAMs which, due to
their performance and interpretability (Amato, Antoniadis, De Feis, Goude and
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Lagache, 2021), are widely used in industry for load forecasting. Then, the
multi-resolution approach is extended to NNs, which often perform well on load
forecasting problems and enable the flexible handling of heterogeneous model
inputs (Gao, Guo and Wang, 2017).

3.2.1. Generalised Additive Models

First introduced by Hastie and Tibshirani (1999), GAMs are a semi-parametric
extension of generalised linear models (GLMs) where the response variable,
yi, is assumed to follow a parametric probability distribution. That is, yi ∼
Dist(µi,θ) where µi and θ are model parameters. While the elements of θ do
not depend on i, parameter µi is modelled as follows (Wood, 2017):

g(µi) = xT
i γ +

∑
j

fj(xi), (3)

where g is a monotonic transformation, which is simply the identity function in
this paper. Two separate terms can be distinguished on the right-hand side of
this equation: a parametric part xT

i γ, where xi is a vector of covariates while γ
is a vector of regression coefficients, and a non-parametric part

∑
j fj(xi) which

is a sum of smooth functions of covariates. The smooth effects are built via linear
combinations of Kj basis functions, while the corresponding basis coefficients
are penalised via generalised ridge penalties. The strength of the penalties is
controlled via smoothing hyper-parameters, which are selected using criteria
such a generalised cross-validation.

In the context of forecasting DPi, it is interesting to consider for Dist(µi,θ)
a generalised extreme value (GEV) distribution. In fact, the GEV model is
asymptotically justified for block-maxima as T → ∞ (Jacob, Neves and Vukadi-
nović Greetham, 2020). Thus, when enough steps are available throughout the
day, the GEV distribution is particularly attractive for modelling the DP. The
scaled-T (a scaled version of Student’s t) distribution provides an alternative,
which is particularly suited for heavy tailed data such as peak load. The Gaus-
sian distribution can be used as a baseline model. As for the IP, an ordered
categorical (ocat) distribution based on a logistic regression latent variable is
used. All of these distributions as well as GAM building and fitting methods
are implemented in the mgcv R package (Wood, 2020).

Within the additive structure of GAMs, xlow
i and xhigh

i can be treated as
inputs for different smooth functions. The elements of xlow

i can be handled via
separate standard smooth effects, which take scalars as inputs, while the joint
effect of several elements of xlow

i can be captured via standard multivariate

smooth effects. However, the xhigh
i covariates have to be treated via functional

smooth effects. The latter are smooth functions which take the vectors of high-
resolution covariates as inputs and output a scalar. Therefore, functional GAMs
permit the handling of each covariate at its original resolution, thus avoiding
interpolation and guaranteeing parsimony.

In addition to the principle of parsimony, the goal is also to retain the time
dependence of the covariates. In fact, it is important to ensure that the model is
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aware that each element of the high-resolution covariates has a different impact
on the peak load distribution, as it belongs to a different time of day. A way
to retain the time dependence of each high-resolution series of covariates is to
make them interact with the time of day sequence via tensor product effects.
Such effects can easily be integrated in GAMs, as explained in the following.

In continuous time, the smooth effect for a high-resolution (functional) co-
variate, xi(u), can be written as follows:

f(xi) =

∫ T

0

ϕ(xi(u), u)du (4)

where ϕ is the time-dependent effect of the covariate, which needs to be esti-
mated, while u is the time of day. In practice, on the i-th day, xi(u) is observed
at F discrete instants 0 ≤ t1 ≤ · · · ≤ tF ≤ T and the corresponding values
of xi(u) are stored in the vector xi. Hence, approximating the integral with a
summation and constructing ϕ via a tensor product expansion leads to:

f̂(xi) =

F∑
r=1

ϕ̂(xi(tr), tr)

=

F∑
r=1

K∑
k=1

L∑
l=1

βklak(xi(tr))bl(tr) (5)

where {ak}(k)∈{1,...,K} and {bl}(l)∈{1,...,L} are known spline basis functions and
{βkl}(k,l)∈{1,...,K}×{1,...,L} are parameters to be estimated. By using such effects,
high-resolution information can be parsimoniously incorporated into the model,
while retaining the temporal information contained in the covariates.

3.2.2. Neural Networks

NNs are convenient machine learning algorithms to implement a multi-
resolution model. In fact, common architectures such as Convolutional Neural
Networks (CNN) and RNNs already make use of inputs from different scales.
Recent work was undertaken to make tensor inputs available for multi-layer per-
ceptrons with MatNet (Gao, Guo and Wang, 2017) which further shows their
versatility. From scalars to tensors, the flexibility of NNs is hard for other
machine learning models to compete with.

A FCNN or CNN architecture, without its output layer, can be generally
written as follows:

Hk(x,Θ) = hk(. . . h3(h2(h1(x, θ1), θ2), θ3) . . . , θk) (6)

where k is the number of hidden layers of the NN, hi,i∈{1...k} are the transforma-
tions made by the hidden layers (e.g., linear operation, activation and dropout)
and Θ = {θi},i∈{1...k} is the sequence of parameter vectors (weights and biases).
In a multi-resolution approach, one part of the architecture will contain low-
resolution information feeding a FCNN branch and the other one will contain
the reshaped high-resolution data feeding a CNN or RNN branch. In this paper,
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only CNNs were considered in depth for this latter branch, with the lags of the
response provided as model inputs. The CNN enables a very close replication
of the tensor product construction used for GAMs, thus creating a consistent
set-up for comparing both algorithms.

Fig. 2. Multi-resolution architecture for NNs with a Multi-Layer Perceptron (MLP) taking
low-resolution inputs, and a CNN with high-resolution inputs

Even though the CNN and FCNN branches do not have similarly shaped
inputs and outputs, the unit shapes can be transformed along the network
to interact and be brought together without losing consistency. This process
consists in flattening the tensor shapes in order to bounce back on vectorial
inputs within some layer of the network. It is precisely this flexibility that can
be leveraged to build a multi-resolution architecture (Figure 2). More precisely,
the CNN branch contains one convolutional block for each of the high-resolution
time series. In this way, each tensor product of the GAM formula can find its
equivalent in the CNN branch of the network. In fact, the multi-resolution NN
architecture can be concisely written as follows:

µi = Fj(Hk(xlow,Θ), H ′
l(xhigh,Θ

′)) (7)

In (7), Hk is the FCNN which handles low-resolution terms while H ′
l is the CNN

which deals with the high-resolution information. Then, in the final part of the
network, both outputs are concatenated (after flattening the CNN branch) and
enter another FCNN Fj which can be reduced to the output layer when j = 1.
Here, µi is the mean of the random output variable considered. This multi-
resolution architecture is summarised in Figure 2.
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4. Experiments

On the DP and the IP forecasting tasks, the multi-resolution approach is
compared to two alternative modelling approaches: a high-resolution approach
and a low-resolution approach (Figure 3). The low-resolution approach uses
inputs aggregated at the daily level (e.g., maximum daily temperature, day
of the week) to forecast the DP and the IP separately. The high-resolution
approach uses inputs at the half-hourly level to forecast the half-hourly demand
and then it extracts the DP and the IP by taking the maximum of the half-
hourly forecasted values and the corresponding time of day. Therefore, the
high-resolution approach leverages all the information available by taking half-
hourly inputs and outputs while the low-resolution approach directly models
the variables of interest (DP and IP) with less parameters to be estimated. The
multi-resolution approach can be seen as a compromise, aimed at integrating
the advantages of both approaches, and the following experiments are designed
to assess whether it can outperform them.

Fig. 3. The different modelling settings compared in this work

The comparison includes baseline models: a naive persistence model, which
simply consists of forecasting the DP and the IP based on the value taken by the
target variable on the previous day; a low-resolution ARIMA (on daily peaks
with horizon 1); a high-resolution ARIMA aggregated forecast composed of 48
ARIMA models, each fitted on the half-hourly load of a specific time of day
with horizon 1. That is, the high-resolution ARIMA produces 48 forecasts at
horizon 1 instead of one forecast at horizon 48. All ARIMA models are fitted
using the Hyndman and Khandakar (2007) algorithm without using exogenous
information.
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The performance metrics chosen for DP models are the mean absolute per-
centage error (MAPE), the mean absolute error (MAE) and the root mean
squared error (RMSE). As for IP models, the same metrics are used except for
the MAPE, which is substituted with a relaxed accuracy (R-Accuracy) metric
in the form of a binary loss function (equal to 1 if the IP forecasted is more than
2 instants away from the observed IP and 0 if it is within 2 instants of the ob-
served IP). While the R-Accuracy metric is also relevant in operational settings
where it is crucial to know the IP within a small time window, the RMSE and
the MAE penalise forecasts proportionally to their distance from the observed
IP.

A rolling-origin forecasting procedure is used to replicate a realistic short-
term load forecasting set-up (Figure 4). Model parameters are updated on a
monthly basis with consolidated data since, in an operational setting, threats to
data validity and computational constraints can emerge when refitting a model
too often using real-time data.

Fig. 4. Rolling-origin forecasting procedure

The data used in the experiments is the half-hourly load consumption (total
national demand) between 2011-07-01 00:00:00 and 2016-06-30 23:30:00, avail-
able via the UK National Grid (2021) website. Temperature data at different
locations (London, Sheffield, Manchester, Leeds, Cardiff, Bristol, Birmingham,
Liverpool, Crosby and Glasgow) was downloaded from the National Oceanic
and Atmospheric Administration (2021) website. The temperature data is at
an hourly resolution. It is interpolated (natural cubic spline interpolation) to
obtain half-hourly data. Furthermore, demographic information pops is com-
piled around each station s and a weighted mean temperature is calculated as
follows:

temp(t) =
1∑10

a=1 pops

10∑
s=1

popsTs,t

where Ts,t is the temperature recorded at time t by station s and temp(t) is the
weighted mean temperature which will be used in the modelling experiments.
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An exponentially smoothed version of the weighted mean will also be included
in the model features. It was computed using a smoothing parameter equal to
0.95.

4.1. High-resolution approach

Forecasting the electricity hourly or half-hourly demand is a problem that
has been extensively studied in the literature (Kuster, Rezgui and Mourshed,
2017). It is well known that a common driver of electrical load is weather and in
particular temperature. In addition, calendar information can be used to explain
the seasonal variation of the demand. Finally, lagged demand values are highly
informative for the subsequent values. These variables are summarised in Table
1.

Table 1
High-resolution model inputs

Type Name Unit Description

Weather
temp [C°] Half-hourly temperature

temp95 [C°] Half-hourly smoothed temperature

Calendar
dow Categorical Day of the week

toy None Time of year (between 0 and 1)

t Categorical Time of day (between 0 and 47)

Lag load24 [101 GW] Half-hourly load on the previous day

Output load [101 GW] Half-hourly load

The GAM chosen to implement this approach is yi(t) ∼ N(µi(t), σ
2) where

the mean of the Gaussian distribution is modelled by:

µi(t) =ψ1(dowi) + ψ2(t) + f201 (toyi(t)) + f202 (tempi(t)) + f243 (temp95i(t))

+ ti5,51 (tempi, t) + ti5,52 (temp95i(t), t) + ti5,53 (load24i(t), t) (8)

+ ti5,54 (toyi(t), t)

In (8), the ψ functions are parametric effects, while the f functions are uni-
variate smooth effects and the ti functions are bivariate tensor product smooth
interactions. The number of basis functions used is indicated in the exponents.
For instance, f201 uses 20 basis functions and ti5,51 uses 5 basis functions for each
marginal. Thin-plate spline bases are used to build all smooth effects (Wood,
2003). The model structure (8) was decided on the basis of previous experience
in the field and the statistical significance of each effect.

There are many NN architectures which could be considered for this problem.
We want an architecture with the minimum number of layers possible and using
the same model inputs as the GAM. Adding too many layers would lead to a
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drastic difference in degrees of freedom between the NN and the GAM which is
not realistic in a short-term load forecasting scenario. Furthermore, as we are
not in the big data regime, adding too many layers may actually worsen the
performance of the network.

Given that the universal approximation theorem (Cybenko, 1989 and Hornik,
1991) guarantees that a two-layer FCNN can approximate any measurable func-
tion on a compact support, a FCNN carefully built can approximate any non-
linear function of the input variables with only one hidden layer. Therefore, a
FCNN architecture was used to build an NN analogue of the high-resolution
GAM baseline model.

In practice, there is no bound for the number of hidden units, which can
lead to poor generalisation of the model when assessed on the test set. There-
fore, a dropout layer was added after the hidden layer to foster the network
generalisation. The outcome of the optimisation of hyperparameters led to the
architecture shown in Figure 5, which contains 50 neurons in the hidden layer
and a dropout layer with a 10% dropout rate.

Fig. 5. High-resolution FCNN architecture (input variable names are detailed in Table 1)

After obtaining the half-hourly demand forecast for the GAM and the NN,
D̂Pi is estimated as the maximum daily value forecasted and ÎPi is estimated
as the half-hour of the day during which D̂Pi occurred.
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4.2. Low-resolution approach

Table 2
Low-resolution model inputs

Type Name Unit Description

Weather

tempMax [C°] Daily maximum temperature

temp95Max [C°] Daily maximum smoothed temperature

tempMin [C°] Daily minimum temperature

temp95Min [C°] Daily minimum smoothed temperature

Calendar
dow Categorical Day of the week

toy None Time of year (between 0 and 1)

Lag
DP24 [101 GW] Previous day peak demand

IP24 Categorical Previous day instant of peak

Output DP or IP [101 GW] or Categorical Daily demand peak or Daily instant of peak

In the low-resolution approach, all input variables are at the daily resolution
(Table 2). Here several distributions could be considered for GAMs. In particu-
lar, the scaled-T distribution, which is particularly suited for heavy tailed data,
as well as the GEV family, which encompasses several extreme value distribu-
tions (Weibull, Gumbell and Fréchet), are used to model the DP. For the IP
forecasting task, the ordered-logit model implemented in the mgcv R package
(Wood, 2020) is used. The low-resolution GAM can be written as follows:

µi =ψ1(dowi) + f101 (IP24i) + f202 (toyi(t)) + f203 (DP24i)

+ f204 (tempMaxi(t)) + f205 (temp95Maxi(t)) (9)

+ f206 (tempMini(t)) + f207 (temp95Mini(t))

For the DP, µi(t) is the location parameter of the distributions estimated, the
other parameters are assumed to be constants. For the IP, µi(t) is also the
location parameter of a latent logistic distribution. Cut-off points are estimated
in the course of model fitting and do not depend on the covariates. See Wood,
Pya and Säfken (2016) for details.

The same FCNN architecture as for the high-resolution approach was used
(Figure 6). The only difference between them is the response variable which
here is directly the DP or the IP. Furthermore, the hyperparameters chosen are
different. In particular the number of epochs and the batch size are much larger.
The response structure for the DP is 1 neuron with a ReLU activation while 48
neurons are used for the IP. Instead of the traditional softmax output used in
classification problems, an ordinal output structure, more suited to model the
IP, is implemented as formalised by Jianlin Cheng, Zheng Wang and Pollastri
(2008). The observed response is structured as a vector of 1 and 0. If the peak
was observed at t ∈ {1, . . . , T} all neurons before and including the t-th one will
be 1 and all neurons after will be 0. Therefore, sigmoidal activation functions
are used.
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Fig. 6. Low-resolution FCNN architecture (input variable names are detailed in Table 2)

4.3. Multi-resolution approach

The multi-resolution GAMs leverage the same level of information for model
inputs as in the high-resolution GAMs. In addition, the directly targets the DP
response variable as in the low-resolution approach.

Table 3
Multi-resolution model inputs

Type Name Unit Description

Weather
matTem [C°] Vector of half-hourly temperatures

matTem95 [C°] Vector of half-hourly smoothed temperatures

Calendar
dow Categorical Day of the week

toy None Time of year (between 0 and 1)

matInt Categorical Vector of time steps (between 0 and 47)

Lag matLag [101 GW] Vector of half-hourly load from previous day

Output DP or IP [101 GW] or Categorical Daily demand peak or Daily instant of peak

Tensor products defined in Section 3.2.1 are used to capture high-resolution
information. The mat covariates presented in Table 3 are matrices of dimension
(N × 48), N being the number of observations of the response variable DP. The
multi-resolution GAM model is:

µi =ψ1(dowi) + f201 (toyi) + ti15,101 (matTemi,matInti)

+ ti5,52 (matTem95i,matInti) + ti5,53 (matLagi,matInti) (10)

Unlike previous approaches, IP and DP lags are not directly included as they
can be captured by the model through the ti3 tensor interaction. As for the low-
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resolution approach, Gaussian, scaled-T and GEV distributions are considered
for the DP and the ordered categorical distribution for the IP.

For the multi-resolution NN, the tensor product interactions will be replaced
by convolution layers. The mechanism looked for through these convolution lay-
ers is essentially the same as for tensor products: extracting high-resolution in-
formation to directly model the DP or the IP. The high-resolution (half-hourly)
data will be passed on to the convolution layers while the low-resolution (daily)
data will go through the same FCNN architecture used in the previous ap-
proaches. As shown in Figure 7, these two sections of the architecture are then
concatenated to produce the final forecast of the DP load. The output structure
for the DP and the IP are the same as detailed in Section 4.3 with one neuron
for the DP and 48 neurons for the IP.

The convolutions used for the high-resolution information are 1D convolu-
tions on two channels. Usually, only one convolution funnel is used to capture
interactions between all inputs. Here, each tensor product interaction will be
replicated as a unique convolutional block. Thus, three convolution blocks will
independently extract the three high-resolution terms: matTem, matTem95 and
matLag. The second channel of each block is the matrix containing the vectors
of time steps matInt.

Fig. 7. Multi-resolution CNN architecture (input variable names are detailed in Table 3)

5. Results

The performance of the models for the DP and the IP forecasting tasks is
evaluated using three statistical metrics. As a rolling-origin forecasting proce-
dure was chosen, a transitional regime can be observed in the first few itera-
tions, particularly for NNs, which usually perform better with a large amount
of training data. Therefore, Table 4 (DP) and Table 5 (IP) present the models’
performances on the last year of data, that is, from 2015-07-01 to 2016-06-30
included.
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Table 4
Performance on the last year of data for the DP (best model and associated metrics are in
bold)

Resolution Model
Metrics

MAPE [%] MAE [MW] RMSE [MW]

NA Persistence 4.38 23.0 34.3

High

ARIMA 4.08 21.0 27.8

Gaussian GAM 2.43 13.0 15.5

FCNN 1.47 7.77 10.3

Low

ARIMA 3.85 20.0 26.7

Scat GAM 1.92 10.5 12.9

GEV GAM 2.67 14.5 16.9

Gaussian GAM 2.26 12.3 14.4

FCNN 2.11 11.2 14.4

Multi

GEV GAM 1.52 8.19 10.3

Scat GAM 1.41 7.55 9.59

Gaussian GAM 1.42 7.65 9.63

CNN 1.56 8.44 10.5

With the exception of the high-resolution FCNN, the multi-resolution models
perform better than the alternatives across all metrics (Table 4). The relative
strong performance of the high-resolution FCNN can be explained by the large
amount of high-resolution data available, which suits the needs of NNs. Further,
the FCNN contains more parameters to estimate and is thus more flexible than
the high-resolution GAMs, which require the user to manually specify how the
effect of each input variable should be modelled. Nevertheless, the best model on
all metrics is the scaled-T GAM, built using the multi-resolution approach. The
GEV GAM performed worse than the other distributions, which is surprising
given that the GEV distribution is asymptotically justified for BM. Interestingly,
the shape parameter estimated was found to be close to 0, under which value
the GEV model is simply a Gumbel distribution.
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Table 5
Performance on last year of data for the IP (best model and associated metrics are in bold)

Resolution Model
Metrics

R-Accuracy [%] MAE [half-hour] RMSE [half-hour]

NA Persistence 79.4 2.49 5.36

High
Gaussian GAM 82.6 2.01 4.59

FCNN 81.8 1.93 4.39

Low
Ocat GAM 79.1 2.11 4.22

FCNN 83.2 1.94 4.40

Multi
Ocat GAM 79.4 2.01 4.08

CNN 83.5 1.70 3.85

IP multi-resolution models have a similar or better performance than high-
and low-resolution alternatives within the same model class on the MAE and
RMSE metrics (Table 5) and the multi-resolution CNN is the best model under
all metrics. However, the metrics are affected by high sampling variability. The
reasons for this are detailed later in this section, where we also argue that the
mediocre performance of ocat GAMs for IP forecasting is not fundamental, but
attributable to the insufficient flexibility of the specific ocat parametrisation
adopted here.

To quantify the variability of the performance metrics considered so far, we
used block-bootstrap resampling. As described by Messner, Pinson, Browell,
Bjerreg̊ard and Schicker (2020), for a test set of size N , we sample with replace-
ment data blocks of fixed size B = 7 (i.e., one week) to obtain an evaluation sets
of size N . Repeating this procedure K times creates K metric samples, which
can be used to estimate the metric’s sampling variability. In particular, Figure
8 shows block-bootstrapped boxplots for all metrics and models on the last year
of data. Figures 8 (a-c) clearly demonstrate that the improvement obtained by
adopting a multi-resolution approach is substantial and robust within the GAM
model class. The HR-FCNN is competitive in terms of prediction but, as we
discuss below, it is not easily interpretable and does not have the computational
advantages of multi-resolution GAMs. For the IP problem, Figures 8 (e-d) make
clear that the sampling variability is substantial (reasons for this are discussed
below).

19



DP IP

●●

●●●●

●●

●
●

●
●●●

●
●

●●

●

●

●

●

●

●●

●
●

2

3

4

5

M
R−s

ca
t

M
R−g

au
ss

HR−F
CNN

M
R−g

ev

M
R−C

NN

LR
−s

ca
t

LR
−F

CNN

LR
−g

au
ss

HR−G
au

ss

LR
−g

ev

LR
−a

rim
a

HR−A
rim

a

Per
sis

te
nc

e

M
A

P
E

 [%
]

●

●

●

● ●
●

●

●

●

●

●

70

80

90

M
R−C

NN

LR
−F

CNN

HR−g
au

ss

HR−F
CNN

Per
sis

te
nc

e

M
R−o

ca
t

LR
−o

ca
t

R
−A

cc
ur

ac
y 

[%
]

(a) (d)

●
●

●●

●
●

●

●
●
●

●

●

●

●●●

●●

10

20

30

M
R−s

ca
t

M
R−g

au
ss

HR−F
CNN

M
R−g

ev

M
R−C

NN

LR
−s

ca
t

LR
−g

au
ss

LR
−F

CNN

HR−G
au

ss

LR
−g

ev

LR
−a

rim
a

HR−A
rim

a

Per
sis

te
nc

e

R
M

S
E

 [M
W

]

●

●

●

●

●
●

●

●●

●

●

●

●

●

●

●

3

4

5

6

7

M
R−C

NN

M
R−o

ca
t

LR
−o

ca
t

LR
−F

CNN

HR−F
CNN

HR−g
au

ss

Per
sis

te
nc

e

R
M

S
E

 [h
al

f−
ho

ur
]

(b) (e)

●

●●●

●

●

●

●●

●

●

●●

●

●

●

●

●

10

15

20

25

M
R−s

ca
t

M
R−g

au
ss

HR−F
CNN

M
R−g

ev

M
R−C

NN

LR
−s

ca
t

LR
−F

CNN

LR
−g

au
ss

HR−G
au

ss

LR
−g

ev

LR
−a

rim
a

HR−A
rim

a

Per
sis

te
nc

e

M
A

E
 [M

W
]

●

●

●

●

●

●

●

●

●

●

●

●

●
●

●

●

1

2

3

M
R−C

NN

LR
−F

CNN

HR−g
au

ss

HR−F
CNN

M
R−o

ca
t

LR
−o

ca
t

Per
sis

te
nc

e

M
A

E
 [h

al
f−

ho
ur

]

(c) (f)

Resolution HR LR MR NA

Fig. 8. Block-bootstrap boxplots of the three metrics considered for the DP models (a), (b),
(c) and IP models (d), (e), (f) on the last year of data

20



As mentioned above, the rolling-origin forecasting setting may present a
transitional regime during the first few training iterations. Figure 9 and 10 show
the evolution of the different cumulative metrics calculated on the prediction
signal updated on a monthly basis. Interestingly, the multi-resolution CNN for
the DP (Figure 9) starts off with a very bad prediction error on the first months.
With more data, its performance rapidly improves across all metrics. The other
models have a less dramatic performance trend, with the multi-resolution GAMs
consistently performing better than the other models. The prediction error of
these models oscillates during the first few months, which can be explained by
the fact that the models did not have enough information to adequately estimate
the yearly cycle, because they were fitted to only one year of data. After a year,
the prediction errors has stabilised.

1

2

3

4

5

6

7

8

9

2013 2014 2015 2016

Month

R
ol

lin
g 

M
A

P
E

 [%
]

10

20

30

40

2013 2014 2015 2016

Month

R
ol

lin
g 

M
A

E
 [M

W
]

(a) (b)

10

20

30

40

50

2013 2014 2015 2016

Month

R
ol

lin
g 

R
M

S
E

 [M
W

]

HR−Arima
HR−FCNN
HR−Gauss
LR−Arima
LR−FCNN

LR−Scat
MR−CNN
MR−Scat
Persistence

(c)

Fig. 9. Cumulative forecasting metrics evolution for each of the monthly updated DP models:
(a) MAPE, (b) MAE, (c) RMSE

For the IP forecasting task, the different metrics evolve with similar patterns
(Figure 10), but the seasonal oscillations in performance persist beyond the first
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year. Figure 11 explains why predicting the IP is harder in summer than in
winter. In particular, while winter daily demand profiles have a reliable evening
peak, summer load profiles are flatter and on some days the peak distribution
becomes bimodal. That is, the daily peak might occur in the morning and or
in the evening with equal probability. This is shown also by the right plot in
Figure 12. Hence, it is clear that in the summer the IP point estimates might
be unfairly penalised under the simple metrics considered here. This implies
that a forecasting model might be better off providing an IP forecast that falls
between the two peaks, as MR-CNN is occasionally doing (see Figure 11). Such
a forecast might improve the metrics but has little value in an operational
setting. Note also that the ocat model struggles to capture an IP distribution
that is unimodal or bimodal depending on the time of year. In particular,
the ocat model used here is based on a standard ordered-logit parametrisation,
which involves modelling the mean of a latent logistic random variable via an
additive model. It is not possible to transform a unimodal distribution on the
ordered categories (here, IP) into a bimodal one, simply by controlling a location
parameter. Hence, a more flexible model (e.g., Peterson and Harrell Jr, 1990)
would be preferable.
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Fig. 11. Left: observed IP as a function of the day of year (black) and corresponding
predictions from MR-CNN (red, shifted downward for visibility) and MR-ocat (blue, shifted
upward). Right: same plot for HR-FCNN (red, downward) and HR-Gauss (blue, upward).

●

●
●●

●

●

●

●

●

●

●

●

●

●

4

6

8

10

HR−F
CNN

HR−g
au

ss

LR
−F

CNN

Per
sis

te
nc

e

M
R−C

NN

LR
−o

ca
t

M
R−o

ca
t

d−
R

M
S

E
 [M

W
]

40

60

80

0 10 20 30 40

Time of day

D
em

an
d 

[G
W

]

Season Summer Winter

Fig. 12. Left: Block-bootstrap boxplots of the d-RMSE metric for the IP problem. Right:
daily demand profile curves during winter (shifted upward by 15 GW) and summer. The blue
curves are profiles with a small absolute difference between the morning and evening peak (<
50 MW).

It is interesting to verify the performance of each model for IP forecasting
via a bespoke metric. In particular, let tmi be the observed IP on day i and let
t̂mi be the corresponding forecast. We propose the following metric:

d-RMSE =

(
1

n

n∑
i=1

(ytmi − yt̂mi )

)1/2

which is based on the difference between the daily peak demand and the demand
at the predicted IP (the d stands for demand). This metric is more relevant
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to operations than MSE or MAE. For instance, in peak shaving applications,
providing a forecast t̂mi very different from tmi might not be a problem if ytmi
and yt̂mi are similar, which is what d-RMSE quantifies. Figure 12 shows a
bootstrapped boxplot of d-RMSE for each model. Interestingly, high-resolution
methods are best here, by a substantial margin in the case of HR-FCNN.

The results obtained so far do not provide reliable evidence in favour or
against the adoption of a multi-resolution approach for IP forecasting. In fact,
the poor forecasting performance of MR-ocat is arguably attributable to the
particular ordered-logit parametrisation used here. MR-CNN does well using
standard, statistically motivated losses but it is inferior to high-resolution ap-
proaches on an operationally relevant one (d-RMSE). It would be interesting
to verify whether fitting the MR-CNN model by minimising d-RMSE directly
(rather than MSE as done here) would lead to better results. We leave this, and
the search for a more flexible distribution for ordered categorical responses, for
future work.

Implementing the multi-resolution approach on the DP forecasting problem
is more straightforward, hence the results discussed so far are positive and re-
liable. We further verify their significance by performing Diebold and Mariano
(1995) (DM) tests on the absolute and squared error losses . The null hypothesis
of the tests is: “both forecasts have the same expected loss”. The results of the
DM tests are available on Figure 13 which confirms that, within the GAM class,
the multi-resolution forecasts are significantly different to the low-resolution and
high-resolution approaches under both metrics.

Model HR-arima HR-gauss HR-FCNN LR-arima LR-gauss LR-scat LR-gev LR-FCNN MR-gauss MR-scat MR-gev MR-CNN
HR-arima 0 0 0.116 0 0 0 0 0 0 0 0
HR-gauss 0 0 0.042 0 0 0.001 0 0 0 0
HR-FCNN 0 0 0 0 0 0.729 0.549 0.250 0.029
LR-arima 0 0 0 0 0 0 0 0
LR-gauss 0 0 0.010 0 0 0 0
LR-scat 0 0.122 0 0 0 0
LR-gev 0 0 0 0 0
LR-FCNN 0 0 0 0
MR-gauss 0.063 0 0.001
MR-scat 0 0
MR-gev 0.143
MR-CNN

(a)

Model HR-arima HR-gauss HR-FCNN LR-arima LR-gauss LR-scat LR-gev LR-FCNN MR-gauss MR-scat MR-gev MR-CNN
HR-arima 0 0 0.161 0 0 0 0 0 0 0 0
HR-gauss 0 0 0.010 0 0.003 0.118 0 0 0 0
HR-FCNN 0 0 0 0 0 0.400 0.362 0.492 0.016
LR-arima 0 0 0 0 0 0 0 0
LR-gauss 0 0 0.938 0 0 0 0
LR-scat 0 0.026 0 0 0 0.002
LR-gev 0 0 0 0 0
LR-FCNN 0 0 0 0
MR-gauss 0.468 0 0
MR-scat 0 0
MR-gev 0.015
MR-CNN

(b)

Fig. 13. P-values from the Diebold-Mariano test for DP forecasts. The test used is from
the multDM package in R (Drachal, 2020). In black, the null hypothesis is rejected at the
5% threshold and both forecasts are significantly different. In red, the null hypothesis is not
rejected at the 5% threshold and both forecasts cannot be significantly differentiated; (a)
absolute errors (b) squared errors.
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It is interesting to quantify the complexity or parsimony of the models con-
sidered so far. AIC can be interpreted as a parsimony measure, but it requires
computing the effective number of models parameters and we are not aware
of any method that would allow estimating them across all the model classes
considered here. Figure 14 shows the AICs of low- and multi-resolution GAMs.
The multi-resolution approaches consistently have a smaller AIC than the low-
resolution approaches. Furthermore, the slopes indicate that with more data
the gap continues to increase.

For NNs, parsimony is highly dependent on the chosen architecture. In our
case, the low-resolution and high-resolution NNs have a very similar architecture
with only one hidden layer and a dropout layer (Figure 5 and Figure 6). Only
the input shapes and the number of observations vary. On the other hand, the
multi-resolution NN (Figure 7) requires the use of convolutional layers which
are leveraged to extract the high-resolution information. The extraction process
requires multiple layers which forces the multi-resolution CNN to have a larger
number of parameters than the low-resolution and high-resolution NNs.
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Fig. 14. AIC for the low-resolution and multi-resolution DP GAMs

The results discussed in this section show that multi-resolution approaches
are superior to low- and high-resolution alternatives for the DP forecasting prob-
lem. The forecasting performance of the high-resolution FCNN and the multi-
resolution GAMs are not significantly different but, in an operational peak de-
mand forecasting context, the multi-resolution GAM would be preferred because
it can be decomposed into additive components, which can be more easily in-
terpreted (and manually adjusted) by operational staff. In addition, note that
adopting a multi-resolution approach can bring substantial computational ad-
vantages, which are easy to quantify within the GAM model class. In particular,
the GAM model matrix X in the multi-resolution case has T times less rows
than in the high-resolution case, where T is the number of daily observations
(i.e., T = 48 for half-hourly data). Therefore, T times less memory is used,
and many computations frequently required during GAM model fitting (such as
XTWX, where W is a diagonal matrix) will take less time.
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6. Conclusion

This paper proposes a novel modelling approach, which uses both high-
resolution and low-resolution information to forecast the daily electrical load
peak magnitude and timing. The results demonstrate that this multi-resolution
approach is flexible enough to be applied to different model classes and that
it provides a competitive predictive performance. In particular, GAMs and
NNs with similar input structures were used to implement the multi-resolution
approach and to compare its performance that of low-resolution, high-resolution
and persistence alternatives. On UK aggregate demand data, the multi-resolution
models performed significantly better across all metrics when forecasting peak
magnitude. In addition to improved predictions, adopting a multi-resolution
approach enables faster computation via data compression and leads to more
parsimonious models, as demonstrated by the consistently lower AIC scores
achieved by multi-resolution models within the GAM model class.

The results on the peak timing forecasting problem are mixed, but interest-
ing. A multi-resolution neural network does marginally better than the alterna-
tives, when performance is assessed via standard statistical metrics. However,
the corresponding forecast is occasionally inappropriate (falling between the
morning and evening peaks) and inferior to high-resolution alternatives when
assessed via an operationally motivated metric. The results suggest that the
multi-resolution neural network should be fitted to data by minimising a prob-
lem specific performance metric directly. For instance, one could consider finan-
cial metrics on billing periods as done by Saxena, Aponte and McConky (2019).
The multi-resolution GAM does poorly on the peak timing problem, but this
is attributable to the insufficient flexibility of the ordered logit parametrisation
used here. Obtaining stronger evidence in favour or against the use of multi-
resolution methods for the peak timing problem would require solving the issues
just mentioned, which could be the subject of further work.

The forecasting methods presented here could be extended in several ways.
The set of models described in this paper could be used within an aggregation
of experts or ensemble methods, which might lead to more accurate forecasts.
The benefits of multi-resolution methods have been demonstrated in a context
where covariates were available at different temporal resolutions, but they could
be generalised to other multi-resolution settings, such as spatio-temporal data
or individual customer data (see e.g., Fasiolo, Wood, Zaffran, Nedellec and
Goude, 2020b for an example application of functional quantile GAMs Fasiolo,
Wood, Zaffran, Nedellec and Goude, 2020a to residential electricity demand
data). Finally, this paper focused on day-ahead daily peak magnitude and time
forecasting, but multi-resolution methods could be applied to other short-term
windows (e.g., weekly). However, estimating monthly or yearly peaks would
require a different approach, because the number of observed demand peaks
would be too low.
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