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Abstract

Adaptive control using the σ-modification provides an easily im-
plementable way to stabilize systems with uncertain or fluctuating pa-
rameters. Motivated by a specific application from neuroscience, we
extend here this methodology to nonlinear time-delay systems ruled
by globally Lipschitz dynamics. In order to make the result more
handy in practice, we provide an explicit construction of a Lyapunov–
Krasovskii functional (LKF) with linear bounds and strict dissipation
rate based on the knowledge of an LKF with quadratic bounds and
point-wise dissipation rate. When applied to a model of neuronal pop-
ulations involved in Parkinson’s disease, the benefits with respect to a
pure proportional stabilization scheme are discussed through numerical
simulations.

1 Introduction

Stabilization by proportional feedback requires setting the feedback gain
to an appropriate value, which sometimes can be challenging when faced
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with unmodelled dynamics and unknown or time-varying system parame-
ters. Adaptive control sidesteps those issues by designing controllers that
automatically adjust their gains. For high-gain stabilizable systems, a naive
approach is to initialize the control gain to a sufficiently low value and then to
progressively increase it until the control objective is reached. This method,
however, prevents the gain from decreasing and is therefore unable to cor-
rect for overestimation or to respond to changing parameters. Moreover, it
can lead to unbounded growth of the control gain (parameter drift), even in
the presence of vanishing disturbances [13].

One of the solutions to address this robustness issue is the σ-modification
[19, 13]. It consists in adding a leakage term to the update law of the control
gain. This modification was shown to guarantee boundedness of solutions for
certain classes of linear [12] and nonlinear [7] systems, as well as convergence
of the error mean value to a residual set, whose size can be made arbitrarily
small by an appropriate choice of the tuning parameter σ [10, 12].

While σ-modification has been applied to systems with input and mea-
surement delays [11, 31, 3], it was not yet shown to control nonlinear time-
delay systems. In this work, we make a first step in this direction, by
extending σ-modification to time-delay systems ruled by globally Lipschitz
dynamics. Our main requirement is the existence of a Lyapunov–Krasovskii
functional (LKF) with linear bounds and whose derivative has strict dissi-
pation rate (dissipation involving the LKF itself) along the solutions of the
system under high-gain proportional feedback. Since this requirement can
be hard to check in practice, we also provide a constructive way to gener-
ate such an LKF based on an LKF with quadratic bounds whose derivative
involves merely the current value of the solution (point-wise dissipation).

A particular field in which system parameters are highly uncertain and
fluctuating is the one of biological systems. The original motivation for the
present work is the study of a neuronal population model originally pro-
posed in [20]. Under conditions explored in [20, 24, 26], this model exhibits
oscillatory behavior, representing pathological β brain oscillations (10-30
Hz) observed in Parkinson’s disease. In this system, time delays arise due
to the non-instantaneous communication between neurons of the popula-
tions involved. Despite those delays, this model is known to be stabilizable
by scalar high-gain proportional feedback, which gave rise to novel deep
brain stimulation strategies for the treatment of parkinsonian symptoms
[8, 25, 2]. By adapting the control gain in real time, the σ-modification
strategy employed here is expected to offer better battery life, fewer side ef-
fects, and better adaptation to changing conditions than purely proportional
control. While the present study focuses on analytical results on a neuronal
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population model, an extensive performance comparison between the two
approaches was recently made on a detailed numerical model comprised of
individual neurons [6].

It is worth stressing that a preliminary version of this work was pre-
sented in [22]. Nevertheless, the proof there relied on a result on partial
stability published in [32] which turned out to be incorrect as we proved
through a counter-example in [21]. Using a significantly different proof, the
present paper corrects this flaw and additionally ensures some robustness to
exogenous disturbances.

Notation. Given x ∈ Rn, |x| denotes its Euclidean norm. D denotes
the set of all signals d : R≥0 → R that are measurable and locally essentially
bounded. Given a set I ⊂ R and a measurable essentially bounded signal
u : I → Rm, ‖u‖ := ess supt∈I |u(t)|. Given b > a, u[a,b] : [a, b] → Rm
denotes the function defined as u[a,b](t) = u(t) for all t ∈ [a, b]. Given
X ⊂ Rn, C(I,X) denotes the set of all continuous functions φ : I → X and,
given r̄ > 0, C := C([−r̄, 0],R) endowed with the sup norm. Given a signal
x : [−r̄,+∞)→ Rn and a time t ≥ 0, xt ∈ Cn denotes the history function:
xt(s) := x(t+ s) for all s ∈ [−r̄, 0].

2 A motivating neuroscience application

We start by introducing the problem that originally motivated the present
work. Consider the following model of two interacting neuronal populations:

τ1ẋ1(t) = −x1(t) + S1

(
c11x1(t− r11)− c12x2(t− r12) + u(t) + d1(t)+I1

)
,

(1a)

τ2ẋ2(t) = −x2(t) + S2

(
c21x1(t− r21)− c22x2(t− r22) + d2(t)+I2

)
, (1b)

where x1(t) and x2(t) represent the instantaneous firing rate of populations
1 and 2 at time t, meaning the number of spikes emitted by their neurons
per time unit. For each i, j ∈ {1, 2}, cij ≥ 0 represents the synaptic cou-
pling strength from population j to population i, whereas rij ≥ 0 models
axonal propagation delays from population j to population i. Population
1 is excitatory whereas population 2 is inhibitory, as indicated through the
sign with which they enter the dynamics. τ1, τ2 > 0 are time constants.
S1, S2 : R → R≥0 are the activation functions: they are typically globally
Lipschitz (often picked as sigmoids or rectification functions in computa-
tional neuroscience literature). u is a scalar control input modelling the
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impact of an artificial stimulator (for instance in deep brain stimulation).
Finally, I1, I2 ≥ 0 represent the steady background influence of the major
input structures to the modelled network, while d1, d2 ∈ D represent ex-
ogenous disturbances that may result from variations around these steady
values.

This model is based on the classical Wilson and Cowan population model
[33]. It was used in [20] to explain the origin of pathological oscillations
involved in Parkinson’s disease (although no control input was considered
in that reference) and further analysed in [23, 26]. It was then employed
in [8] to show that proportional control locally stabilizes the system when
d1 = d2 ≡ 0, thus disrupting pathological oscillations. This result was later
extended in [2] to global exponential stability.

In this paper, we will consider system (1) re-centered at the origin, which
can be achieved by the change of state variables x←[ x− x̄, where x̄ is any
equilibrium of interest for (1) for u, d1, d2 ≡ 0. In these new coordinates,
the system becomes

τ1ẋ1(t) = −x1(t) + S1

(
c11x1(t− r11)− c12x2(t− r12) + u(t) + d1(t)

)
,

(2a)

τ2ẋ2(t) = −x2(t) + S2

(
c21x1(t− r21)− c22x2(t− r22) + d2(t)

)
, (2b)

where S1, S2 : R → R are still globally Lipschitz but now satisfy S1(0) =
S2(0) = 0, witnessing the fact that (2) now has an equilibrium at the orgin
for u, d1, d2 ≡ 0. As a result, x1 and x2 no longer represent the firing rates of
the modelled structures but rather their values relative to the steady state.
In particular, they may take negative values.

The population model (2) is a rough approximation of the microscopic
dynamics resulting from neuronal activity. Estimation of its parameters
based on electrophysiological recordings is often a hard task, and gives rise to
significant uncertainty, particularly on the shape of the activation functions
Si and on the synaptic weights cij . The transmission delays rij can be known
with a decent amount of accuracy, based on the mean signal propagation
speed along the neuron’s axon and the average distance between the consid-
ered structures. Likewise, the time constants τi should have values similar
to the cell membrane time constant, which has been measured experimen-
tally in many types of neurons. But even in those relatively straightforward
cases, the estimated values would at best be crude approximations.

The result in [2, Proposition 1] ascertains that, no matter the exact
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values of the system’s parameters, a proportional control of the form

u(t) = −θx1(t) (3)

always achieves exponential stability for θ sufficiently large (in the absence of
disturbances), provided that S2 has Lipschitz constant `2 satisfying c22`2 <
1. Nevertheless, the estimation of such a proportional gain θ heavily depends
on these uncertain parameters and and the value obtained in [2] is very
conservative (in the sense that stability could be achieved with a much lower
value than this theoretical guarantee).

Thus, the problem we want to address here is the following.

Problem statement. Despite the inherent uncertainty on the parame-
ters of (2), automatically regulate the value of θ in (3) such that the closed-
loop system (2)-(3) has no steady-state oscillations when d1 = d2 ≡ 0 and
preserves this property up to an error proportional to ‖d1‖ and ‖d2‖ in their
presence.

The natural way to address this problem is to rely on adaptive control,
which has been partially extended to time-delay systems, particularly for
input delays [16], linear systems [35, 5, 1], or systems in triangular form
[17, 15, 34]. Nevertheless, since uncertainty on the dynamics in (2) may
affect any parameter involved and the very shape of the functions S1 and S2,
the representation of (2) in strict feedback form becomes problematic. More
crucially, due to its medical nature, this application requires a simple and
robust strategy that limits the reliance on accurate parameter estimation as
much as possible. These two constraints prevent the use of the cited works,
and we rather opt for the so-called σ-modification originally introduced in
[13]. Due to the presence of delays in the considered dynamics, we need to
first develop a theory for such class of systems.

3 Sigma modification for globally Lipschitz time-
delay systems

3.1 Driver’s derivative

We start by recalling the notion of derivative introduced in [4]. Consider a
nonlinear time-delay system

ẋ(t) = f0(xt), (4)
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where xt ∈ Cn is the state of the system and f0 : Cn → Rn is Lipschitz
continuous on bounded sets. Given any continuous function V : Cn → R, its
Driver derivative along the solutions of (4) is defined, for all φ ∈ Cn, as

D+
(4)V (φ) := lim sup

τ→0+

V (φ?τ )− V (φ)

τ
, (5)

where, for all τ ∈ (0, r̄), φ?τ ∈ Cn is defined as

φ?τ (s) :=

{
φ(s+ τ) if s ∈ [−r̄,−τ)
φ(0) + f0(φ)(s+ τ) if s ∈ [−τ, 0].

(6)

As shown in [27], if V is Lipschitz continuous on bounded sets and t 7→ x(t)
is a solution of (4), then the Driver derivative of V computed at xt coincides
for almost every t with the upper-right Dini derivative of t 7→ V (xt).

3.2 Stabilizability by proportional feedback

Now, consider a control system

ẋ(t) = f
(
xt, u(t), d(t)

)
(7a)

y(t) = h(xt), (7b)

where u : R≥0 → R denotes the control input, d ∈ Dm denotes a disturbance,
y is a scalar measured output, h : Cn → R is continuous and zero at zero,
and the vector field f : Cn × R× Rm → Rn satisfies the following.

Assumption 1 (Global Lipschitz). f is globally Lipschitz and satisfies
f(0, 0, 0) = 0.

In the absence of disturbances, this system is assumed to be globally
exponentially stabilizable by proportional output feedback u(t) = −θy(t),
as stated next.

Assumption 2 (High-gain prop. stabilizability). There exist θ∗ ≥ 0, a
globally Lipschitz continuous functional V : Cn → R≥0, and α, α, α > 0 such
that, for all φ ∈ Cn,

α|φ(0)| ≤ V(φ) ≤ α‖φ‖, (8)

and, given any gain θ ≥ θ∗, the Driver derivative of V along the solutions
of the closed-loop disturbance-free system

ẋ(t) = f(xt,−θy(t), 0) (9)

satisfies

D+
(9)V(φ) ≤ −αV(φ). (10)
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For a fixed θ ≥ θ∗, the existence of such LKF is equivalent to global
exponential stability of (9) [29, Theorem 2.5]. Assumption 2 thus imposes
that the system is globally exponentially stabilizable by high-gain propor-
tional feedback on y. It is, however, a more restrictive assumption, as it
requires that the LKF V is common to all θ ≥ θ∗.

It is worth stressing that Assumption 2 can sometimes be established
despite severe uncertainties on the system. For instance, we will show in
Section 5 that the neuronal population model (2) does satisfy it, provided
that `2c22 < 1 (where `2 denotes the Lipschitz constant of S2), regardless of
the values of the time constants τi, of the synaptic weights c11, c12 and c21
and of the delays rij and independently of the specific shape of the activation
functions Si.

Nevertheless, the requirement (10) is sometimes hard to achieve in prac-
tice, as the dissipation rate is required to involve the whole LKF itself. Also,
it is often more convenient to use quadratic bounds on the LKF, rather than
the linear bounds required in (8). In Section 4, we provide constructive tools
to ensure these requirements for a spectific class of LKF satisfying a point-
wise dissipation inequality. More precisely, for a class of quadratic LKF
whose dissipation rate involves only the current value of the state norm, we
construct an LKF satisfying (8) and (10). See [2] for a more thorough dis-
cussion about deducing exponential stability from a point-wise dissipation
rate.

3.3 σ-modification

In view of the strong uncertainty on the model considered in the Problem
Statement and of the conservative (if at all available) estimates of θ∗, we
rely on adaptive control with σ-modification, meaning

u(t) = −θ(t)y(t) (11a)

τθθ̇(t) = κ(y(t))− σθ(t), (11b)

where κ : R→ R≥0 denotes a locally Lipschitz function satisfying

κ(y) ≥ κ|y|, ∀y ∈ R (12)

for some κ > 0. The function κ is a design parameter whose specific choice
can improve closed-loop performance. While it is not necessary for κ to be
0 at 0, in most applications the simplest choice would be κ(y) = |y|. In that
case, with the control law (11), the control gain θ(t) increases whenever
|y(t)| > σθ(t) and decreases whenever |y(t)| < σθ(t), meaning when y(t)
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is sufficiently close to the origin (if σ is thought of as a small parameter).
These balanced effects are designed in such a way that θ(t) adjusts its value
around the lowest gain ensuring that solutions remain in a σ-vicinity of the
origin, as will be made more precise below.

As stressed in [10], σ-modification does not guarantee, in general, that
the state reaches an arbitrarily small neighborhood of the origin (for σ small
enough) and stays there indefinitely, even in delay-free context. Our objec-
tive is thus to establish the following weaker property.

Definition 1 (Practical stability in the mean). System (7) in closed loop
with (11) is said to be robustly practically stable in the mean if there exist
q, λ > 0 such that, for any σ > 0 small enough, any initial conditions
x0 ∈ Cn, any θ0 ≥ 0, and any bounded disturbance d ∈ Dm, its solutions
satisfy
 t+T

t
|x(τ)|dτ ≤ q

[
‖x0‖e−λt + ‖d‖+ 1

T
+ σ +

 t+T

t
|d(τ)|dτ

]
, ∀ t, T > 0.

(13)

In the above definition,
ffl

denotes the average of the signal over the
considered time window. More precisely, for any z ∈ D, t+T

t
z(τ)dτ :=

1

T

ˆ t+T

t
z(τ)dτ, ∀t, T ≥ 0.

This notation is employed for compactness purposes and also to bear in
mind that

ffl t+T
t z(τ)dτ does not necessarily vanish when T → +∞.

The property introduced in Definition 1 is named by analogy to the σ-
small in the mean-square sense property, described in [12, Definition A.5.7].
By comparison, σ-small in the mean square sense is a property of a signal
defined for a fixed σ, assuring similar behavior of the squared L2-norm over
a time window of length T .

Despite its apparent complexity, robust practical stability in the mean
contains relevant applicative features. In the absence of exogenous distur-
bances (meaning for d ≡ 0), it guarantees that the steady-state mean value
of the state norm over a sufficiently long window is essentially proportional
to σ. Since σ is a tuning parameter that can be picked arbitrarily small,
this justifies the “practical stability” terminology. In other words, given any
ε > 0, there exist σ∗, T ∗ > 0 such that, for all σ ∈ (0, σ∗] and all T ≥ T ∗,
any solution of the disturbance-free system satisfies

lim sup
t→+∞

 t+T

t
|x(τ)|dτ ≤ ε.
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It also ensures that, in the presence of a disturbance, this qualitative steady-
state behavior is preserved up to a term proportional to the steady-state
average of the disturbance norm.

3.4 Main result

The main contribution of this paper is to show that any Lipschitz time-delay
system that can be exponentially stabilized by proportional output feedback
is made robustly practically stable in the mean by adaptive control with σ-
modification. More precisely, we have the following result, whose proof is
provided in Section 6.1.

Theorem 1 (Stability in the mean by σ-modification). Under Assumptions
1 and 2, consider any locally Lipschitz function κ : R→ R≥0, satisfying (12)
for some κ > 0. Then:

(i) system (7) in closed loop with (11) is robustly practically stable in the
mean;

(ii) there exists a constant q > 0 such that, for each x0 ∈ Cn, each θ0 ≥ 0,
each d ∈ Dm, and each σ ∈ [0, ατθ], the corresponding solution satisfies

|x(t)| ≤ q
[
(‖x0‖+R∗(θ0)) e

−αt + 1 + ‖d‖
]
, ∀t ≥ 0,

where R∗(θ0) := min{θ0−θ∗; 0}(θ0−θ∗) and α and θ∗ are as in Assumption
2.

Property (ii) corresponds to ultimate boundedness: all solutions con-
verge exponentially to a neighborhood of the origin whose size is larger for
larger disturbance magnitudes. It is a “hard” bound, in the sense that it
provides an upper bound on the state norm at all times. Nevertheless, un-
like property (i), it guarantees no increased precision when picking a smaller
value for the parameter σ.

Property (ii) also shows that the transient overshoot is bounded by a
term that depends linearly on the initial state and on a term that involves
the initial value of the adaptive gain θ0. Note that if θ is initialized to a
value higher than θ∗, the term R∗(θ0) is zero.

4 Construction of a strict LKF with linear bounds

As already stressed, the main difficulty in applying Theorem 1 is checking
Assumption 2. Indeed, it requires not only a globally Lipschitz LKF with
linear bounds, but also a dissipation rate proportional to the LKF itself.
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Following the terminology from [2], the term αV(φ) in (10) is called a
strict dissipation rate. On the other hand, a point-wise dissipation rate refers
to the weaker requirement that D+

(9)V (φ) ≤ −α|φ(0)| for some α > 0. In

view of (8), any strict dissipation rate is a point-wise dissipation rate, but
the converse is not true. Point-wise dissipation turns out to be generally
easier to check in practice than strict dissipation, as will be seen in Section
5.

Similarly, it is often convenient to use LKF with quadratic bounds rather
than with linear bounds, as required by (8). In particular, the following
family of LKF has proved useful for a wide class of time-delay systems
(including the neuronal population model (2)):

V (φ) = φ(0)TPφ(0) +
∑

(i,j)∈J

λij

ˆ 0

−rij
φj(s)

2ds, (14)

where J ⊆ {1, . . . , l} × {1, . . . , n} with l ∈ N, rij ∈ (0, r̄], P ∈ Rn×n with
P = P T > 0, and λij ≥ 0. Such LKF are thus quadratic functionals
involving a non-delayed term plus integral terms involving the delays rij
appearing in the system dynamics.

In this section, we provide constructive tools to obtain a globally Lips-
chitz LKF with strict dissipation rate and linear bounds, from a quadratic
LKF of the form (14) with point-wise dissipation rate. To that aim, consider
a general family of parametrized time-delay systems

ẋ(t) = g(xt, θ), (15)

where θ ∈ Θ ⊂ R, xt ∈ Cn, and g : Cn × R→ Rn satisfies the conditions for
existence and uniqueness of solutions (see for instance [9, Theorem 2.3, p.
42]). It is worth stressing that none of the results presented in this section
require global Lipschitz continuity of g.

4.1 From point-wise to strict dissipation

Several tricks exist to obtain a strict dissipation rate from a point-wise one.
One of these tricks consists in adding an exponential function in the kernel
of the integral terms of (14), see for instance [28, 14, 18]. The next lemma,
proved in Section 6.2, shows that this ad hoc trick actually works for any
quadratic LKF of the form (14). In other words, for that class of LKF, this
result provides a systematic constructive way to obtain a strict LKF based
on an LKF with a merely point-wise dissipation rate.
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Lemma 1 (From point-wise to strict). Assume that there exist α > 0 and
a functional V : Cn → R≥0 of the form (14) such that, for all φ ∈ Cn and
all θ ∈ Θ,

D+
(15)V (φ) ≤ −α|φ(0)|2. (16)

Then there exist c, α0 > 0 and p > 1 such that the functional defined as

W (φ) =φ(0)TPφ(0) + p
∑

(i,j)∈J

λij

ˆ 0

−rij
ecsφj(s)

2ds (17)

satisfies, for all φ ∈ Cn and all θ ∈ Θ,

D+
(15)W (φ) ≤ −α0W (φ).

4.2 From quadratic bounds to linear bounds

Now, in order to satisfy Assumption 2, we want to show that we can con-
struct a globally Lipschitz LKF with linear bounds from an LKF with
quadratic bounds. This is done with the following result.

Lemma 2 (From quadratic to linear bounds). Assume that there exist α0,
α0, α0 > 0 and a functional W : Cn → R≥0 of the form (17) satisfying, for
all φ ∈ Cn and all θ ∈ Θ,

W (φ) = 0 ⇒ g(φ, θ) = 0 (18)

D+
(15)W (φ) ≤ −α0W (φ). (19)

Then there exist α, α, α > 0 such that the functional V :=
√
W is globally

Lipschitz and satisfies, for all φ ∈ Cn and all θ ∈ Θ,

α|φ(0)| ≤ V(φ) ≤ α‖φ‖, (20a)

D+
(15)V(φ) ≤ −αV(φ). (20b)

The proof of this lemma is provided in Section 6.3. Although this re-
sult is not surprising, the main difficulty in that proof is to show that the
constructed LKF V =

√
W is globally Lipschitz.

4.3 σ-modification with quadratic LKF and point-wise dissi-
pation

The above two lemmas allow to replace Assumption 2 by the following.
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Assumption 3 (High-gain proportional stabilizability). There exist θ∗ ≥ 0,
α > 0, and a functional V : Cn → R≥0 of the form (14) such that, given any
gain θ ≥ θ∗, the Driver derivative of V along the solutions of the disturbance-
free closed-loop system (9) satisfies

D+
(9)V (φ) ≤ −α|φ(0)|2. (21)

Then we have the following corollary, which is more conservative than
Theorem 1 (as it imposes a particular structure on the LKF) but easier to
use in practice. It readily follows from Theorem 1 and Lemmas 1 and 2.

Corollary 1 (σ-modification, revisited). Under Assumptions 1 and 3, the
conclusions (i) and (ii) of Theorem 1 remain valid.

5 Application to neuronal populations

5.1 Theoretical result

We now apply these theoretical results to the model of neuronal populations
introduced in Section 2. We consider the following adaptive control law:

u(t) = −θ(t)x1(t) (22a)

τθθ̇(t) = |x1(t)| − σθ(t), (22b)

with τθ > 0 and σ ≥ 0, which is nothing else than (11) with κ(x1) = |x1|.
This adaptive control law fits the constraint imposed in Problem Statement,
as it relies only on the measurement of x1. It is expected to self-tune the
value of the gain θ to achieve a correct oscillation attenuation with reason-
able over-estimation due to the presence of the dissipation term −σθ(t) in
(22b), thus leading to lower energy consumption than proportional control,
and to cope better with parameter modifications corresponding for instance
to disease evolution, as will be discussed through simulations in Section 5.2.
Based on the development presented in the previous sections, we have the
following result whose proof is provided in Section 6.4.

Proposition 1 (Neuronal populations). For each i, j ∈ {1, 2}, let cij , rij ≥
0 and τi > 0. Assume that Si : R → R are non-decreasing globally Lips-
chitz functions satisfying Si(0) = 0 and that the Lipschitz constant `2 of S2
satisfies

c22`2 < 1. (23)
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Then system (2) in closed loop with (22) is globally practically stable in the
mean and there exists σ̄ > 0 such that, for any σ ∈ [0, σ̄), its solutions are
bounded.

In the absence of disturbances (namely, for d1 = d2 ≡ 0), this result
ensures that the mean amplitude steady-state oscillations over a sufficiently
long time window can be made arbitrarily small by choosing σ small enough.
In the presence of disturbances, the same qualitative behavior is preserved
up to a term proportional to their magnitude. While the adaptive law
does not guarantee exact disappearance of steady-state oscillations (unlike
proportional control), we believe that this result satisfactorily answers the
problem stated in Section 2.

It is worth stressing that Proposition 1 requires very little knowledge
on the dynamics ruling (2). No information on the delays rij or on the
time constants τi is required. None of the synaptic weights cij needs to be
known in the design of the control law. In the same way, the activation
function S1 can be any non-decreasing Lipschitz function satisfying S1(0) =
0. The only constraint lies in condition (23), which allows a greater c22 if
the Lipschitz constant of S2 is smaller. Note that this condition requires no
precise knowledge on the shape of S2, but only on its maximal slope.

Condition (23) was also the main requirement in [2, Proposition 1] to
ensure global exponential stability of (22) using the proportional control u =
−θx1. With no extra assumption, Proposition 1 states that this oscillation
disruption can also be achieved using an adaptive law.

5.2 Simulations

In order to illustrate the behavior of (2) in closed loop with the adaptive
controller (22) and compare its performance with respect to proportional
control, we run numerical simulations with the following activation functions
Si:

Si(x) :=
mibi

bi + e
−4x
mi (mi − bi)

− bi.

For any mi, bi > 0, this function is nondecreasing, Lipschitz with Lipschitz
constant 1 and satisfies Si(0) = 0, as required by Proposition 1.

The parameters used in the simulations are: r11 = 0 ms, r12 = r21 =
6 ms, r22 = 4 ms, c11 = 0, c12 = 10.7, c21 = 20, c22 = 0.9, m1 = 300,
m2 = 400, b1 = 17, b2 = 75, τ1 = 6 ms, τ2 = 14 ms, and τθ = 20 ms.
In particular, condition (23) is fulfilled. All simulations were performed in
Python using forward Euler method with time-step 0.05 ms.
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The neuronal population (2) was simulated under the σ-modification
adaptive control law (22). The disturbance d in (2) was taken as a piecewise
constant function, randomly sampled every 2 ms from a uniform distribution
on [−D,D]2, D ≥ 0. In all simulations, the adaptive gain was initialized
with θ0 = 0.

The performance of (22) in the absence of disturbance (D = 0) is pre-
sented in Figure 1 for a controller parameter σ = 0.03. Initially (t < 200 ms),
the controller is turned off and the system exhibits self-sustained oscillations,
characteristic of parkinsonian activity [20]. At t = 200 ms, the controller is
switched on. The adaptive gain θ progressively increases and oscillations in
both x1 and x2 are significantly reduced. The gain eventually settles at a
steady-state value, slightly below the minimal gain that assures global ex-
ponential stability, explaining the persistence of the remaining steady-state
oscillations. The convergence of θ close to the minimal value guarantee-
ing oscillations disruptions suggests that the proposed adaptive controller
self-tunes the gain in a way that limits the intensity of the delivered stim-
ulation, which constitutes a promising feature in terms of side effects and
energy consumption.

In order to systematically study the behavior of the closed-loop system,
Figure 2 reports the magnitude of the state oscillations, calculated as the
peak-to-peak amplitude of |x(t)| over the final 2000 ms of the simulation
averaged over 20 runs, as a function of the control parameter σ and for dif-
ferent disturbance amplitudes D. It is clearly visible that the amplitude of
steady-state oscillations can be arbitrarily reduced (up to a factor “propor-
tional” to the disturbance amplitude) by an appropriate choice of σ. This
steady-state amplitude reaches 0 for σ = 0 and D = 0. This confirms the
theoretical expectations of Proposition 1.

The adaptive controller is also capable of dealing with changes in the sys-
tem itself, which may result from progression of the disease or changes in the
electrode-tissue interface. In order to illustrate this, we have simulated the
progression of the disease and the corresponding increase of the pathological
oscillations by increasing the synaptic coupling between the two populations,
in the same spirit as in the original paper [20]. Figure 3 shows the system
(2) in closed loop with (22) in the presence of disturbances (D = 75). In
the initial part of the simulation (t < 1.25 s), both the adaptive controller
(22) (top plot) and a purely proportional controller with θ = 55 (middle
plot) show similar performance and the adaptive gain θ actually converges
to 55. However, after the coupling constants c12 and c21 are increased at
t = 1.25 s, the adaptive controller outperforms the proportional controller
in terms of oscillations attenuation by automatically adjusting its gain θ to
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Figure 1: Illustration of the adaptive controller (22) applied to (2) without
disturbances. For t < 200 ms the controller is off and the system exhibits
self-sustained oscillations. At t = 200 ms the controller is turned on and
the oscillations amplitude is greatly reduced. The dashed purple line in the
bottom plot is the approximate value of the minimal constant stabilizing
gain θ for the system with no disturbance (estimated via simulations). It
should not be confused with the theoretical estimate θ∗ obtained from (50),
which is approximately 1.47 108 (not shown in the plot).
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Figure 2: Steady-state peak-to-peak amplitude of the state norm |x(t)| as
a function of the control parameter σ, for different amplitudes D of the
additive disturbance d. The red dot on the plot represents the conditions
corresponding to Figure 1.
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a higher value. In fact, the L2 norm of the state variable x over the final
1000 ms of the simulation under adaptive stimulation is approximately half
the value achieved under proportional stimulation (16.8 versus 47.6 in the
case presented in Figure 3).

A much deeper discussion of the benefits of the σ-modification adap-
tive control for closed-loop deep brain stimulation in Parkinson’s disease, in
terms of energy consumption, robustness to changing conditions, and practi-
cal implementability, is available in [6]. In that paper, the proposed strategy
was tested on a detailed numerical model of the brain structures involved
(networks of conductance-based neurons, rather than population dynamics).

5.3 Unknown equilibrium

Assumption 1 stipulates that the vector field f governing the behaviour
of the considered system has an equilibrium at 0. In Section 2 we claim
that the system can be re-centered at the origin by a change of variables,
so that x represent variations of the firing rates around that equilibrium.
Nevertheless, the proposed adaptive control law (22) is based on x1, and
not on the actual firing rate in the STN population. In other words, the
implementation of the adaptive control law implicitly assumes knowledge of
the equilibrium value of the system, which might be hard, if not impossible,
to find in the context of the neural populations that are the motivating
example for this paper.

This practical limitation, while not yet overcome by our theoretical re-
sults, can be circumvented by either estimating the equilibrium using a low-
pass filtered version of x1, as in [30] or using an altogether different error
signal y in (11).

One such y(t) that shows promising result in simulations is the “instan-
taneous” peak-to-peak amplitude of the STN firing rate, namely

y(t) = max
s∈[−T,0]

x1(t+ s)− min
s∈[−T,0]

x1(t+ s), (24)

where T is a window length to be chosen and x1 is here understood as the
first state variable of the (not re-centered) model (1). Ideally, the value of T
should be the length of one cycle of the pathological oscillation that we want
to disrupt, to preserve the responsiveness of the controller while making sure
that we respond to the actual magnitude of the oscillations. Note that such
a peak-to-peak amplitude of the STN firing rate is realistically accessible to
measurement.

The behaviour of the original system (1) in closed loop (11) with κ(y) =
|y|, using this peak-to-peak signal amplitude is illustrated in Figure 4. The
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Figure 3: Comparison of the response to change in system parameters under
adaptive and proportional control. The initial conditions are the same as for
simulations used to obtain Figure 1 but with additional noise (D = 75). At
t = 1.25 s, the connectivity constants c12 and c21 are increased by 50% and
10%, respectively. The adaptive controller (top plot) disrupts the oscillations
to a higher degree than the purely proportional controller (middle plot) by
increasing the value of the controller gain θ (bottom plot).
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values represented in the plot correspond to the firing rates x1 and x2 in
spikes per second, with the activation functions

Si(x) :=
mibi

bi + e
−4x
mi (mi − bi)

(25)

and the exogenous constant inputs set to I1 = 65.34 and I2 = −30.2, which
corresponds to the diseased dynamics described in [20]. The window length
for calculating the peak-to-peak amplitude is T = 80 ms, to capture a full
pseudo-period of the '13 Hz steady-state oscillation and the remaining pa-
rameters are identical to the parameters used for Figure 1. We can see that
the controller with the modified error signal achieves the goal of reducing
the magnitude of the pathological oscillations and autonomously regulates
the proportional gain θ to a level that assures disruption of the oscillations.

6 Proofs

6.1 Proof of Theorem 1

System (7) in closed loop with (11) can be compactly written as

ẋ(t) = f
(
xt,−θy(t), d(t)

)
(26a)

θ̇(t) = κ(y(t))− σθ(t). (26b)

Denoting by θt the history function for θ, we can see the above closed-loop
system as evolving in Cn+1 and having (xt, θt) as state. Consider the LKF
W : Cn+1 → R≥0 defined as

W(φ, ϑ) = V(φ) + ρ
τθ
2
R∗(ϑ(0)), (27)

where V is as in Assumption 2 and ρ > 0 is a parameter to be chosen later.
In the whole proof, φ should be thought of as xt when evaluated along the
solutions, whereas ϑ represents θt, and δ stands for d(t). We recall that
R∗(θ) = min{θ − θ∗; 0}(θ − θ∗) ≥ 0 for all θ ∈ R. Then, in view of (8), W
satisfies

α|φ(0)| ≤ W(φ, ϑ) ≤ α‖φ‖+
ρτθ
2
R∗(ϑ(0)). (28)

Whenever ϑ(0) ≥ θ∗, it holds that W(φ, ϑ) = V(φ) and, since dR∗(θ)
dθ

∣∣∣
θ=θ∗

=

0, it also holds that D+
(26)W = D+

(26a)V. Moreover, Assumption 2 guarantees
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Figure 4: Illustration of the adaptive controller (11) applied to (1) with the
original activation functions from [20] and the system output y(t) calculated
as in (24) with T = 80 ms. The top plot shows the firing rates x1 and x2, the
middle plot the time evolution of the proportional gain θ and the bottom
plot the output y, which is used in the controller (11) in lieu of x1(t).
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that, along the disturbance-free system,

D+
(9)V ≤ −αV(φ). (29)

Recalling the definition of Driver’s derivative (5)-(6), define

φ?τ,ϑ,δ(s) :=

{
φ(s+ τ) if s ∈ [−r̄,−τ)
φ(0)+f

(
φ,−ϑ(0)h(φ), δ

)
(s+ τ) if s ∈ [−τ, 0],

where we explicitly mentioned the ϑ- and δ-dependency in the subscript.
Observing that the vector field of (26a) coincides with that of (9) whenever
d = 0, it holds that, for ϑ(0) ≥ θ∗,

D+
(26)W = D+

(26a)V

= lim sup
τ→0+

1

τ

(
V(φ?τ,ϑ,0)− V(φ) + V(φ?τ,ϑ,δ)− V(φ?τ,ϑ,0)

)
≤ D+

(9)V(φ) + lim sup
τ→0+

1

τ

∣∣V(φ?τ,ϑ,δ)− V(φ?τ,ϑ,0)
∣∣

≤ −αV(φ) + lim sup
τ→0+

`V
τ
‖φ?τ,ϑ,δ − φ?τ,ϑ,0‖, (30)

where the last inequality comes from (29), `V > 0 denoting the Lipschitz
constant of V as ensured by Assumption 2. Since φ?τ,ϑ,δ and φ?τ,ϑ,0 coincide
over [−r,−τ), it holds that

‖φ?τ,ϑ,δ − φ?τ,ϑ,0‖ = sup
s∈[−τ,0]

|φ?τ,ϑ,δ(s)− φ?τ,ϑ,0(s)|

= sup
s∈[−τ,0]

∣∣∣f(φ,−ϑ(0)h(φ), δ
)
− f

(
φ,−ϑ(0)h(φ), 0

)∣∣∣(s+ τ).

Since f is globally Lipschitz (Assumption 1), it follows that there exists a
constant `f > 0 such that

‖φ?τ,ϑ,δ − φ?τ,ϑ,0‖ ≤ sup
s∈[−τ,0]

`f |δ|(s+ τ) ≤ `f |δ|τ.

Combining this with (30), we conclude that

ϑ(0) ≥ θ∗ ⇒ D+
(26)W ≤ −αV(φ) + `V`f |δ|. (31)

On the other hand, when ϑ(0) < θ∗, W(φ, ϑ) = V(φ) + ρτθ
2 (ϑ(0)− θ∗)2 and

its derivative along solutions of (26) satisfies

D+
(26)W = D+

(26a)V + ρ(ϑ(0)− θ∗)
(
κ(h(φ))− σϑ(0)

)
= D+

(26a)V + ρ
(
− |ϑ(0)− θ∗|κ(h(φ))− σϑ(0)2 + σϑ(0)θ∗

)
≤ D+

(26a)V + ρ
(
−κ|ϑ(0)− θ∗||h(φ)| − σ

2
ϑ(0)2 +

σ

2
θ∗2
)
, (32)
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where we used (12). With a slight abuse of notation, let φ?τ,θ∗,δ denote φ?τ,ϑ,δ
for ϑ(·) ≡ θ∗. Proceeding as above, it holds that

D+
(26a)V

= lim sup
τ→0+

1

τ

(
V(φ?τ,θ∗,0)− V(φ) + V(φ?τ,ϑ,δ)− V(φ?τ,θ∗,0)

)
≤ −αV(φ) + lim sup

τ→0+

1

τ

∣∣V(φ?τ,ϑ,δ)− V(φ?τ,θ∗,0)
∣∣

≤ −αV(φ) + lim sup
τ→0+

`V
τ
‖φ?τ,ϑ,δ − φ?τ,θ∗,0‖, (33)

where the negative term comes from Assumption 2. Since φ?τ,ϑ,δ and φ?τ,θ∗,0
coincide over [−r,−τ), it holds that

‖φ?τ,ϑ,δ − φ?τ,θ∗,0‖ = sup
s∈[−τ,0]

|φ?τ,ϑ,δ(s)− φ?τ,θ∗,0(s)|

= sup
s∈[−τ,0]

∣∣∣f(φ,−ϑ(0)h(φ), δ
)
− f

(
φ,−θ∗h(φ), 0

)∣∣∣(s+ τ)

≤ `f
(
|ϑ(0)− θ∗| |h(φ)|+ |δ|

)
τ.

Plugging that back into (33), we get

D+
(26a)V ≤ −αV(φ) + `V`f

(
|ϑ(0)− θ∗| |h(φ)|+ |δ|

)
.

It follows from (32) that

D+
(26)W ≤ − αV(φ) + `V`f

(
|ϑ(0)− θ∗| |h(φ)|+ |δ|

)
+ ρ

(
−κ|ϑ(0)− θ∗||h(φ)| − σ

2
ϑ(0)2 +

σ

2
θ∗2
)
.

By picking ρ = `V`f/κ, we obtain that

D+
(26)W ≤ −αV(φ) +

ρ

2
σθ∗2 + `V`f |δ| (34)

whenever ϑ(0) < θ∗. In view of (31), this bound is also valid for the case
when ϑ(0) ≥ θ∗. In other words, (34) is true everywhere.

Now we proceed to show (ii). The set

E :=
{

(φ, ϑ) ∈ Cn+1 : ϑ(0) ≥ 0
}

is forward invariant for (26). To see this, observe that θ(t0) ≥ 0 for some
t0 ≥ 0 implies by (26b) and the non-negativity of κ that θ(t) ≥ 0 for all
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t ≥ t0. In addition, if ϑ(0) ≥ θ∗ then R∗(ϑ(0)) = 0 whereas, for ϑ(0) < θ∗,
R∗(ϑ(0)) = (ϑ(0) − θ∗)2 ≤ θ∗2 for all (φ, ϑ) ∈ E. It follows from (28) that,
for all (φ, ϑ) ∈ E,

V(φ) ≤ W(φ, ϑ) ≤ V(φ) +
ρτθ
2
θ∗2. (35)

Hence, (34) ensures that, for all (φ, ϑ) ∈ E,

D+
(26)W ≤ −αW(φ) + αρτθθ

∗2 + `V`f |δ|,

where we used the inequality σ ≤ ατθ as assumed in the statement. Inte-
grating along solutions of (26) over their maximal interval of existence [0, b),
b ∈ (0,+∞], we get that

W(xt, θt) ≤ W(x0, θ0)e
−αt + ρτθθ

∗2 +
`V`f
α
‖d‖. (36)

Using (28), we conclude that, for all t ∈ [0, b),

α|x(t)| ≤
(
α‖x0‖+

ρτθ
2
R∗(ϑ(0))

)
e−αt + ρθ∗2τθ +

`V`f
α
‖d‖.

This shows in particular that no finite escape time can occur, meaning that
b = +∞ (see [9, Theorem 3.1, p. 42]). Item (ii) follows by picking any q
large enough that

q ≥ 1

α
max

{
α ,

ρτθ
2
, ρθ∗2τθ ,

`V`f
α

}
. (37)

Next we proceed to show (i). From (34) and (28), it holds that

D+
(26)W ≤ −αα|φ(0)|+ ρ

2
σθ∗2 + `V`f |δ|,

meaning that, along solutions of (26),

D+
(26)W(xt, θt) ≤ −αα|x(t)|+ ρ

2
σθ∗2 + `V`f |d(t)|.

Integrating both sides we get that, for any t, T ≥ 0,

αα

ˆ t+T

t
|x(τ)|dτ ≤ W(xt, θt) +

ρ

2
σθ∗2T + `V`f

ˆ t+T

t
|d(τ)|dτ.
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Using (36) and then (35), it follows that

αα

ˆ t+T

t
|x(τ)|dτ ≤W(x0, θ0)e

−αt + ρθ∗2τθ +
`V`f
α
‖d‖

+
ρ

2
σθ∗2T + `V`f

ˆ t+T

t
|d(τ)|dτ

≤
(
α‖x0‖+

ρτθ
2
θ∗2
)
e−αt + ρθ∗2τθ +

`V`f
α
‖d‖

+
ρ

2
σθ∗2T + `V`f

ˆ t+T

t
|d(τ)|dτ.

Rearranging terms we obtain

 t+T

t
|x(τ)|dτ ≤ 1

ααT

[
α‖x0‖e−αt + 2ρτθθ

∗2 +
`V`f
α
‖d‖
]

+
ρθ∗2

2αα
σ +

`V`f
αα

 t+T

t
|d(τ)|dτ.

This establishes (i) for any q satisfying

q ≥ 1

αα
max

{
α , 2ρτθθ

∗2 ,
`V`f
α

,
ρθ∗2

2
, `V`f

}
.

The conclusion follows by picking q large enough to fulfill both this and (37).

6.2 Proof of Lemma 1

In view of (14) and (17), W reads

W (φ) = V (φ) +
∑

(i,j)∈J

λij

ˆ 0

−rij
(pecs − 1)φj(s)

2ds.

By definition of Driver’s derivative and by the sub-additivity of the lim sup,
we have that

D+
(15)W (φ) ≤ D+

(15)V (φ) +
∑

(i,j)∈J

λijD
+
(15)Wij(φ), (38)

where Wij(φ) :=
´ 0
−rij (pe

cs − 1)φj(s)
2ds. Given φ ∈ Cn and θ ∈ Θ, define

φ̂ : [−r,+∞)→ Rn by φ̂(s) = φ(s) for s ≤ 0 and φ̂(s) = φ(0) + sg(φ, θ) for
s > 0. From (6), it follows that φ̂(τ + s) = φ?τ (s) for every s ∈ [−r̄, 0] and
every τ ∈ [0, r̄].
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Consequently,

D+
(15)Wij(φ)

= lim sup
τ→0+

1

τ

(ˆ 0

−rij
(pecs − 1)φ?τ,j(s)

2ds−
ˆ 0

−rij
(pecs − 1)φj(s)

2ds

)

= lim sup
τ→0+

1

τ

(ˆ 0

−rij
(pecs − 1) φ̂j(s+ τ)2ds−

ˆ 0

−rij
(pecs − 1) φ̂j(s)

2ds

)

= lim sup
τ→0+

1

τ

(ˆ τ

τ−rij

(
pec(s−τ) − 1

)
φ̂j(s)

2ds−
ˆ 0

−rij
(pecs − 1) φ̂j(s)

2ds

)
.

(39)

Since φ̂ is continuous, the lim sup on the right-hand side of (39) coincides
with the upper-right derivative of τ 7→

´ τ
τ−rij

(
pec(s−τ) − 1

)
φ̂j(s)

2ds at τ =

0, that is,

D+
(15)Wij(φ) = (p− 1)φj(0)2 − (pe−crij − 1)φj(−rij)2

− cp
ˆ 0

−rij
ecsφj(s)

2ds. (40)

Combining (16), (38), and (40), we get that

D+
(15)W (φ) ≤− α|φ(0)|2 + (p− 1)

∑
(i,j)∈J

λijφj(0)2

−
∑

(i,j)∈J

(
α+ λij(pe

−crij − 1)
)
φj(−rij)2

− cp
∑

(i,j)∈J

λij

ˆ 0

−rij
ecsφj(s)

2ds. (41)

Notice that, since p > 1 by assumption,

(p− 1)
∑

(i,j)∈J

λijφj(0)2 ≤ (p− 1)λ̄|φ(0)|2,

where λ̄ := max(i,j)∈J λij . Pick p > 1 in such a way that α− λ̄(p− 1) ≥ α/2
(a possible choice being p = 1 + α/2λ̄). Then, letting pM > 0 denote the
maximal eigenvalue of P , we get that

−α|φ(0)|2 + (p− 1)
∑

(i,j)∈J

λijφj(0)2 ≤ − α

2pM
φ(0)TPφ(0).
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Pick c > 0 in such a way that α+λij(pe
−crij−1) ≥ 0 for every (i, j) ∈ J (for

instance, we can choose c = ln(p)/r̄, where r̄ := max(i,j)∈J rij > 0). Then,
substituting into (41), we get

D+
(15)W ≤−

α

2pM
φ(0)TPφ(0)− cp

∑
(i,j)∈J

ˆ 0

−rij
ecsφj(s)

2ds

≤−min

{
α

2pM
, c

}
W (φ).

The conclusion follows with

α0 := min

{
α

2pM
, c

}
= min

{
α

2pM
,
1

r̄
ln
(

1 +
α

2λ̄

)}
.

6.3 Proof of Lemma 2

Les W be as in (17). Then it readily holds that

α0|φ(0)|2 ≤W (φ) ≤ α0‖φ‖2 (42)

with α0 = pm and α0 = pM + pλ̄r̄J#, where pm and pM are respectively the
minimum and maximum eigenvalue of P , λ̄ = max(i,j)∈J λij , and J# is the
number of elements in J . Taking square root of both sides of the inequalities
of (42) we recover (20a) with α =

√
α0 and α =

√
α0.

For all φ ∈ Cn such that W (φ) = 0, (18) ensures that g(φ, θ) = 0 for
every θ ∈ Θ. Computation of Driver’s derivative leads to D+

(15)V(φ) = 0,

which establishes (20b) given any α > 0 since V(φ) = 0. For all φ such that
W (φ) > 0, we rely on the following chain rule result.

Lemma 3. For every continuous nondecreasing ϕ : R≥0 → R and every
locally Lipschitz function W : Cn → R, the Driver derivative of ϕ ◦ W
satisfies

D+
(15)(ϕ ◦W )(φ) ≤ D+

(15)W (φ)ϕ′(W (φ)), (43)

for all φ ∈ Cn for which ϕ is differentiable at W (φ).

The result is just an adaptation of [14, Lemma 6], which required in
addition that ϕ is continuously differentiable (in which case (43) holds for
all φ ∈ Cn).

Recall that we are left to consider the case W (φ) > 0, for which ϕ(·) =
√
·

is differentiable at W (φ). From Lemma 3 we get that

D+
(15)V(φ) = D+

(15)

√
W (φ) ≤ 1

2
√
W (φ)

D+
(15)W (φ).
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Using (15), it follows that

D+
(15)V(φ) ≤ − α0

2
√
W (φ)

W (φ) = −α0

2
V(φ),

from which we deduce (20b) with α = α0/2.
We are only left to show that V is globally Lipschitz. To that aim,

observe the following.

Fact 1. Given any φ0, φ1 ∈ Cn, the function a : [0, 1]→ R≥0 defined as

a(ξ) := V
(
φ0 + ξ(φ1 − φ0)

)
is Lipschitz continuous on [0, 1].

Proof. For conciseness, let

φξ := φ0 + ξ(φ1 − φ0). (44)

If φξ 6= 0 for every ξ ∈ [0, 1], then a is Lipschitz as a composition of two
Lipschitz functions (W restricted to a bounded set and square root on a
closed interval not containing 0). Otherwise, there exists ξ̄ ∈ [0, 1] such that
a(ξ̄) = 0. By considering the function a(·) separately on the two intervals
[0, ξ̄] and [ξ̄, 1] we easily reduce the problem to the case where ξ̄ = 0, i.e.,
φ0 = 0. Then, using (17), for any ξ ∈ [0, 1],

a(ξ) =
√
W (ξφ1) = ξ

√
W (φ1),

proving the Lipschitz continuity of a.

From the definition of a it holds that V(φ1)−V(φ0) = a(1)−a(0). From
Lemma 1, a′ is defined almost everywhere and V(φ1)− V(φ0) =

´ 1
0 a
′(ξ)dξ.

In particular,

|V(φ1)− V(φ0)| ≤
ˆ 1

0
|a′(ξ)|dξ. (45)

Let φξ be defined as in (44). Wherever φξ 6= 0 the derivative of a reads

a′(ξ) =

d
dξW (φξ)

2
√
W (φξ)

=
1√

W (φξ)

(
φTξ (0)P (φ1(0)− φ0(0)) (46)

+ p
∑

(i,j)∈J

λij

ˆ 0

−rij
ecs(φ1,j − φ0,j)(s)φξ,j(s)ds

)
.
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Letting pm and pM denote the minimal and maximal eigenvalues of P , it
holds that ∣∣∣∣∣φTξ (0)P (φ1(0)− φ0(0))√

W (φξ)

∣∣∣∣∣ ≤
∣∣∣φTξ (0)P (φ1(0)− φ0(0))

∣∣∣√
φTξ (0)Pφξ(0)

≤
pM |φξ(0)||φ1(0)− φ0(0)|

√
pm|φξ(0)|

≤ c0‖φ1 − φ0‖, (47)

where c0 := pM√
pm

. Similarly, for the integral terms:

Iij :=

∣∣∣∣∣∣
´ 0
−rij e

cs(φ1,j − φ0,j)(s)φξ,j(s)ds√
W (φξ)

∣∣∣∣∣∣ (48)

≤ 1√
pλij

∣∣∣´ 0
−rij e

cs(φ1,j − φ0,j)(s)φξ,j(s)ds
∣∣∣√´ 0

−rij e
csφξ,j(s)2ds

.

By the Cauchy-Schwarz inequality, we have∣∣∣∣∣
ˆ 0

−rij
ecs(φ1,j − φ0,j)(s)φξ,j(s)ds

∣∣∣∣∣
≤

√ˆ 0

−rij
ecsφξ,j(s)2ds

√ˆ 0

−rij
ecs(φ1,j − φ0,j)(s)2ds,

implying that

Iij ≤
1√
pλij

√ˆ 0

−rij
ecs(φ1,j − φ0,j)(s)2ds

≤ rij√
pλij
‖φ1,j − φ0,j‖

≤ nrij√
pλij
‖φ1 − φ0‖. (49)

Combining (47), (48) and (49), we get from (46) that, for almost every
ξ ∈ [0, 1],

|a′(ξ)| ≤
(
c0 + nr̄

√
pλ̄

)
‖φ1 − φ0‖,

where r̄ = max(i,j)∈J rij and λ̄ = max(i,j)∈J λij . Global Lipschitz continuity
of V then follows from (45).
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6.4 Proof of Proposition 1

It was shown in the proof of [2, Theorem 1] that there exists an LKF V , of
the form (14), such that (21) holds with α = 1−c22

2 for any θ ≥ θ∗ with

θ∗ := 8

(
c211 +

4c212c
2
21

(1− c22`2)2

)
. (50)

This shows that Assumption 3 is satisfied. Assumption 1 is also fulfilled since
S1 and S2 are globally Lipschitz. The conclusion follows from Corollary 1.
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