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Figure 1: Examples of virtual crowds stimuli: (left) 250 characters animated with 1 female and 1 male motion, (centre) 500 characters animated with 25 female and 25 male synthetic motions, (right) 1000 characters animated with 500 female and 500 male synthetic motions (i.e. a unique motion per character).

ABSTRACT

Virtual human crowds are regularly featured in movies and video games. With a large number of virtual characters each behaving in their own way, spectacular scenes can be produced. The more diverse the characters and their behaviors are, the more realistic the virtual crowd is expected to be perceived. Hence, creating virtual crowds is a trade-off between the cost associated with acquiring more diverse assets, namely more virtual characters with their animations, and achieving better realism. In this paper, our focus is on the perceived variety in virtual crowd character motions. We present an experiment exploring whether observers are able to identify virtual crowds including motion clones in the case of large-scale crowds (from 250 to 1000 characters). As it is not possible to acquire individual motions for such numbers of characters, we rely on a state-of-the-art motion variation approach to synthesize unique variations of existing examples for each character in the crowd. Participants then compared pairs of videos, where each character was animated either with a unique motion or using a subset of these motions. Our results show that virtual crowds with more than two motions (one per gender) were perceptually equivalent, regardless of their size. We believe these findings can help create efficient crowd applications, and are an additional step into a broader understanding of the perception of motion variety.

CCS CONCEPTS
- Computing methodologies → Motion capture; Perception;
- Human-centered computing → User studies.
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1 INTRODUCTION

Crowds are a common occurrence in human societies. When they appear in visual entertainment, the sheer number of characters on screen, each ideally looking and behaving differently while interacting with each other, produces spectacular and lively scenes. Until recent decades, hundreds if not thousands of extras needed to be hired and coordinated to capture a scene featuring a large crowd. With the development of computer graphics and visual
effects, crowds can nowadays be recreated in a virtual environment, and composited into movies or included in interactive applications.

However, what makes crowds appealing also makes them difficult to recreate in virtual environments. Animating and rendering such a large number of characters is often resource intensive, as every character of the simulated crowd is ideally unique in appearance and behaviour. Dedicated techniques are therefore required, e.g., for simulating crowd trajectories [van Toll and Pettré 2021], creating distinct character appearances [McDonnell et al. 2008, 2009b], animating the characters [Hoyet et al. 2016], rendering the crowd [Beacco et al. 2016; Dobbyn et al. 2005], etc. However, as capturing or creating the appearance and animation of every single character would defeat the purpose of crowd simulation, virtual crowds are usually created from a smaller set of characters, by using the same characters multiple times, potentially using procedural variations [McDonnell et al. 2008, 2009b]. In this context, identical instances of characters are referred to as clones. When their motion is identical, but their appearance is different, they are referred to as motion clones. The smaller the set of original characters and individual motions, the more clones will be displayed and the more uniform the crowd will look, which may impair visual realism.

In this paper, we focus on the perception of motion variety in virtual crowds. Introducing more varied motions comes at a cost, both in terms of acquisition and runtime performance. Hence, knowing just how many motions is enough for a crowd to be realistic is a valuable information when trying to design efficient crowd applications. In the context of small-scale crowds (maximum 24 characters), Pražák and O’Sullivan [2011] showed that using only three different motions can be sufficient to make a crowd look varied. However, it is unclear whether these results would remain valid for large scale crowds, as displaying more characters could make clones easier to spot or influence their perception in other, unforeseen manners. Our goal is therefore to investigate the perception of motion clones in large-scale crowds (up to 1000 characters). Further motivation is provided by the findings of McDonnell et al. [2008], which showed that motions clones that appeared more often were also more quickly spotted. However, as it is still impossible to acquire unique individual motions for such numbers of characters, we are also interested in exploring whether statistics-based methods for creating motion variations can be used to increase the visual variety and realism of such large-scale crowds.

To explore these questions, we generated virtual character crowd scenes using full-body walking motions synthesized using a statistics-based approach [Ma et al. 2010] from a motion captured database of 43 actors (20F, 23M). We then conducted an online experiment where participants were presented with video pairs of crowd scenes. On one video of each pair, every character was animated with a unique synthesized motion, while on the other video the characters’ animations were a subset of these motions. The participants’ task was to select the video which they considered had the most unique motion variations. In our results, crowds with more than 2 motions (one per character gender) were not reliably distinguished from fully varied crowds of any size. As most of the stimuli were found to be perceptually equivalent, our results suggest that even in large-scale crowd little motion variety is required. Some other, unaccounted factors like viewer’s point of view, motion distinctiveness, or character trajectories might play a hidden role, and we believe that future works could follow ours in these directions.

2 RELATED WORK

Perception of human motion. has been a very active field of research since the pioneer work of Johansson [1973]. Using a stimulus known as the “point-light walker”, he demonstrated that a few bright spots positioned on a person’s body against a contrasted background are enough to be perceived as a human motion. Following work showed that it is also possible to recognize from such stimuli: gender [Kozlowski and Cutting 1977; Troje 2002], motions of a friend [Cutting and Kozlowski 1977], or one’s own walking pattern [Beardsworth and Buckner 1981]. Since, the perception of human motion has also largely interested the Graphics community, especially as virtual humans have been demonstrated to convey more information than point light display [Chaminade et al. 2007]. E.g., studies involving virtual characters have explored the perception of motion artifacts [Hodgins et al. 2010; Pražák et al. 2011], of emotions conveyed by virtual characters [McDonnell et al. 2009a; Zibrek et al. 2015], of physical interactions between characters [Hoyet et al. 2012; Vicovaro et al. 2014], or of the ability to differentiate motions of different actors [Hoyet et al. 2013].

Perception of variety in crowds. is more directly related to the topic of this paper, and O’Sullivan’s survey [2009] provides a good overview of the problems involved. Introduction of variety in character features of a crowd scene is motivated by the viewers’ attention to those features, and their tendency to remember and recognize them at a later time or on other characters. Various works have explored this topic from a perceptual standpoint, with a focus on one or multiple character features, by conducting perceptual experiments where more or less varied virtual crowd scenes are shown to participants who evaluate their realism.

McDonnell et al. [2008] were the first to explore the effect of crowd variety both in terms of appearance and motion. In the stimuli they showed participants, only one motion or appearance was cloned in a crowd of 20 characters. Their results showed that motion clones are significantly more difficult to spot than appearance clones, which can be masked by color variation, random orientation, and motion. In following work, McDonnell et al. [2009b] further explored which body parts of virtual characters are most looked at in scenes containing clones using an eyetracker. Their results showed that heads and upper torsos are fixated significantly longer and more often when looking for appearance clones, while pelvis and lower torsos are found to be the most salient body parts when looking for motion clones. Even though these experiments help to better understand what influences clone detection, and how to make clones harder to spot, they do not answer the question of the minimum amount of variety necessary to avoid clone detection. This question was later investigated for motion clones by Pražák and O’Sullivan [2011], who demonstrated that cloning 3 unique motions (with desynchronisation for each character) was sufficient to create virtual crowds that were perceived as varied as when using a unique motion for each character. Although more directly applicable to our question, those results are limited to small crowds.
of 8 to 24 characters and generic appearances, and it is therefore unclear whether they would generalise to larger crowds, as displaying more characters might for instance make clones easier to spot. Also, Hoyet et al. [2013] showed that the motions of some actors can be more distinctive than others, which may affect the perception of motion clones if a small number of distinctive motions are selected to animate a large number of characters.

While these work focus on how motion or appearance clones appear to the viewer, Shi et al. [2017] studied how variety in body shape can be used to create a cost-effective realistic crowd. An interesting point is raised about how distinctive the selected samples should be. Selecting highly distinctive shapes creates wider differences between varied characters but causes their repetition to be more easily spotted, while choosing more average shapes reduces overall variety but makes clones less apparent.

Creating variety in crowds has also been explored through how characters interact in a virtual crowd. For instance, Durupinar et al. [2011] proposed to create variations in the characters’ trajectory by mapping simulation parameters to different personality traits, therefore leading to different interaction behaviours between characters. Focusing more on character full-body animations, Hoyet et al. [2016] demonstrated that adding secondary shoulder motions to characters passing at close distances can help to hide collisions between characters, while improving the overall realism of crowd scenes by introducing some variety in the displayed animations.

Virtual crowd perception and interactions have also been studied in Virtual Reality, to investigate how users interact when immersed in a virtual crowd. For instance, studies explored user eye-gaze behaviours in virtual crowds [Berton et al. 2020] or during dyadic interactions [Berton et al. 2019], speed adaptations to neighbouring agents when walking with virtual characters [Rio et al. 2018], following behaviours during evacuations [Rios and Pelechano 2020], or the benefits of using haptic rendering of collisions while navigating through a dense virtual crowd [Berton et al. 2020].

*Synthesizing motion variations.* is also relevant to creating variety in crowds, as the overall goal is to generate new motion variations from several existing motions. This effectively creates additional motions that can enhance the perceived diversity of virtual crowd scenes, therefore these methods can be a cost effective and personalisable alternative to traditional motion capture. Most of these work do not target virtual crowds as their first application, but rather focus on adapting existing motions to new contexts and diversifying the range of motion of an actor without resorting to additional motion capture. Several methods [Min et al. 2010; Urtaus et al. 2004] use Principal Component Analysis to represent motions in a normalized, parameterizable space according to some characteristics (e.g., speed or step length), then generate new motions given a set of parameters. Another class of approaches is solely directed toward generating statistical variations of a set of source motions, without always providing controls on characteristics. These statistics-based models [Lau et al. 2009; Ma et al. 2010; Zhou et al. 2014] use a Bayesian Network to sample variations of the existing motions and blend them, while attempting to maintain coherence between the chosen samples. In the case of the model we chose to implement [Ma et al. 2010], both motion characteristics and random variations can be generated and parameterised.

### 3 EXPERIMENT

In this experiment, we are investigating the perception of motion clones in large-scale crowds (up to 1000 characters). More specifically, we are interested in answering the following questions. Can large-scale crowds with some degrees of motion uniformity be distinguished from the same crowds animated using a unique motion variation for each character? Is there a threshold to the relative number of motions used above which clones are usually undetected? Does this threshold depends on the total number of characters presented to the viewers?

To explore these questions, we conducted an experiment where users were presented with video pairs of virtual crowds, involving different numbers of characters (from 250 to 1000). In each video, characters were either animated with a unique synthesized motion, or with a relative subset of these motions. We hypothesised that

H1. The lack of variety would be more easily noticed by viewers in virtual crowds using fewer number of unique motions (i.e., using more motion clones)

H2. The lack of variety would be less noticed as the number of unique motions increased until a threshold, above which participants would not perceive differences anymore.

H3. The small minimum number of unique motions (3) identified in previous studies would not hold for larger crowds, as motion clones would be significantly more present and easy to spot [McDonnell et al. 2008], and that some, potentially more distinctive, motion clones might also be more easily identified [Hoyet et al. 2013].

#### 3.1 Stimuli Creation

*Motion variations.* As it is not possible to acquire unique individual motions for such numbers of characters involved in large-scale crowds, we implemented the approach of Ma et al. [2010] to create sufficient statistical variations for our study. We chose this method over other existing methods described in Section 2, as it can generate large numbers of motion variations from a database containing a small number of examples. In short, the approach generates motions in two steps. First, for each desired motion to be generated, a set of *style parameter* is specified. For example the desired output motion is one of a female of average height, walking at average speed. From this set of input style parameters, *variation parameters* are computed for each limb using a Bayesian Network (BN). In the second step, both style and variation parameters are fed into a Kriging model that computes interpolation weights used to interpolate database motions together such as to reflect the characteristics given by the style and variation parameters in the resulting interpolated motion. In addition to these two fundamental steps, we applied a pre-processing step to normalize input motions in time and space using timewarping to synchronise footsteps [Witkin and Popovic 1995], as well as to retarget them to a common skeleton [Kulpa et al. 2005]. A post-processing step was also necessary to inverse the process and re-target the motions to either a male or female character, as well as to correct potential artifacts (e.g., footsliding).

Naturally, as the selected synthesis method is data-driven, both the BN and the Kriging model parameters are learnt from a database of existing motions. For our study, we used 156 motions captured
from 43 actors (20F, 23M) walking at their comfort speed. These animations were provided by the authors of [Hoyet et al. 2013], some of which were previously used for other experiments as well [Zibrek et al. 2020]. Their animations were obtained using a 1-camera Vicon optical tracking system, with 67 markers positioned on each actor’s body. We used 4 walking clips per actor, and although motions from the same actor are naturally less varied they still provide additional variety for the model to interpolate from.

As mentioned above, the motion synthesis model is driven by a set of style parameters, for which we chose to include actor gender and step length. Gender was chosen as a way to keep generated motions coherent with character appearance. Step length was chosen as it allowed further control on the distribution of walking speeds. It is to note that additional parameters could have been chosen to reflect physical features of the characters, like morphology or age. However, because we lacked sufficiently varied motions according to those additional parameters, we chose to limit the complexity of the model to the two aforementioned parameters.

Finally, we created 1000 motions using the described synthesis method, equally distributed in gender, and with step lengths randomly sampled from a normal distribution matching the database motions (\( \mu = 0.77m/s, \sigma = 0.06m/s \)). Variation parameters were then chosen randomly by the BN to synthesize each motion.

Crowd trajectories. For character trajectories, we chose to use a unidirectional crowd flow scenario, as illustrated in Figure 1. Simulations were created using the open-source software UMANS [van Toll et al. 2020], which implements various state-of-the-art algorithms, from which we chose to use the recent Dutra vision-based model [Dutra et al. 2017]. To realistically model the behaviour of characters in a crowd, we randomly assigned a preferred speed for each character using a normal distribution representing the distribution of speeds in the synthetic animations (\( \mu = 1.44m/s, \sigma = 0.13m/s, \) clipped to \([1.0, 1.88]\)m/s). Using a range of speeds for the characters was also beneficial to generate more varied character animations by making better use of the set of interpolated motions by the motion synthesis model. It is also important to mention that for each trajectory the corresponding animation started at a random frame of the walk cycle, to desynchronize all the animations (including motion clones) and avoiding the perturbing effect of having all characters walking in-step.

Character models. Because appearance clones are more easily noticed than motion clones [McDonnell et al. 2008], sufficiently varied character appearances should be used to avoid disturbing the perception of motion variety. We used a set of 40 characters (20 males and 20 females), each featuring 6 texture variations for a total of 240 appearance variations.

Viewpoint. We chose to use a canonical aerial viewpoint for the generation of our stimuli, similar to those used in previous studies on the perception of virtual crowds [Cabrero Daniel et al. 2021; Hoyet et al. 2016; Kulpa et al. 2011; Pražák and O’Sullivan 2011], with a low enough field of view to allow picking out details almost evenly throughout the crowd. Because both scenes needed to be shown on the same screen, they were recorded at a half 16:9 aspect ratio. Recordings were made at 1920x2160 pixels at 60Hz and downscaled to 960x1080 pixels to obtain better details than with anti-aliasing. Each resulting videos was 28 seconds long. Examples of the stimuli are presented in the companion video.

### 3.2 Experiment Design

Protocol. Participants were presented with video pairs of crowd scenes. On one video of each pair, every character was animated with a unique synthesized motion, while on the other video the characters’ animations were a subset of these motions. The participants’ task was to select the video which they considered had the most unique animations. To generate these videos, we used the 1000 synthetic motions created using the approach detailed above.

As we were interested in the relative number of motion variations presented to participants, additionally to gold standard videos displaying a unique motion for each character we created videos with 5 different levels of Variation Ratio: 1:2, 1:5, 1:10, 1:25, 1:1:N means that one motion is used for N different characters, while the 1 value corresponds to a single motion used for all the characters of the same gender. It is important to mention that in all cases, the number of varied motions is split between male and female characters, as there are an equal number of each. For the specific 1 value, we chose to use an absolute number rather than a ratio in order to represent the worse case scenario where only one motion example per gender is used to animate a whole virtual crowd. Also, as using distinctive motions might highly affect the perception of motion clones in such a case, we chose to focus on the most difficult situation were none of the motions are visually outstanding. For the 1 condition, we therefore randomly used one of the three least distinctive male and female captured motions from [Hoyet et al. 2013], as it would be normal to be demanding about the animations available when only a few examples are required.

As we were also interested in exploring whether the number of characters present in the crowd might affect the perception of motion clones, we generated crowd scenes with 3 different Crowd Size, displaying in total 250, 500 or 1000 characters. The higher the size of the crowd, the larger the set of different motions used, and the more varied the scene might seem. However, the scene is also more cluttered, which might make it more difficult to spot clones. The exact number of motions used for each condition is summarized in Table 1.

In total, participants were presented with 45 video-pair comparisons: 5 Variation Ratio × 3 Crowd Size × 3 Repetitions. In each condition, the video was presented side-by-side with the golden

<table>
<thead>
<tr>
<th>Variation Ratio</th>
<th>Crowd Size</th>
<th>Repetitions</th>
</tr>
</thead>
<tbody>
<tr>
<td>1:1</td>
<td>250</td>
<td>1</td>
</tr>
<tr>
<td>1:2</td>
<td>500</td>
<td>1</td>
</tr>
<tr>
<td>1:5</td>
<td>1000</td>
<td>1</td>
</tr>
</tbody>
</table>
standard video using a unique synthetic motion for each character. The golden standard video was randomly presented on the left or right side of the screen, and the presentation order of the conditions was also randomized. Both videos in a pair played simultaneously, were 28s long, and could be visualised twice. After that, we asked participants to select the scenario they perceived to have the most unique animations, if they had not already provided their answer. The study was conducted online, however videos were all loaded locally before the experiment began, ensuring that they would play without interruption at the original bitrate and resolution. They were presented to participants in full screen.

Participants. Twenty participants (12F, 8M; age: avg=29.9, min=18, max=66) performed the experiment online. They were recruited using internal mailing lists, and did not receive any compensation. They were all naïve to the purpose of the experiment, and gave their informed consent prior to the experiment. Data collected from participants were fully anonymised. The study conformed to the declaration of Helsinki.

3.3 Analysis

For each participant, we computed the percentage of correct answers for each Variation Ratio and Crowd Size condition across the three repetitions, where an answer was considered to be correct if participants selected the gold standard video (i.e., displaying a unique synthetic motion for each character). We assessed normality of the data using a Shapiro-Wilk normality test. As residuals were found to be non-normally distributed, and the participants’ answers are discrete, we transformed this non-parametric data using the Aligned Rank Transform procedure [Wobbrock et al. 2011]. With this method, the data is aligned and ranked before being tested with a traditional Analysis of Variance (ANOVA) to analyze interaction effects. We then performed a two-way Repeated Measures ANOVA with within-subject factors Variation Ratio (1:2, 1:5, 1:10, 1:25, 1) and Crowd Size (250, 500, 1000) on the percentage of participants’ correct answers. Bonferroni post-hoc comparisons were performed when a significant main or interaction effect was found. We also performed a t-test on the percentage of correct answers against the 50% chance level threshold, to assess whether participants’ answers were significantly above chance.

4 RESULTS

We found a main effect of the Variation Ratio ($F_{\text{ratio}, 66} = 2.6804, p = 0.032109$) on the percentage of correct answers, suggesting that some amounts of motion variations were distinguished significantly more often by participants (Figure 2). However, post-hoc analysis showed a significant difference only between 1 and 1:10 Variation ratios ($p = 0.0318$), which does not provide any meaningful insight, and is likely due to chance. No other comparisons were significant, even with the 1:25 ratio that is in between 1 and 1:10. No other main or interaction effect was found: crowd size did not influence the detection of the gold standard, regardless of the amount of variation present in the other scene.

As mentioned previously, we also conducted single t-tests to assess whether the percentage of correct answers was significantly above the 50% chance level threshold. Results showed that only the crowds animated with a single motion per gender (1 Variation Ratio) were recognised often enough by participants to be significantly above the 50% chance level ($F = 2.213882, p = 0.039265$). For higher Variation Ratios, participants did not chose the gold standard frequently enough to conclude of a significant perceptual difference between the two scenes. These results suggest that viewers can identify crowds animated with 2 motions only (one per gender), and that introducing a few more varied animations is perceptually equivalent to animating each character with its own unique motion.

5 DISCUSSION

Because of the cost of animating human crowds, as well as budget constraints, a small number of motions is often used to animate a larger set of characters. In this study, we were interested in whether results from previous studies exploring how many unique motions are required for motion clones to be imperceptible in small groups of characters (up to 24 characters) would remain valid for large-scale crowds (up to 1000 characters).

Our results showed that only virtual crowds animated with 2 unique motions (one male and one female) were perceived as significantly different from the gold standard, invalidating H1 and H2. Participants could not therefore identify the other conditions as having fewer unique motions than the gold standard, regardless of crowd size (also invalidating H3). First, it is both surprising and interesting to have obtained such a low accuracy for the large-scale crowd conditions involving small numbers of unique motions, especially for the condition involving only one unique female and male motion (60% accuracy), showing the overall difficulty of the task. Difficulty ratings provided by participants after our study further emphasize this fact, as 18 out of 20 of our participants found the task Difficult or Very Difficult. This level of accuracy is However of a similar magnitude than the same condition in previous work involving small-scale crowds (~63% accuracy [Pržák and O’Sullivan 2011]). It is also interesting to notice that participants performed similarly in both studies, despite differences in the number of characters, or from the fact that we deliberately chose to use validated non-distinctive motions in our experiment (as it would be normal to be demanding about animation quality when using only a few examples). This result suggests that extremely low numbers of unique motions could be considered even for large-scale crowds.
It should also be mentioned that the small participant sample size of our (N=20) and their (N=12) study might not reflect the accuracy of the general population, and that a larger number of participants might provide stronger evidence that differences in accuracy for higher Variation Ratios in our results are not due to chance.

As mentioned above, we also found that participants could not significantly discriminate between the gold standard and crowds using variation ratios of one motion for 25 characters or less. This result does not support our hypothesis that previous results of using only 3 motions might not hold for large-scale crowds, as this condition corresponded to using between 10 and 40 motions in our experiment depending on the crowd size. Also, similarly to previous work [Pražák and O’Sullivan 2011], our results showed that the perception of motion clones do not seem to be influenced by the size of the crowd presented to participants. This parallel seems to confirm that crowd size does not play a significant role in motion clone detection, and that their perception in large-scale crowds follow the same mechanisms as in small-scale ones.

It is also possible that participants’ overall low accuracy could be related to limitations in our study. In particular, as it is not possible to acquire unique motion capture examples for each character of large-scale crowds, we relied on a state-of-the-art motion variation approach to synthesize unique motion variations. While most of these motions were validated to show a relative range of distinctiveness [Hoyet et al. 2013], their choice and number might have influenced how varied the synthetic motions were. For instance, if synthetic motions seemed too similar to viewers, the various crowd stimuli might have been perceived as uniform, and differences in variation levels more difficult to spot. As the synthesis method is based on motion blending, the number of actors and motion clips in the database, as well as their overall distinctiveness, set a limit to the truly varied combinations that can be obtained. Another crucial parameter is the quality and naturalness of synthetic motions, as artifacts and unnatural gaits could draw viewers’ attention and help them spot multiple characters exhibiting the same behaviour. While the Bayesian Network ensured that variation parameters of all body parts comparatively matched the database motions, we noticed while visualizing individual synthetic motions some small visual artifacts where the motion of a body part seemed to be mismatched with the rest of the body. This proved to be a limitation of the model, and despite addressing most of its consequences, some motions still displayed uneven swings of the arms. While this was visible on individual motions alone, it is unclear whether it could have also affected viewers’ responses as well, and a more thorough evaluation of the motions generated, both in terms of diversity in variations and naturalness, would help to further understand the actual variations that can be synthesised in the future.

Chosen character speeds and trajectories could also have affected our results. Although 3 different sets of speeds and trajectories were used for each crowd size, they all shared the same flow direction, speed distribution, and avoid algorithm. Varying speeds means that quicker characters try to pass slower ones, creating clutters and gaps. Those kind of irregularities, could have diverted the attention of viewers from the actual character motions. A unidirectional flow direction also means that characters are mostly seen from the same angle, and coupled with the choice of a low field of view our stimuli presented almost all characters from the same angle. However, observing characters from a remote viewpoint might have diminished participants’ ability to perceive the details of their motion and prevented them from spotting motion clones. Exploring the effect of point of view on crowd perception therefore seems to be important for future work, especially as it was recently found that an eye-level point of view seems to enable users to more accurately perceive visual artifacts in character trajectories, possibly because of being closer to the one we are used to experience as humans [Cabrero Daniel et al. 2021].

It also seems important to point out that the Crowd Size factor corresponded to the total number of characters showed during the entire stimuli. We estimated the actual number of characters on screen at any moment to be about a fifth (55, 110 and 220 characters respectively). This means that there were fewer motion clones simultaneously present on screen than if all the characters had been always present, which might also have made them more difficult to spot. Moreover, participants likely had to rely on memory to spot other instances of previously seen motion clones, since fewer direct comparisons were possible, unlike in previous studies.

Finally, because of the pandemic the experiment was conducted online, and a number of experimental factors that were difficult to control could also have affected results. E.g., conditions like screen size and resolution could not be normalized across participants. In particular, only 11 participants provided the size of the screen they performed the experiment on (avg=21.7, max=55, min=14). Nine participants used screens with resolution between 720p and 1080p, nine others used screens at 1080p resolution, the two remaining participants had screens of 1440p and 2160p resolution. This also demonstrates the variety of displays that can be potentially used in graphics applications nowadays, and the corresponding range of graphics quality required by such applications.

6 CONCLUSION

In this study, we investigated the perception of different levels of motion variations in large-scale virtual human crowds. A perceptual experiment was conducted to record participants’ accuracy at distinguishing fully varied crowds from less varied ones. Our findings suggest that in large-scale crowds even low levels of motion variety (1 motion for 25 characters) do not seem to be perceivable by users in comparison to fully varied crowds. In our study, only crowds animated with 2 motions (1 per gender) tended to be noticed as less varied by viewers. Participants’ overall lack of accuracy, even on less varied stimuli, seems to validate in the case of large-scale crowds observations made in previous studies on small-scale crowds, that motion variations in crowds are quite subtle and motion clones difficult to pick out. Those empirical results could guide creators and developers decide on the resources they should allocate to motion variety in their crowd application based on a formal user study rather than on experience or general feeling. With this paper, we have improved the comprehension of motion perception in crowds, and we believe that further studies will permit more realistic and efficient crowd applications.
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