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Abstract

The stability and contraction properties of positive integral semigroups on
Polish spaces are investigated. We provide a novel analysis based on an exten-
sion of V-norm, Dobrushin-type, contraction techniques on functionally weighted
Banach spaces for Markov operators. These are applied to a general class of
positive and possibly time-inhomogeneous bounded integral semigroups and
their normalised versions. Under mild regularity conditions, the Lipschitz-type
contraction analysis presented in this article simplifies and extends several expo-
nential estimates developed in the literature. The spectral-type theorems that
we develop can also be seen as an extension of Perron-Frobenius and Krein-
Rutman theorems for positive operators to time-varying positive semigroups.
Incidentally, in the context of time-homogeneous models, the regularity condi-
tions discussed in the present article appears to be a necessary and sufficient
condition for the existence of leading eigenvalues. We review and illustrate in
detail the impact of these results in the context of positive semigroups arising in
transport theory, physics, mathematical biology and advanced signal processing.

Keywords: Positive semigroups; Boltzmann-Gibbs transformations; Contrac-
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1 Introduction

Positive semigroups arise in a variety of areas of applied mathematics, including non-
linear filtering, rare event analysis, branching processes, mean field particle methods
and sequential Monte Carlo methodologies, physics and molecular chemistry. In this
article we will study the possibly time-inhomogeneous linear semigroup )5, and its
normalisation ®,;, where 0 < s < ¢ refers to a discrete or a continuous time parame-
ter, which are formally introduced in and below. Their interpretation depends
upon the application model area.

1. In signal processing, the normalised semigroup ®,; depends on a random obser-
vation process and describes the solution to the nonlinear filtering equations, the
semigroup ()5, represents the evolution of the unnormalised filters. In this con-
text, the stability of the semigroup ®,, ensures that the optimal filter corrects
any wrong initial condition.

2. In the context of killed absorption processes, ®,; represents the evolution of
the distribution of a given process conditioned on non-absorption (a.k.a. the Q-
process). In this context, the fixed point probability measure 7, = ®¢ (1) of
time homogeneous semigroups is sometimes called the Yaglom or quasi-invariant
measure.

3. The conditional Markov processes discussed above also arise in risk analysis and
rare event simulation. In this context, these semigroups represent the evolution
of a conditional Markov process evolving in a rare event regime.

4. In quantum physics and molecular chemistry the top of the spectrum of positive
integral semigroups is related to ground state and free energy computations of
Schrodinger operators and Feynman-Kac semigroups (see for instance [75, [71]
and the relevant literature therein).

5. In dynamic population literature, the semigroups ()s; represents the evolution
of the first moment of a spatial branching process. In this context, theses many-
to-one formulae are expressed in terms of Feynman-Kac semigroups connecting
the free evolution of a single individual with the killing and the branching rates
potential functions.

The details of these application areas are considered in [63, 67, B0] and the rele-
vant references therein. The spectral objects discussed above are naturally related
to the analysis of quasi-compact operators and Fredholm integral equations, see
for instance [9, 107, 119, 93], 151], as well as in large deviations principles associ-
ated with the occupation measures and related additive functional of Markov pro-
cesses [82], 89, 0], [182].



1.1 Literature review

In order to guide the reader through the vast array of stability analysis results devel-
oped in these different disciplines, we give a brief overview of the literature in these
fields and provide some precise reference points aide with the navigation between
applications.

A unifying point of interest in the above applications is the study of the stability
of the afore-mentioned semigroups. In the context of dynamic populations, the long
time behavior of branching processes certainly goes back to the end of the 1940s
with the pioneering work of Yaglom [I83] on Galton-Watson processes. The stability
analysis of time homogenous birth-and-death-type processes with absorption on finite
or countable spaces dates back to the 1950s-1960s with the pioneering works [128]
165] and the later developments [36, 59] 60, 105] 172]. Sufficient conditions ensuring
the existence of a quasi-invariant measure are also developed in [97, 138]. Powerful
spectral and h-process type techniques are also developed in [34] 104, [159], as well as
in [35] (56l [71) 104, 117]. Non asymptotic spectral techniques that apply to possibly
transient and unstable mutation-type linear diffusions that do not necessarily have a
gradient form and with a quadratic absorption rate are discussed in the more recent
work [71].

One of the first well-founded results on the long time behavior of the nonlinear
filtering equation is the seminal article by Ocone and Pardoux in the mid-1990s [154].
In this work the authors show that the optimal filter forgets the initial condition
without giving a non-asymptotic rate. This latter analysis is critical in the study
of, for instance, numerical algorithms such as the particle filter. The stability of
the nonlinear filtering equation is also related to the Lyapunov spectrum and the
asymptotic properties of products of random positive matrices [20, 21, [113], 118, 127,
10T}, 165]. In contrast with positive semigroups arising in physics and biology, the
stability analysis of the nonlinear filtering equation involves the study of sophisticated
stochastic semigroups that depend on the partial and noisy observations.

The systematic, non-asymptotic stability analysis of non-homogeneous sub-Marko-
vian and Feynman-Kac type semigroups on general state spaces has also been con-
sidered at the end of the 1990s, mainly in nonlinear filtering theory and rare event
analysis. Several techniques have been adopted. Hilbert metric and robustification
techniques, based on the seminal article by Birkhoff [15] was used in [8] 24] [58] 13T,
155, [139] 140}, 144], 156, 148]. On the other hand, Dobrushin’s ergodic coefficients,
based on the pioneering articles by Dobrushin [87], were used in [63] (67, 69, [70], 14T,
142, [144) [148]). We also mention bounded Lipschitz distance techniques [141], [142]
and relative entropy-like criteria [51, 63, [79, [143]. Local Doeblin-type minorisation
conditions applying to non-compact spaces, including Foster-Lyapunov approaches
and coupling, that apply to ergodic signal-observation filtering problems, includ-
ing stable Gaussian-linear filtering models, are also discussed in the series of arti-
cles [90], 011 [103] 124], 125 [178] 180]. We also refer the reader to [174] for related
Lipschitz norm techniques as well as the more recent articles [12], 41l 100, 112] in



the context of positivity preserving operators arising in particle absorption models
and quasi-invariant measure literature. Functional inequalities, including Poincaré
inequalities and Bakry-Emery criteria approaches are discussed in [153].

Spectral techniques, drift conditions and Wasserstein norm approaches for time-
homogenous models are also discussed respectively in [71], [73] [75, [132] as well as
in [I79]. Further, two-sided minorisation conditions are discussed in [48] [49], see
also [63 [64, [67], and truncation-type techniques are presented in [57, [100], 116] 178].

General asymptotic stability results are also provided in [I75]. Stabilising changes
of Feynman-Kac measures and related importance-sampling-type and h-process tech-
niques that apply to possibly unstable killed processes on unbounded domains are
also discussed in [12, 100} 163], see also [7I] and well as section B.1 in [16] and in
section 7.1 in [72] in the context of discrete time models. The stability of the nonlin-
ear filtering equations with deterministic hyperbolic signals is also developed in the
recent article [I55].

Despite the numerous references given in the introduction, a complete literature
review is not possible. For a more detailed discussion on this subject, we refer the
reader to [25, 50] for a review on the asymptotic stability of nonlinear filters, to
the bibliographies and reviews [55], 147, 158, 73] on the theory of quasi-stationary
distributions, the articles [67, [I00] as well as the bibliography in [71] in quantum
physics, and the books [63] [64] for a detailed discussion on the long time stability of
Feynman-Kac semigroups.

The stability analysis of positive semigroups is also crucial in the convergence
analysis of numerical approximations of Feynman-Kac semigroups, including the com-
putation of the principal eigen-function and the leading eigenvalues in the context of
time homogeneous models (cf. for instance [75] as well as Theorem 2.11 and The-
orem 3.27 in [67] in the context of time varying semigroups). Despite their impor-
tance, the numerical implications are not covered in the present article. However,
to guide the reader, we end this section with some references to the literature on
mean-field-type particle methodologies currently used in this context. Mean field and
genetic-type particle methodologies are discussed in [52], [63] 64, 65] 606} [68], [69], as well
as [7, 27, 28|, [126], 163 [181], and [3, [4, [5 53], 54} 45, 97, [176].

We also mention the pioneering articles from the mid-1950s by Rosenbluth and
Rosenbluth [162] on sampling self-avoiding walks and another from the mid-1980s by
Hetherington [120] on reconfiguration Monte-Carlo methods. These interacting Monte
Carlo methodologies were further extended by Caffarel and his co-authors in the series
of articles [29] [30, B1]. See also Buonaura-Sorella [26], as well as the pedagogical
introduction to quantum Monte Carlo by Caffarel-Assaraf [32]. Similar heuristic-type
boostrapping methodologies were also used in the mid-1990s in nonlinear filtering [106),
129, 130] and to simulate long chain molecules [108, 109]. See also [1, 110].

In the context of discrete generation positive semigroups arising in nonlinear fil-
tering and genetic-type algorithms, we refer the reader to the first well-founded arti-
cle [62]. To the best of our knowledge the first articles discussing uniform propagation
of chaos estimates with respect to the time parameter seem to be the articles [69, [70],



followed by [67, [74] [75] and the book [63]. While all the Monte Carlo methods dis-
cussed above belong to the same class of genetic-type mutation-selection methodology
to estimate Feynman-Kac semigroups, they are known under a variety of different
names in the applied literature such as Sequential Monte Carlo methods, Particle Fil-
ters, Cloning and Pruning as well as Bootstrapping techniques, Diffusion Monte Carlo,
Population-Monte Carlo, Reconfiguration Monte Carlo, Moran and Fleming-Viot par-
ticle models, to name a few. Related reinforcement and self-interacting Markov chain

methodologies and related stochastic approximation-type techniques are presented
in [77, [78] and more recently in [14] 17, [145].

1.2 Contribution and structure

The main objective of this article is to further develop the stability analysis of positive
semigroups for a general and abstract class of time inhomogeneous models, which, in
general, are much more difficult to handle than their time homogeneous counterparts;
this is because the operators may drastically change during the semigroup evolution.
We will also tackle the problem of non-compact state spaces.

In the present article, we present a new unifying methodology that combines Do-
brushin ergodic coefficient techniques developed in [63, [64] 67, (69, [76] with the pow-
erful Foster-Lyapunov methodologies developed in the articles [12), 911 100, 137, 178§]
in the context of Feynman-Kac semigroups and nonlinear filtering. Our approach
relies on the contraction analysis of a class of triangular arrays of Markov semigroups
introduced in [67, 69, [76] in terms of the V-Dobrushin contraction-type ergodic the-
ory for Markov operators presented in [114] and further developed in a systematic
way in the book [80]. A brief review on this subject is provided in section . For
a more thorough discussion on these V-contraction coefficient principles, we refer to
section 8.2.5 in [80]. The triangular-array-type Markov semigroups discussed above
are described in section [LAl

The article is structured as follows. In section [L.3] we introduce the notation that
will be used throughout and state our main results. Section and section are
dedicated to the detailed description of the semigroups considered in the article. The
regularity conditions used in our analysis are presented in section [[.6] The main
results of the article are described in section [2 In particular, in section [2.2] we
present the main results for time-inhomogeneous models, with a more refined analysis
of time homogeneous models being given in section [2.3] In section [3], we give a review
on integral operators, which connects to some of the major topics that have been
considered in the modern literature. Section |4]is dedicated to the proofs of the main
theorems presented in this article. The appendix houses most of our technical proofs.

1.3 Some basic notation

Let B(E) be the space of measurable functions on a Polish metric space (E,d)
equipped with its Borel o-field £. With a slight abuse of notation, we denote by



0 and 1 the null and unit scalars as well as the null and unit function on E.

We denote by BY(FE) < B(FE) the subspace of functions f such that infx f > 0
for any compact set K < E, by B,(E) < B(F) the subspace of bounded measurable
functions, and by By(E) < By(E) the subspace of functions f that vanish at infinity;
that is, for any € > 0 the set {f > €} is compact.

We also let C(E) < B(FE) be the subset of continuous functions, C,(E) < C(FE) the
subset of bounded continuous functions and Cy(F) < Cy(E) the subspace of functions
that vanish at infinity.

In the further development of the article V' > 1 stands for some locally bounded
measurable function. We let By (E) < B(FE) be the Banach space of functions f with
|fllv :=|f/V]| < oo, and we set B;;(E) := B*(E) n By (E). We also consider the sets

Bov(E) = {feB(E) : f/VeBy(E)} Biy(E) = Boy(E)nB"(E)
Cv(E) = C(E)(WB\/(E) Co7v(E) = C(E)ﬂBoyv(E)

We also denote by M(FE) the set of signed Radon measures p on E and by
My (E) < P(F) the subset of measures u € M(FE) such that |u|(V) < oo, where
|pe| :== py + p stands for with the total variation measure associated with a Hahn-
Jordan decomposition u = py — p_ of the measure. We also let Py (E) € My (F) the
set of probability measures p € P(E) such that u(V) < .

We define the duality map, as well as the right and dual left action of a bounded
integral operator () using the classical measure theoretic notation, as follows:

(1.1) € (My(E) < Be(E) = u(f) €& with  u(f) i= | fx)n(da)
feBe(E) ~ QU e Br(E) with QN = [Qdy) 1) ()
pe My(E) > uQ e My(E) with  uQ(dy) i~ | n(ds) Q. dy)

Given a pair of integral operators (Q1,@)2), we denote by Q1@ the integral composi-
tion operator defined by

(QuQ2) (. dz) = f Qu(z, dy) Qa(y. d2).

We denote by I the identity integral operator. We say that () is positive if Q(f) =0
whenever f > 0. Whenever (1) < 1 we say that @) is sub-Markovian, and @ is
said to be Markovian when Q(1) = 1. We associate with a function H > 0 the
Boltzmann-Gibbs transformation

Up : pePv(E) = Vy(p) € Pyu(E) (2)
defined b
' H(z) plds)
Vg (p)(de) := G



We let T = R, := [0, or T = N be the continuous or discrete time space,
respectively. For a given time horizon t € T, we set T; := T n [0,¢]. Given some
T € T with 7 > 0, we consider the time mesh 7(7) := {n7 : n € N} and we set
Ti(1) =T (1) 0 [0,t]. We also consider for any s < ¢ the 7-intervals

[s,t], =T (1) n[s,t] and [s,t[,=T(7)n[s,t[.

When f = 1,4 is the indicator function of some set A € £, we will sometimes
slightly abuse notation and write (A) instead of u(14). We also set a A b = min(a, b)
and a v b = max(a,b), for a,b € R and we use the conventions

(B11)-00 i (o) - nm

1.4 Positive integral semigroups

Let Qs+ be a collection of positive integral operators from By (E) to By (E), indexed
by parameters s,t € T with s < ¢, and satisfying for any s,u,t € T, s < u < t, the
semigroup property

Qs,uQu,t = Qs,t with Qs,s = 1. (3)

Assume that @Q;44,(1) > 0 for some 7 > 0 and any ¢ € 7. This irreducibility con-
dition ensures that Q;4,(f) > 0 for any f > 0. In the discrete time setting, this
condition can be relaxed up to some modification of the state space; see for instance
the construction in [63], section 4.4], as well as the one dimensional neutron trans-
port model discussed in [63, Example 4.4.3] and the soft and hard obstacle models
discussed in [65, [73].

For sub-Markovian time homogeneous semigroups @+, = Qo the Borel set
{Qo.+(1) = 0} can be taken to be part of an absorbing set. In this context, to analyse
the behavior of a non absorbed particle there is no loss of generality in assuming that
Qo-(1) > 0.

In discrete time settings, up to a time-rescaling, there is no loss of generality in
assuming that 7 = 1. In addition, continuous time models satisfying Q¢ ;1,(1) > 0
for a particular 7 > 0 can be encapsulated by the discrete time setting via the time
discretisation T (7).

The continuous time models considered in the present article are assumed to satisfy
Qt1+s(1) > 0 for any s > 0. For both continuous and discrete time models, unless
otherwise is stated, we shall denote by 7 > 0 a given and fixed parameter belonging
to the continuous or the discrete time index set 7 such that Q;;1,(1) > 0. From our
discussion above, this parameter can be chosen 7 = 1 in discrete time settings, and
by any parameter 7 > 0 in the continuous time framework.

We emphasise that the analysis of continuous time models is sometimes based on
a discrete time approach based on regularity conditions that depend on the parameter

7



7 chosen by the user. In this context, the analysis is performed at the level of the
T-discretised model and the estimation constants presented in our results may depend
on the parameter 7.

For any s,t € T with s < t and for any measure 1, € Py (F) we let @ 4(n;) € Py (F)
be the normalised distribution defined for any f € By (F) by the formula

Dyt (15)(f) 1= MsQs () /M5Qs (1) (4)

The mapping @, is a well defined nonlinear map from Py (E) into Py (E) satisfying
for any s,u,t € T with s < u <t the semigroup property

Oy =Py 0P, with @,4(p) = p.

Unless otherwise stated, all the semigroups discussed in this article are indexed by
conformal indices s < ¢ in the set 7. To avoid repetition, we often write )5, and @,
without specifying the order s < t of the indices s,t € T.

For a given a function W > 0 and some probability measure  on E we shall
denote by ky, (1), A= (1) € [0, 40| and kw (1), A(n) € [0, +o0] the parameters

kg (n) = inf @, (n)(W) < ww(n) = supPy(n)(W)
AT(n) = infq)s,t(ﬁ)(@t,t-i-T(l)) < AMn) o= Sup@s,t(")(@t,t+r(]—))~

In the above display, the infimum and the supremum are taken over all indices (s,t)
such that t € T(7) and s € T¢(7).

The unnormalised and the normalised semigroups ()s; and ®,, are connected for
any € My (FE), f € By(E) and s,t € T by the formula

MQs,t(f) = (I)s,t(:u) (f) 1_[ q)s,u(u) (Qu,u+7’<1)) (5)

ue(s,t[+

The above formula coincides with the product formula relating the unnormalised
operators () ; with the normalised semigroup ®;; discussed in [67) section 1.3.2], see
also [63, proposition 2.3.1] and [64, section 12.2.1]. For time homogeneous models we
use the notation

(D4, Q1) = (Po,t, Qou)-
In this setting, the product formula reduces to

w(@i() =) () [ @) (@(1)). (6)

se[0,t[+

The general abstract class of time varying semigroups discussed above encapsulates
most of the regular discrete or continuous time-varying stochastic models encountered
in physics, biology and signal processing, including path-space and genealogical tree
based models [3] [63], 64, [74].

In contrast with conventional Hilbert space approaches to the stability of reversible
Markov semigroups (cf. for instance [22) [84] R5] [136]), the analysis of time varying
models does not rely on a particular reversible measure. The framework of weighted
spaces and V-norms considered in the article is a natural but non-unique framework
to analyse time-varying positive semigroups.
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1.5 A class of R-semigroups

Fix a measure 7, € Py(F) and a positive function H € B;;(E), for some locally
bounded function V' > 1. We associate with these objects the functions Hy; and the
normalised semigroups @, , defined for any s, € T by the formulae

Hgy = @s,t(H) with @s,t(f) = Qs,t(f)/ﬁst,t(l) and 7, = (I)O,s(ﬁo)- (7)

From the definitions, it follows that

ﬁs@s,t = ﬁt and Qs,uQu,t = @s,t as well as ﬁs(HSi) = ﬁt(H) and Ht,t = H7 (8)

and
Qs,v(Hv,t) = )\s,v Hs,t with >\s,v = ﬁst,v<1) = )\s,u )\u,v-
We also set
A (M) < A7 = inf 7(Qrie-(1) < A= sup 7(Qris-(1)) < A(Mp) (9)
teT (1) teT (1)

Definition 1.1. We define the triangular array of Markov operators Rq(f,)v, indexed by
the parameter 0 <u<v <t andteT, for any f € By(E) by

H)) 1
R(t) = Qu,v(f Qv,t( _ - Hv ) 10
u,'u(f) Quﬂ;(Qv,t(H)) )\uﬂ; Hu,t Q y ( ,tf) ( )
For any given time horizon t € 7 and any s < u < v < t, we have the semigroup

property

RY =RORD" and RY =1.

S, s, u’ fu,v s,

This shows that Rq(f%,(:c, dy) can be interpreted as the Markov transition of a stochastic
flow Xq(fz,(x) on the time interval T;. In the further development of the article we use
the terminology R-semigroup and R-process to refer to these objects.

Several remarks are of interest here:

1. The stability properties of these stochastic models plays a crucial role in the
analysis of positive operators. An illustration in the context of coupled harmonic
oscillators arising in physics is discussed in ([65]).

2. The use of these triangular arrays of Markov semigroups in the stability analysis
of the time varying positive semigroups has been considered in [67, [69] [70] [76]
and more recently in [44] in the context of Feynman-Kac semigroups and when
H = 1. We also refer the reader to chapter 4 in [63], and chapter 12 in [64]
for a systematic analysis of the contraction properties of these semigroups with
respect to the total variation norm.



3. The same class of R-semigroups associated with some positive function H are
also discussed in the article [12] in the context of time-homogeneous sub-Marko-
vian models, under different set of regularity conditions. We shall discuss these
conditions in section 2.4]

4. The interpretation of the R-semigroups depends on the application. For time
homogeneous semigroups, the R-semigroups associated with the positive eigen-
state H = h of the semigroup ); coincides with the semigroup of the so-called
h-process, see for instance and . In the context of nonlinear filtering
with H = 1, these semigroups represent the forward evolution of the optimal
smoother on some observation time interval [67, [69] [70]. In branching processes
theory, these semigroups reflect the evolution of an auxiliary process often used
to describe the ancestral lineage of an individual [I3], 146]. The link between
these seemingly disconnected subjects is the so-called many-to-one formula con-
necting the first moment of the occupation measure of a spatial branching pro-
cess with a Feynman-Kac semigroup (see for instance [13, [146], as well as section
1.4.4 in [63] and section 28.4 in [80)]).

We now provide some important Markov transport formulae relating the semi-
groups introduced so far. The first formula connecting the R-semigroup with the flow
of measures 1, = ®,,(ns) is given by

S s, u Hut N Hut

This yields the formula
\IIHs,t (775) R‘(Sti),l‘ = \IjHu,t (nu) ‘

Choosing v = t and 1, = 7 so that , = ®,,(n) in the above display, we obtain the
following lemma.

Lemma 1.2. For anyte T and s € T; and any n € Py (E) we have
Wi (Dys(n) = Wi (MRS and n,(Hyy) Wi, (n,) (1/Hyp) =1, (11)

with the flow of probability measures

Vo<s<u<t T = CI)O,u(UO) = q)57u<775) and \DHS,t (773) Rgi = \IlHu,t (nu) .

1.6 Regularity conditions

Let us begin with our first regularity condition.

(Ho) There exists a non-increasing function 0 : [1,00[ — R, , a constant ro = 0
and a function o : r € [ro, 0] — «(r) €0, 1] such that for anyte T, s+ 7€ T; and
r = ry we have

sup
Vo (z)vVo(y)<r

5,.R".,, —8,R",

S,8+T S,8+T :

<1—ar) with Vy:=1/0(V). (12)

10



The condition is satisfied for some parameter a(r) €0, 1] if and only if the
following minorisation condition holds

VieT Vs+7eT, Yr=ry V(z,y)e E? : Vy(z)v Vay) <r

Jv e P(E) such that 5ngl+T > a(r) v and @RS@M > ar) v.

Note that the measure v in the above display may depend upon the parameters (x, y)
as well as (r, s,t, 7). The strength of the above condition depends on the choice of the
functions V. For instance, we remark that is satisfied for the unit function V' =
1 = 7y and the function 6(v) = 1/v if and only if the following uniform minorisation
condition holds

VteT Vs+7eT;, VY(x,y)e E?
(13)
v e P(E) such that 52Rg2+7 >a(l) v and %RSLT = al) v

This latter condition provides a practical and natural way to check condition (Ho).
For Markovian semigroups, this condition reduces to the well-known Dobrushin’s con-
dition [87]. In addition, when the measure v in does not depend on the state
variables (1, ), condition (13| coincides with Doeblin’s condition [86]. To the best of
our knowledge, the use of the triangular arrays Réﬂl and the extension of Dobrushin’s
contraction stability theory to time-varying and possibly random positive semigroups
go back to the end of the 1990s with the article [70], see also [67, 69, [76] as well as
the books [63] [64] and references therein.

Dobrushin’s and Doeblin’s conditions are popular conditions in probability theory.
They are not always easily checked but are met for a large class of discrete or contin-
uous time irreducible stochastic processes, mainly on compact domains. For instance,
in the context of continuous time sub-Markovian semigroups this condition is satisfied
for elliptic diffusions on compact manifolds killed at a bounded rate, as well as elliptic
diffusions killed at the boundary of a bounded domain, cf. [76, Proposition 3.1] and
[61, Lemma 3]. Combining the proof of [76, Proposition 3.1] with the two-sided esti-
mates presented in [I1, Lemma 3.3], one can check that is also met for reflected
one-dimensional diffusions killed at a bounded rate on some compact interval.

Condition is also met for absorbed time homogenous neutron transport pro-
cesses for sufficiently smooth domains with an absorbing boundary, as well as for time
varying multidimensional birth and death processes with mass extinction, see [38]
sections 4.1 & 4.2]. Further examples of sub-Markovian semigroups satisfying
are discussed in [63] [64], [67]. See also [65] [73] 43, 44]. Sufficient conditions and further
examples are discussed in section [2.4

Apart from the fact that the uniform minorisation condition is met for some
particular classes of operators on non-compact spaces (including for ad-hoc truncated
drift Gaussian transitions or Laplace-type transitions on non-compact spaces - see [67,
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section 5] and [63], exercise 3.5.2]) it is rarely satisfied for non-compact state spaces
and thus our starting point is to localise the uniform minorisation condition .

Next, we consider a locally bounded function V' with compact level sets. Note
that in this case the function 6(V') vanishes at infinity and Vj also has compact level
sets defined by

V0O<e<e:=0(nfgV)
(14)
Vs {V<r) = {0V) > g = (Vo < Ue} + & with infV <r.i=07)(0).

Note that the bounded compactness level set condition ensures that V' is necessarily
lower-semicontinuous and its infimum on every compact set is attained.

In this notation, condition is satisfied for some 79 = 071(eq) if and only if the
following local minorisation condition holds

VO<e<O(rg) YteT Vs+71eT, VY(r,y)eV?
(15)
Jv e P(E) such that 5mR§fl+T > ar) v and %RSZM = a(re) v.

Note that the measure v in the above display may depend upon the parameters (x, y)
and (ro, s,t,7) as well as on the level set parameter 0 < e < 6(ry).

The local Doeblin-type minorisation condition discussed above is rather standard
in the stability analysis of Markov semigroups (see for instance [I50, Theorem 6.15],
[171, Proposition 2], and [149, Theorem 16.2.3]).

We strengthen this local minorisation property with the following condition.

(H1) Condition (Ho) is met for some (a,0) and some locally bounded function
V' = 1 with compact level sets. For anyt €T and p € Py (E) we have

Qi+ (V)/V <0(V) aswell as ky(p) <o and A~ > 0. (16)
In addition, there exists some ey > 0 such that for any 0 < € < ey we have

¢(H):= inf inf inf H,;, >0 and ||H||, := sup sup |H, < 0. 17
(H):= inf inf inf H, 1Al = sup sup |y a7

Whenever (H,) is satisfied, by replacing H with H/||H]|,,, there is no loss of
generality if we assume that |H,|yv < 1, so that

H,, <V foranys,teT(r) and H|H|”V < L

Note that condition (H;) depends on the choice of the functions V' and Hy,, with
the latter, defined in , further depending on the choice of the function H and the
initial probability mesure 7.

12



Also note that the growth/Lyapunov condition stated in the left-hand side of
is satisfied with 6(v) = v~ as soon as

Q.(V)/V'™? e By(E) forsome 0<d < 1. (18)

Several ways to design functions V satisfying the above condition are discussed in
section 3.3

In the context of sub-Markovian semigroups arising in the literature, we emphasise
that these growth conditions don’t impose that the underlying free evolution is stable.
For a more thorough discussion on this subject, we refer to the analysis of the harmonic
oscillator and the illustrations provided in the end of section

Checking the estimates may involve delicate calculations. For time homo-
geneous models, condition (H;) is equivalent to the existence of a leading eigen-pair
of the positive semigroup (cf. for instance Theorem . For a more thorough
discussion, we refer to section dedicated to time homogenous models.

Next we present another stronger but simpler and more tractable condition that
applies to absolutely continuous semigroups.

(Ho) : For any t € T, the positive operator Qi1+, has the form

Qt,t+r($;dy) = (]t,t+r(=’f7y) vr(dy) and Qt,t+7‘(v)/v <0(V) (19)

for some non-increasing function 0 : [1,00[— R, and some locally bounded function
V' =1 with compact level sets. In the above display, g+, 15 a density with respect to
some Radon positive measure v, on E, such that for some e > 0 and any 0 < € < ¢
we have

0 < :=infinfq sy, <te:=supsupgqisr <0 and 0<v, (V) < 0. (20)
teT V2 teT V2

For time homogeneous models ¢; s+, = ¢, condition is clearly met as soon as
q- is a positive continuous density on the compact sets V2. These absolutely contin-
uous integral operators arise in a natural way in discrete time settings [63] [67] and
continuous time elliptic diffusion-type absorption models [0, 08, 99, [168]. In connec-
tion to this, two-sided estimates for stable-like processes are provided in [167, [177].
See also [19, [134]. Two sided Gaussian-type estimates can also be obtained for some
classes of degenerate diffusion processes of rank 2, that is when the Poisson brackets
of the first order span the whole space [I35]. This class of diffusions includes fric-
tionless Hamiltonian kinetic models. Diffusion density estimates can be extended to
sub-Markovian semigroups using the multiplicative functional methodology developed
in [76]. Jump type models can be handled directly from () or using the methodology
and minorisation conditions discussed in sections 2.1l and 2.3

The following lemma will help us to establish the link between the hypotheses
(Ho), (H1) and (Hs). Tt is a slight modification of [I78], Proposition 1 & Lemma 10],
based on technical approaches from [91] in the context of nonlinear filtering stability.
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Lemma 1.3. Assume that (@) and (@) are satisfied. In this situation, 18
satisfied with ey := 0(7(V') + 1). In addition, for any n € Py(E) we have

0<kp(n) <ky(n) <o and 0< A (n) <An) < w. (21)

For the convenience of the reader a detailed proof in our context is provided in
the appendix, see section The above lemma also ensures for any bounded f > 0,
reV.and 0 <e<ey :=0(M(V)+1) we have

c cs(H)vr (Vo) v, (1y, Hoiraf)
RO (F)@) 2 e v o) > 50 Lovrad),
S+ A it MH[, vy Hers)

which implies . Thus, the above lemma ensures that

(H2) = ((H1) with eg =0(@(V) + 1)) = (Ho).

2 Statement of the main results

2.1 A uniform stability theorem

This short section is concerned with a brief review on the stability properties of the
non-linear semigroup @, under the uniform minorisation condition (13). The main
objective of this article is to extend these results to more general classes of models
satisfying the local minorisation condition stated in . We recall the rather well
known strong stability theorem which is valid on abstract measurable state spaces.

Theorem 2.1 ([67, 69, [70]). Let (E,&) be a measurable state space. Assume that
is satisfied and H = 1. Then for any s,t € T and any probability measures
w,n € P(E) we have the uniform stability estimate

|®g4(12) = ()0 < (1= (1) 7. (22)
In addition, for any i, po € P(E) we have the local Lipschitz estimate
|Qs.e(1)]

(1— 04(1))(#5)#”#1 — piol|tw. (23)

— <
H(I)S,t(:ul) (I)SJ(IUZ)HW = Nl(Qs,t(1>) v N2(Qs,t<1))
A detailed and remarkably simple proof of the above theorem based on the non-
linear transport formula is provided in [67] (cf. for instance Theorem 2.3), see
also [69, Lemma 2.1 & Lemma 2.3, [70, Lemma 2.1 & Proposition 2.3|, [64], sec-
tion 12.2], [67) section 2.1.2 & section 3.1.3] and [63] section 4]. The key semigroup
oscillation formula [67, Theorem 2.3|, [76, Proposition 2.3] connecting the uniform
exponential decay with Dobrushin’s ergodic coefficient of the R-semigroup when
H =1 defined in section [3.2] is given by

sup || @si(1) — s p(n) oo = sup |6, RY) — 3,R) |-
(1,m)eP(E)? (z,y)e B2
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The above formula shows that the uniform exponential decays are dictated by
the contraction properties of the triangular arrays R&L An extended version of the
above theorem for general relative entropy criteria is provided in [63], section 4.3.1].

For the rest of this section, we place ourselves in the time homogeneous setting
and F stands for an abstract measurable state space. In this case, a variety of results
follows almost immediately from the uniform estimates obtained in this theorem.
Before stating them, we first discuss some relevant properties of time homogeneous
models.

The uniform estimate implies that ®,(u) is a Cauchy sequence in the complete
set of probability measures P(F) equipped with the total variation distance. Thus, for
any u, the flow ®;(u) converges, as t — o0, exponentially fast to a single probability
measure 7y, € P(F). Using the fixed point equation, for any s,t € T we readily check
that

Moo (Qs+¢(1)) = 0o (Qs(1)) 100 (Q1(1))-
Thus for any t € 7 we have the exponential formula

No(Qi(1)) = e’ for some peR. (24)
Choosing 7y = 1, in (7)) and using (6] for any ¢ € 7(7) we check that

pQu(1) = [ {1+ [2(0(@-(1) — €u(n2)(@-(1)]}- (25)

s€[0,t[~

The exponential version of the above formula in the context of sub-Markovian semi-
groups with soft killing is discussed in .
Conversely, by for any n > 1 we have

S (@) (@ (1) — ulne) @, (1)]" < 0

seT (1)

as well as

QI < [T 1+ @ —a@)IQ-(1)/mQx(1)) < 0.

seT(7)

The two estimates discussed above ensure that uQ,(1) converges, as T(7) 3t — o0,
to a non zero number and we have

0 < inf £(Q,(1)) < sup [Qy(1)] < oo. (26)
teT (1) teT (1)

Note that the convergence of the series ensures that ®,(u)(Q. (1)) —;., 1. Also
observe that implies that

VueP(E)  qlp):= S |Q:(V)[[/1(Q:(1)) < 0.

We are now in a position to state our first corollary of Theorem [2.1]
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Corollary 2.2. Under the assumptions of Theorem for any p,n € P(E) and
t € T we have the local contraction estimate
[Pe(1) = () oo < (a() A a(m)) (1= a(1)" |1 = 1]|ew- (27)
Choosing 11 = 4§, in (25]), we also readily check that there exists h € B,(E) such
that 7, (h) = 1 and

lim @,(1)(z) = lim Qi(1)(x) = h(z) > 0.

t—00

By the dominated convergence theorem, for any s € 7 this implies that

Qur(D(2) = Qu(Qu(1))(2) 1m0 h(2) = Q,(h)(2). (28)
Choosing H = h in , formula reads
V(@) = Ca() P} with  PI(f) := Qu(hf)/Qs(h) = RS (29)

Note that h € Cy(E) as soon as Q,(By(E)) < Cy(E). Also observe that
6. P = Wy, (0,(6,)) .
The second corollary is now a direct consequence of Theorem [2.1]

Corollary 2.3. Under the assumptions of Theorem [2.1] there exists a positive func-
tion h € By(E) and a constant p € R such that for any t € T we have

Qi(h) = e b and 0Pl =0, with 0 = V(1) (30)

In addition, we have the total variation exponential decays

L (1= a()” @)

Using and applying the uniform estimate to u = 0, and n = 7, for any
s,t €T and x € E we have

|Qrrs(1)(@)/Qe(1) () = 1] = [@4(6,)(Q, (1)) — 1 < 2 q(1) (1 — (1))
This implies that
[Q0(1) = h/nea(B)] = Tim [@(1) = Qs (D] < 2 q00)* (1= (1))

On the other hand, for any f € B,(FE) and = € E we have

1622 = i oo <

_ h(z) _
@)~ s me] < IR — A /o (h)
|1
o 1@ ) ()

which leads us to our final corollary of the section.
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Corollary 2.4. Under the assumptions of Corollary[2.3, we have the operator norm
exponential decays

— h

()] <2 (1—a@)’" (Ihl/ne(h) + a(ne)?) ., (32)

sup
Ifl<1

as well as for any s,t € T and n € P(FE) the uniform total variation estimates

W Q. ) (@s(1) — Vn(ne0)]l0 )
33
< q(nw) (1= a(D)" +2 (1= a(W)’" (|hl/me(h) + q(nw)?) -

The last assertion comes from the decomposition

Mo = N = Vo, (1) (f) — Ya(n)(f)

= [T,y (1) = U5, 1) ()] (f) + 1o (F(Q(1) = h/11s(R)))-

The estimate is often used in the analysis of the ergodic properties of particle
absorption models, see for instance [40, 115] as well as equation in the present
article.

The above corollary can be interpreted as an extended version of the Krein-Rutman
theorem to positive semigroups satisfying the uniform minorisation condition . In
this connection, note that readily yields the uniqueness of the eigenfunction h
(up to some constant). Indeed, by we have

(WeT Qo) =geBy(B) — g =129y

Defining the finite rank (and hence compact) operator

Ti(f) = %L(h) 1o (),

we also have
lim [|Q = TI"" < ¢ (1—a(1)
—00
< ¢ =1(QD) < Q)" —1me lim Q" (34)
where [||-|| denotes the operator norm. The estimates stated in (34)) ensure that the
essential spectral radius of @), is strictly smaller than its spectral radius. For a more
thorough discussion on these spectral quantities, we refer to section (3.4l

A more refined analysis under weaker conditions, including exponential stability
theorems and contraction properties of time homogeneous semigroups, is provided in

section 2.3
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2.2 Contraction of R-semigroups

We now present the first main result of the article, the proof of which can be found
in section 4.1l

Theorem 2.5. Assume that (H1) is satisfied. Then there exist constants a < o and
b > 0 such that for any t € T, s,u € T; and p,n € Py/u,,, we have the uniform
contraction estimate

) =l (35)

Remark 2.6. As we shall see in Lemmal4. 1], condition (Hi) also ensures the existence
of some 0 < € <1 and some constant ¢ > 0 such that for any time horizon t € T and
any s + 7 € T, we have the Lyapunov estimate

RY, (V/Hyry) <€ V/Hgy +c. (36)

|nBS, = nR v/, < ae

In this direction, we also emphasise that the main ingredient of the proof of Theorem
is the V-contraction for Markov operators discussed in Lemma|[3.3.

The estimate on the left-hand side of allows one to control, uniformly with
respect to the time parameter, the quantities p1(H,,) in terms of the parameters p(V),
for any p € Py (F). Since these uniform estimates will be used several times in the
sequel, we present them here in a general form. Applying the Markov inequality, for
any p € Py (F) the left-hand side condition in ensures the existence of some n > 1
and some 6,, > 0 such that

On

- S Hs = On € = T T~

> 0. (37)

We conclude that

(H1) = pePy(E) O0<wg(p):= inf inf u(Hg)<p(V).  (38)
teT (1) s€Te(T)
Similarly, we check that the condition ky (1) < oo ensures the tightness of sequence
of measures ®, () indexed by s,¢ € T, for any p € Py(E). In the same vein, by (9),
condition (H;) ensures that the flow of measures 7, is tight. Thus, choosing

6 =0(M(V) +n) <ey with 7(V):= sup 7,(V)
teT (1)

we also check that

T(H) = inf T(H) > <, (H)/(L+7(V)n) > 0.
Arguing as above we present a simple way to check that A= > 0. Assume that
inf;er Qrit-(1) = g, > 0 for some continuous function g, > 0. As a result, we have
that
T(V)< ky(7y) <0 = A" > 0.
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The right-hand side assertion follows from the fact that

lanen gr
T+ (V)

We are now in position to discuss some direct consequences of the above theorem.
The first corollary and its time homogeneous version discussed in Corollary can
be interpreted as an extended version of the Krein-Rutman theorem to time varying
positive semigroups.

en = 0((V) +n) = 1,(Quis-(1)) =

Corollary 2.7. Assume that (H,) is satisfied. Then there exists some finite constant
¢ < o such that for anyt € T and s € T; we have the operator norm exponential decay

Qo) - #H) 2| < a et @1 =] 7V)/m(H),

v

sup
Iflv<1

where (a,b) were defined in (35).
Proof. Using and we check that
Wi, (7,) RO (F/H) = @0(T,) (F)/ s () (H) = 7,(f)/7,(H).

This yields the decomposition

o Hs,t _ t _ t
Quila) = = M) = Hoala) (RUC/H) = Y, (1) BEUS/H)

Applying (B3)) to u =t, u =4, and n = Wy, (7,), for any || f|v = | f/H|v/u < 1 we
check the estimate

e Hs t — —b(t— Hs it —
Qui(f) — =77 f)éae(s) <V+—778V> 39
,t( ) ns(Hs,t) t( ) ns(Hst) ( ) ( )
where (a, b) were defined in (35]). This concludes the proof. n

When H = 1, the extended version of the above corollary in the context of random
semigroups arising in filtering is provided in [I78]. The proof in [I78] relies on rather
sophisticated coupling and decomposition techniques given in [133], which were further
developed in [91].

The time homogeneous version of the above result is provided in Corollary [2.20]
In this context, condition (#;) is readily checked by choosing H = h, where h is the
positive eigenstate of the positive semigroup, see for instance and .

Remark 2.8. In Theorem and C’orollary the tightness condition ky(u) < o0
for any p € Py (E) imposed by (H1) can be replaced by the condition (V) < co. In
this situation, choosing f =1 in (@) for any p € Py (FE) we readily check that

1Q. (1) = n(Hea) /T (H)] < a p(V) e (14 || Hly, 7(V)/m_(H)),  (40)
where (a,b) were defined in (35).
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Our second main result transfers the stability of the R-semigroup to that of the
normalised semigroup .

Theorem 2.9. Under the assumptions of Theorem (2.8, for anyt € T and s € T, and
any 1, m € Py(E) we have the local contraction estimate

[@a() — s ()l < @ k(1) €9 = |y (41)
with (a,b) as in and k(n, u) given by
p(, ) o= ma(p) L+ rv(n) (L+0(V)/wn(n) /wu(p).

This result is a direct consequence of the V-contraction estimates stated in
Theorem and rather elementary Boltzmann-Gibbs estimates and pre-
sented in section [3.1] The full proof is provided in section [4.2]

Remark 2.10. As in Remark the condition ky(u) < oo for any p € Py(FE)
imposed by (H,) in Theorem can be replaced by condition

(V) <ow and ky(p) <o for any pe Py(E).

The right-hand side condition in the above display is clearly met for any bounded
function H. More generally it can be checked using the estimate (@) In this situation,
following word-for-word the proof of Theorem we check that

|@s: (1) =Ty < a 5@, 1) e -7,

with
R, 1) =k (p) (L+7(V)) (L+7(V)/0_(H)) Jwu ().
Using the above estimate we readily check that ky(u) < oo for any p € Py (FE).

Remark 2.11. The V-norm stability of the semigroup s, is also discussed in [178]
(for instance [178, Corollary 1]). The proof in [178] is based on Corollary[2.7 and it
does not provide local Lipschitz contraction estimates.

Remark 2.12. The time varying Lyapunov function V /H,; associated with the tri-
angular array of Markov operators RQL discussed in (@) depends on the terminal
time horizon t. This property allows one to control the exponential decays of
the corresponding (V /H,+)-norms uniformly in t. These estimates are crucial in the
proof of Theorem [2.9.

We note that more conventional approaches, based on time homogeneous Lyapunov
functions V', are discussed in [146]. This approach also ensures that the Markov
Semigroup RSL forgets its initial state with respect to a common time homogenous V -

norm. However, it seems difficult to deduce any local Lipschitz estimates of the form
from these uniform estimates.
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Choosing H = 1 in ([L1]) we have

1
[90408) = L)) (1) = s (1= 1) (Dyus(1) (42)

with the first order linear operator D,,®,; defined by the formula

Dy®.y(f)(x) := Hop(2) (Ps1(02) = ei(n)) (f)-

Taylor-type expansions of higher order are also discussed in [3]. A weak version of
the total variation estimate is now easily obtained from the above perturbation
formula.

Corollary 2.13. Consider the R-semigroup associated to the unit function H =
1. Under the assumptions of Theorem foranyte T, seT; and n e Py(E) we
have

sup [ Dy@s (v < a e (L (V) /wn (). (43)

£y, , <1

Proof. We have

Dyuulf)(e) i= Hualo) | n(dy)
Using we check that

16.RY) — 8, R v /m,, < a e (V/Hyz)(x) + (V/Ho o) ().
This implies that

sup [ Dy @i (f)lv < a e (L n(V) [Hyllv/n(Hy,))

1flv/mg <1
and we can now conclude. m

Remark 2.14. These weak form estimates are particularly useful in the convergence
analysis of the mean field particle models associated with sub-Markovian integral oper-
ators. Taylor-type expansions at any order are discussed in section 3.1.3 and chapter
10 in [64)], see also section 2.3 in the more recent article [3].

2.3 Time homogenous models

Time homogenous semigroups can be handle directly from the analysis developed in
section 2.2 In this context, condition (H;) ensures that for any s € 7(7) we have

i (Ps(Mo)) < k() <0 and 0 <wy(7y) < wi(Ps(7))
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Thus, by we readily check that

|9:(7g) — Puse(To)|lv < @ 6(Ty) €™ |7y — (o) lv < 2 a k() kv (Ty) e

with k(7)) := k(7y,7,). The above Lipschitz exponential decay estimate ensures that
7, is a Cauchy sequence in the complete set Py (FE) equipped with the V-distance.
Thus it converges exponentially fast to a single probability 1, = ®4(n,) € Py(E).
The fixed point equation yields the exponential formula (24]). In the same vein,
using the product series expansion and extending word-for-word the arguments
developed in the end of section (cf. ), condition (H;) ensures the existence of
a function h € By (F) such that

To=1Nw —VzeE Q,1)(x) —xn h(z) >0

a well as
Qt(h) = ¢’ h and M@t = e Moo

A triple (p, 1., h) satisfying the above properties is called a leading eigen-triple of the
positive semigroup. Choosing h such that ||y = 1 we have

hV =e " Q;(h))V <e ™ Q:(V)/V<e" 0(V)e By(E) = heByy(E)

Since h < V and V is locally bounded, the function h is locally bounded, thus V
and h are bounded in compact sets. Assume there exists a strictly positive Radon
measure X, (i.e. non empty balls have positive measure) such that

Q- (x1,dxs) = q-(x1, 22) Xr(dxs), (44)

for some density function ¢, (z1,x2) > 0. Also assume that for any compact set K
there exists some positive measurable function ¢¥ (z,) such that

inf g, (21, 22) = ¢ (x2) > 0
zleK

For instance, this condition is satisfied for lower semi-continuous function ¢, (z1, x2)
with respect to the first variable, and upper-semicontinuous with respect to the second
(see for instance [80}, Proposition 8.2.18]). In this situation, for any compact set K < E
we have

Vo e K Q- (h)(z) =e” h(z) = Xx+(¢¥) >0 andthus he Biy(E)

In the reverse angle, choosing (7, H) = (1x, h) € (Py(E) x Bj(E)) in and
(10), we readily check that

Mpir =€ =X~ Hy=h and RY)(f) = Q.(fh)/Qs(h) = P(f)
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In this context, the Doob h-transform, P” is a semigroup of Markov operators from

By i (E) toitself. Note that in this case, whenever is met the quantities (¢.(H), || H]|l,)
defined in resume to

S(H) =inf h >0 and [H, = |hlv =1

In addition, condition (H,) is met for H = h as soon as there exists some 9 > 0 and
some « : 1 € [rg, o[ a(r) €]0, 1] such that for any r = ry, we have

sup |6, P — 5foHw <1-a(r). (45)
Vo(z)vVa(y)<r

In the above display, Vj stands for the function defined in . Whenever the mi-
norisation condition (44)) is satisfied, for any compact set K < E we have

Vere K Q- (x,dz) = 1k vi(dz) (46)

for some Radon probability measure vg and some tx > 0 whose values may depends
on the parameter 7. This minorisation condition ensures that is satisfied. To
check this claim, observe that for any = € K, := {Vy < r} we have

1
h
PT (Z’,dZ) m QT(ZE,dZ) h(Z)
h
> a(r) vh (dz) with a(r) = g, e "7 Vi, (h) and v = U, (vk,).
T supg, h v

This clearly implies .
Remark 2.15. As we shall see in Lemmal[{.3, the condition Q. (V)/V € By(E) ensures
the existence of some 0 < e <1 and some constant ¢ > 0 such that

PYV/h) <eV/h+ec

This property also ensures that for any n € Py (F) we have ky(n) < co. For a more
thorough discussion on the consequences of the Foster-Lyapunov inequality we refer
the reader to Proposition [{.3

We summarize the above discussion with the following theorem.

Theorem 2.16. Consider a positive semigroup Qs satisfying the minorisation con-
dition and such that Q,(V)/V < 0(V), for some non-increasing function 0 and
some locally bounded function V' =1 with compact level sets.

In this situation, condition (Hi) is met for some positive function (7,, H) €
(Pv(E) x B{(E)) if and only if there exists a leading eigen-triple

(P, M, h) € (R x Py (E) x th(E))
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Note that the minorisation condition (44)) is less stringent than the absolutely
continuous condition imposed by condition (Hs3). In the context of particle ab-
sorption models, it applies to jump-type processes including regular piecewise deter-
ministic processes as well as Metropolis-Hasting type transitions arising in sequential
Monte Carlo literature. In the context of time homogeneous models, the growth con-
dition Q,(V)/V < 0(V) in (H;) and Theorem can be relaxed and replaced by
the condition Q. (V)/V € By(E).

We end of this section with a more refined analysis of time homogenous semigroups
satisfying the following weaker condition

Q- (V)/V € By(E)
(47)
Q-(h) =e’" h >0 for some peR, and he B (E) st. ||h]y = 1.

We recall that the parameter 7 in the above display stands for any positive parameter
such that @,(1) > 0. Also observe that

h/V =e " Q:(h)/V <e " Q.(V)/V e By(E) = he B, (E)

This also shows that the function V" := V/h > 1 has compact level sets. We now
introduce another condition.

(H") There exists some ro > 0 and some a : 1 € [rg,0[— a(r) €]0,1] such that for
any r = ro we have

sup |6, Pl — 6yPTthU <1—ar) (48)
Vh(z)vVh(y)<r
Arguing as above the above condition is satisfied as soon as the local minorisation
condition is satisfied. Condition is weaker than condition (H;) applied to
the leading eigen-triple (p, 7., h). Indeed, since V* > e Vp, the above condition is
weaker than and . The main drawback of condition (H") is that it requires
some knowledge of the function h which is often unknown.

Several illustrations and some sufficient conditions ensuring the existence of the
leading eigen-pair (p, h) satisfying are discussed in section , which is dedicated
to the study of quasi-compact positive operators. See also Corollary[2.3] For instance,
in remark we shall see that the existence of a leading eigen-pair (p, h) satisfying
is granted for absolutely continuous semigroups of the form equipped with
a continuous density. Note that in this case condition (Hs) is satisfied.

The article [12] also provides different conditions ensuring the existence of a lead-
ing eigen-pair (p, h) for semigroups that are not necessarily absolutely continuous.
We shall discuss these conditions in section dedicated to comparisons with the
existing literature on this subject. We also refer the reader to [12] for some additional
illustrations of these conditions in the context of the growth-fragmentation equations.

We are now in position to state the main result of this section, the proof of which
can be found in section 4.3l
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Theorem 2.17. Assume that (H") is satisfied. Then the Markov semigroup P! has
a single invariant measure pi" € Py (E). In addition, there also exists some finite
constant ap, < o0 and some parameter b, > 0, such that for any p,n € Py(E) and
t € T we have the contraction estimate

[Py = 0P v < an e = nlvm. (49)
In addition, we have Ky () < o for any p € Py(E).

As with Theorem [2.5] the main ingredient of the proof is the V-contraction for
Markov operators discussed in Lemma [3.2]

Remark 2.18. The above theorem ensures the uniqueness of the invariant measure
nl = nl Pl € Py (E) and exponential decay to equilibrium of the h-process. Choosing
To = Nw = Vin(nk) we have 7y = ®.(7,). In this scenario, we readily check
using the fact that

)\t,t-l-T = ﬁo Qt,t-i—’r(l) = epT and Hs,t = h (50)
We illustrate the impact of the above theorem with some direct corollaries.

Corollary 2.19. Under condition (H"), the measure 1y := Vq,(nk) € Py (E) is the
unique invariant measure of the semigroup ®,. In addition, for any u,n € Py(E) and
t €T we have ky (1) < o0 and

[@:(1) = @) v < an w(u,m) e =y, (51)
with (ap, by) as in [{49) and the parameters k(u,n) defined by

p(p,n) = kn(p) (1 + wv () (1 +n0(V)/n(h)) /uh).

Proof. Combining with the Boltzman-Gibbs estimate (68)) we readily check the
estimate

[:(1e) = @()lv < fin(pe) (L + mv(m) [ (Cnl) = C(0) P v
The contraction estimate now implies that
[(2n (1) = Cn(m) P vyn < an win(p) (L + kv (n) e [Uh(p) — Cr(n) v n-

Using the Boltzman-Gibbs estimate we also have

1 n(V)
1940 = )l < (1 ; W) P

This ends the proof of the corollary. [
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Corollary is closely related to the exponential decay estimates stated in The-
orem 1 of [I00] under different regularity conditions. In contrast with [I00], our
approach is based on the V-contraction properties of the h-semigroups and it allows
one to derive local contraction estimates. The proof of the next corollary follows
word-for-word the same arguments as the proof of Corollary thus it is skipped.

Corollary 2.20. Under condition (H"), for any t € T we have the operator norm
exponential decay

h
Neo ()

<ap e (1+00(V)/no(h)  (52)

e Qu(f) -

Neo(f)

sup
[ flv<1

with the same parameters (ap,by) as in [49).

2.4 Illustrations and comparisons

In this section, we highlight some of the comparisons between the models and the
regularity conditions discussed in the present article and conditions often used in the
literature for positive integral operators.

Comparison of regularity conditions

We begin by remarking that the class of positive semigroups discussed in this article
encapsulates discrete generation Feynman-Kac semigroups defined for any ¢t € 7 (1)
by the formula

Qt,t+r($7dy) = Gt(x) R:,tw(%dy)
with the potential function G; and the Markov transition P, ., defined by

Gt = Qri-(1) and  Pyir(f) 1= Qrirr(f)/Qris-(1). (53)

This class of probabilistic models arises in a variety of disciplines including statistical
physics, biology, signal processing, rare event analysis, and many others; see [63] (64,
67, [80] and the relevant references therein.

In this context, the uniform minorization condition ((13)) is a well known strong
condition ensuring the stability of the semigroups ®,, and the existence of fixed point
invariant measures for time homogeneous semigroups; see for instance [67, Theorem
2.3], [69, Lemma 2.1 & Lemma 2.3|, [76, Lemma 2.1], [64], section 12.2], as well as [67,
section 2.1.2 & section 3.1.3] and [63] section 4].

The next condition is taken from [38]. In terms of the Markov transition P; .,
discussed in (53)) it takes the following form:

(P) : For any s € T and (x1,x) € E? there exists some v € P(E) such that for
t=1,2 and any t > s + 7 we have the estimates

5xiP573+7' =€V and €2 HQS-&-T,t(l)H < V(Qs-&-mﬁ“)) (54)
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for some parameters 0 < €; < 1 whose values don’t depends on x;, nor on s€T.

We also refer the reader to conditions (Al) and (A2) in [39], as well as [37, [40], [44]
for further work and discussion on this condition.

The time-homogeneous version of the above condition is appears in a variety of
contexts in the literature. For example, as shown in [38, Theorem 2.1], condition (P)
is a sufficient and necessary condition for the uniform exponential decay , which
was also applied in [I21, Theorem 10] and [122, Theorem 7.1] to neutron transport
models.

We also refer the reader to [I1], section 2.2] for the use of condition (P) in the design
of admissible coupling constants (a.k.a. generalised Doeblin’s conditions), to [46] on
multi-type birth-and-death processes where it is the main ingredient of the proof
of Theorem 3.1, and to [I15, section 2]. Moreover, for time-homogeneous models
satisfying , the right-hand side estimate in (54) is a direct consequence of the
right-hand side estimate in (26)).

When (P) is met, for any f > 0 and ¢ = 1,2 choosing H = 1 we have the lower
bound estimate

V(Qsirt(1) f)
Ps,s-‘rT (QS+T,t(]—)> (xz>

This implies that condition (P) is stronger than the Dobrushin’s condition discussed
in . More precisely, we have

RO(fx) = « > e U, ) (Ws)(f).

(P) = (13) with H =1 a(l) ;== e and v =Vg ,  1)(v)

As previously mentioned, the uniform minorisation condition as well as (P) are
difficult to check in practice; several sufficient conditions are discussed in [63] 64], 67,
69, [75., [76].

The next condition is a slight extension of [I81] condition (68)] and [10} condition
(3.24)].

(Q) : There exists a positive measurable function ¢s(x) > 0, a constant p > 0 and
probability measures vy such that

Gs(2) vs(dy) < 0,Qs54-(dy) < p ss(x) vs(dy). (55)

Choosing H = 1, this condition implies that for any f > 0 we have

0. @eul(@ua(l) ) N0 with 2O(f) — Vs(Qsyr (1) f)
RS,U(f) N QSﬂJ’(Qu’t(l)) 2 p S,u(f) th S (f) * VS(QSJ’_T,t(l)) °

This shows that

(Q) — (13) with H =1 a(l):=p~t and v=1r.
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Condition (Q) with ¢(z) = 1 is also discussed in [63] section 4.3.2], as well as in
[139] and [100] section 3.3]. We also refer the reader to [37], where it was shown that
condition (Q) implies the uniform exponential decay in the time-homogeneous
case.
Also notice that
(Q) A Pil Vs < 5IPS,8+T < P Vs,

where the Markov transition P, was defined in . These rather strong two-
sided minorisation conditions are well-known: see for instance the uniformly positive
condition discussed in [15], condition (19) in [§] in the framework of Hilbert projective
metrics, condition (B) in [69] and Theorem 2.3 in [67]. From the above discussion it
should be clear that conditions (P) and (Q) are stronger than the Dobrushin condition
presented in ([13).

The class of R-semigroups introduced in are also considered in the article [12]
in the context of time homogeneous sub-Markovian models. In our framework, the
authors assume the existence of positive functions H < V', a probability measure v
defined on some compact K < FE, and some finite constant ¢, such that

supV/H < o Q,(V)<aV +clgH with O<a<i%f(QT(H)/H). (56)
K

In addition, there exists some € €]0, 1] such that for any positive function f € By u(E)
and any xz € K we have

(Q(H)/H)
Q-(fH)(z)/Q-(H)(z) =2 ev and tes’;}(lz—)SlIl(pV(Qt(H)/H)< : (57)

In Lemma 3.1 in [12], using the right-hand side condition in the above display, the
authors obtain a Lyapunov equation defined as by replacing H,,; by the function

Hs,t L Qt—s(H) Qt—s(H)

S Qe T T )

Theorem 2.1 in [I2] ensures the existence of a leading triple (p, 7., h), as well as
exponential estimates similar to the ones discussed in Corollary 2.20] Inversely, the
authors show that the existence of a leading triple (p, 7., h) satisfying these exponen-
tial decays imply that the pair (V, h) satisfies condition (56)) and . Thus, for the
class of considered in Theorem the conditions and are stronger than
condition (H;) applied to the leading pair (7, H) = (7s, h).

In the context of time homogeneous models, up to a change of Lyapunov func-
tion as discussed above, Proposition 3.3 in [12] is closely related to Theorem in
the present article. In contrast with the V-norm Lipschitz estimates stated in Corol-
lary [2.19in presented in this article, Corollary 3.7 in [12] doesn’t provide any Lipschitz
type estimates but also yields some exponential decays of the normalised semigroup
®, to equilibrium with respect to the total variation norm.
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Absorbed processes with bounded potentials

Whenever the operator (), is sub-Markovian, we have the nonlinear transport equa-
tion

(I)sﬂf(:u) = uMéft
with the collection of Markov transition MY, indexed by p € P(E) given by the
formula

ME(F) (@) = Qua(1) () % (1 Qui1)(2)) Burl)(f).

We also recall that for any s < u <t we have the nonlinear semigroup equation
Ds,u(p)
Méft = MéfuMu,t .

This shows that the normalised semigroup @, is the semigroup of a nonlinear Markov
process sometimes called process conditioned to non-absorption at every time step.
For time homogeneous models, unless 1 coincides with the quasi-invariant measure
®;(nw) = 7N, the process is a nonlinear interacting jump process. In this interpre-
tation, the distribution on path-space of the nonlinear process coincides with the
McKean-measure associated with a jump type process whose jumps intensity depends
on the distribution of the random states.

For a more thorough discussion on the nonlinear interacting jump processes asso-
ciated with these nonlinear Markov semigroups we refer to section 12.3 in [64] and
the articles [3, [67, [68]. Next proposition is a direct consequence of Theorem .

Proposition 2.21. Under the assumptions of Theorem[2.5, for anyt€ T and s € Ty
and any p,n € Py (E) we have the local Lipschitz operator norm estimate

6. MYy — 6. M v < a k(n, 1) e | —nly
with (a,b, k(n, 1)) as in .

Sub-Markovian operators are naturally associated with killed or absorbed stochas-
tic processes. Consider a stochastic flow ¢ € [s, 00[— X¢,(v) starting at X¢ (v) = v €
FE when t = s and absorbed in a cemetery state ¢ at some random time 7¢(z). For
instance, suppose we are given an auxiliary stochastic flow X;;(x) evolving on E,
which is sent to the cemetery at some uniformly bounded rate U;(y) = 0 when at
y € E. In this situation, we have the so-called Feynman-Kac propagator formulae

QulN@) = E(FXE) Lrsarmd)
- (100 o (- (X)) w)). 69

In this context, it is readily checked that the normalised and unnormalised semigroups
are connected by the formula

4Qualf) = Bus(1)(F) oxp (— [ @utmw du). (59)

S
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In terms of the absorption time, the above formula reads

[ o) Bz (o) €, T30 = 0 = @it oo (- | e (0)(0) ).

S

This shows that the killing time of the process starting from p at time s is a Poisson
process with a time varying rate function ®;(u)(U;) that depends on p. The discrete
time version of the above formula coincides with the product formula (5)). For a more
thorough discussion on this subject we refer to [67, section 1.3.2], [63, proposition
2.3.1] or [64], section 12.2.1]. As noted in [55] [147], in the context of time homogeneous
models, we readily check that the killing time is exponentially distributed as soon as
=10 = ().
Applying the above to f = 1 for any pq, us € P(E) and s < t we check that

100 (1)1 Qs (1) — exp (f (@ra(12) (U) — D) (UL) du). (60)

S

The discrete time version of the above formula coincides with . Under the assump-
tions of Theorem the norm of the first order operator introduced in decays
exponentially. That is for any f such that osc(f) := sup(, yep2 |f(x) — f(y)| = 1, we
have

1
D@ (£l < g (1 —a(1)97  with ¢:= Sup&’t() < 0. (61)

,MQQs,t(l)

In the above display, the supremum is taken over all indices (s,t) such that ¢ €
T(7), s € Ti(r) and ju, p2 € P(E).

We now state some results pertaining to the limiting behaviour of the occupation
measure of the time homogeneous stochastic flow. These results that direct conse-
quences of our semigroup analysis that build on the analysis developed in [40} 47, [115].

Observe that for any s < u <t we have

E (f(X5u(2) | T3(x) > t) = Vo, ) (Psu(0s)) (f)-

Setting X (z) := X§,(z) and T°(x) := T§(x), due to we obtain the following
corollary.

Corollary 2.22. Under the assumptions of Corollary[2.3, we have

E G f: F(XE(x)) du | T(x) > t) - %(%)(f)‘

sup sup
I£1<1 a<E
(62)

! 2
og (1 — a(1))] (¢(n0) + 2 (I /o (R) + q(n)?))

In the above display, h stands for the eigenfunction defined in Corollary The
measure Wy,(n,) which coincides with the invariant measure of the h-process is some-
times called the quasi-ergodic measure of the non absorbed process.

In the same vein, we also obtain a uniform bound on the L? distance.

T
S7
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Proposition 2.23. Under the assumptions of Corollary for any f € B(E) with
osc(f) <1 and any t € T we have the uniform estimate

E ((% [ sexawn - wh<noo><f>)2 | T°(x) > t)

< 8_T (”hH/noo(h) + (1 Vi q(noo))2)
o log(1—a(D)]

Proof. First observe that for any s < u < v <t we have
E (f(X5.(2) f(XS,(2) | TS(x) > 1)

_ 02Qsu (f Qua(1) Quao(f Quit(1))/Qun(Qus(1)))
5xcg&u((2u¢(1))

_ j Vo, 1) (an(6)) (dy) () f Vo) (Bun(dy)) (d2) £(2).

Replacing f by (f—Vr(ns)(f)) there is no loss of generality to assume that Wy, (1, )(f) =
0. In this situation, thanks again to , we have

E ((% ) X)) du)2 7o) > t)‘

<o (M) + (v a)?) [ (e o) do du

O<u<v<t

with
a:=|log (1 —a(l))|/.
This implies that

E ((% [ rexzn du)2 | To() > t)

Remark 2.24. We end our discussion of sub-Markov operators with bounded poten-
tials by noting that we may also extend Proposition to also obtain bounds in LP
of the order t=%2. The idea behind the proof is to write the averages in terms of the
h-process (in particular, the trajectorial version) and then apply LP bounds for occu-
pation measures of a Markov process, using the Poisson equation associated with the
h-semigroup (see for instance Lemma 8.4.11 in [8(] in discrete time settings).

< % (/e (R) + (1 v a(:0))7) -
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Unbounded potentials

The analysis of unbounded potential functions U,(x) requires more care. The proto-
type solvable model is the R%-valued linear Gaussian diffusion

1
dXs(z) = A X4 (z)dt + RY2dW, with quadratic potential U,(z) = 5 'Sz (63)

for some multidimensional Brownian motion W, € R4 with d; > dy > 1 and some
conformable matrices (A, Ry, S;) such that Ry, S; > 0. Solving the Riccati time
reversal equation

_ast = A;Qs + QsAs - QsRst + Ssa
for s € [0,¢] with terminal condition @); = @), we check that

hot(z) :=exp (=% 2’Q x) and hy(z) = h(z) == exp (—1 2/Qx)
= hy; (05 + L) (hsy)(x) — Us(x) = A 1= =T (R,Qs) -

In the above display, L stands for the generator of the stochastic process X s(x) This
yields the formula

Qst(h)(z) = exp (— f Tr (R.Q.) du> By ().

s

On the other hand, for any s <t we have the exponential change of measure formula

QuilNw) = X B (F(X0 (@) hool) (XL (2)))
el () RO(f/h) (), (64)

where (Xg}t%(l'))séugt is the stochastic flow with generator

u

LO(f) = Lu(f) + Tr, (g, f)/hug - and R, (x,dy) := P(X{(x) € dy).
Equivalently, we have

Qsi(h ) Quu(Qui(h f)  QsulhuiPl,(f)) -
) 0unlO, - <L RORO(P).
Qs,t(h> Qs,u(@u,t(h>> Qs,u(hu t) s,ut lu, (f)

In this situation, the stochastic flow th&(x) of time varying R-process is given for
any 0 < s <u<thby

RY(f) =

dX(z) = (A, — Ry Qu) XU () du + RY2dW,. (65)

S

For time homogenous models (A, Ry, S;) = (A, R, S) it is more judicious to choose
Q = Q. where Q. stands for the unique positive fixed point of the Riccati equation

AQy+ QA — Q ROy + S = 0.
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In this case, we have hs; = h for any s < ¢, and the R-process resumes to the h-process
defined by the time homogeneous diffusion

dX"(z) = (A= RQy) X() du + RY*dW,. (66)

The Feynman-Kac path integrals associated with these models coincides with coupled
quantum harmonic oscillators arising in physics. We refer the reader to [71] for a
detailed discussion on this subject.

3 A brief review on integral operators

3.1 V-norms and Boltzmann-Gibbs estimates

For a given function V' = 1/2, the V-oscillation of a function f € B(F) is given by

oscr(f) i sup K@ =T W)

W V() <|flv

and with a slight abuse of notation, the V-norm on M(FE) is given by

[l = sup{|u(H)] = [flv <1} =sup{|u(f)] = oscv(f) < 1} = |ul(V).

In the above display, |u| := py + p— stands for with the total variation measure
associated with a Hahn-Jordan decomposition y = py — p— of the measure. For
a detailed proof of the equivalent formulations in the latter definition, we refer to
Proposition 8.2.16 in [80]. The choice of condition V' = 1/2 in the above two definitions
is imposed only to recover the conventional total variation dual distance between
probability measures when choosing V' = 1/2 in the dual norms.

Recall that My (E) ¢ M(FE) is the subset of Radon measures with |ully < oo.
A probability measure p € P(FE) is said to be strictly positive, and we write p > 0,
whenever p(A) > 0 for any open set A ¢ E. We finally recall that the integral map

(i, f) — u(f) gives the isometry
MV(E) =~ Co7v(E)/.

The above assertion is a direct consequence of [I70, Theorem 3.1] applied to the
Nachbin family V := {V,, = a/V : a > 0}. See also [169, Theorem 3.26] as well as
[23, Theorem 2.1].

As mentioned above, when V' = 1/2 we recover the conventional total variation
norm. For any puy, s € P(E) we recall that

i —p2w <1—e= (eP(E) : mm=ev and pp=ev). (67)

We recall that the Boltzmann-Gibbs transformation ¥ associated with some bounded
positive function h > 0 and defined in (2 satisfies the following Lipschitz type estimate
I

L - S — — v-
H h(:ul) h(HQ)Ht /,Ll(h) v /Lg(h) ”/’Ll /J/QHt
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For a detailed proof of the above assertion we refer to [123, lemma 9.5, or [83] ap-
pendix BJ, see also [69] as well as [143], proposition 3.1] and [64], proposition 12.1.7].

Finally, we present a technical lemma regarding the V-norm estimates of the
Boltzmann-Gibbs operators; the proof is given in appendix

Lemma 3.1. For any 0 < h <V and any pu, pi2 € Pyu(E) we have the estimate

L p2(V/h) B
uﬂvm<1+ )|m ti2]l v jn- (68)

pi2(1/h)
In addition, for any i, po € Py(E) we have

W1 n (1) = Wayn(p2) v <

1 p2(V)
) = Bl < s (14200 ) =l (09

3.2 V-Dobrushin coefficient

Let us fix 0 < s < t and let Vj,V, denote measurable functions such that Vi, V; > 1.
The V-Dobrushin coefficient of Markov integral operator Ps; from By, (E) into By, (E)
is the norm operator defined by

Bv.vi(Pst) = sup (1 —n)Psilvi/lle — nlv.. (70)
u,nePy, (E)

We also have the equivalent formulation

Bv,vi(Pst) = supfoscy, (Pss(f)) @ oscy(f) <1}
= sup [0:Pss — 0y Psillvi/(Vs(z) + Vi(y)). (71)

(z,y)eE?

When V; = V; = V, we write By (Ps;) instead of By (Ps:). For a more thorough
discussion on these contraction coefficients, we refer the reader to sections 8.2.5 - 8.2.7
in [80]. If in addition V' = 1/2 we write §(Fs;) instead of f1/2(Ps;), to denote the
conventional Dobrushin ergodic coefficient with respect to the total variation distance

B(Ps,t) = Ssup H(Sxps,t - 6yPs,thv-
(z,y)eE?

By the contraction condition 5(Ps;) < (1 — «) is satisfied for some parameter
a €]0,1] if and only if the following minorisation condition holds

V(z,y) e B> JveP(E) : Py >av and 6P > awv.

The next lemma provides some contraction conditions in terms of a Foster-Lyapunov
inequality and a local minorisation condition on compact level sets. The proof is in

appendix
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Lemma 3.2. Assume that there exist functions Vi, V; = 1 with compact level sets,
e € [0,1] as well as a function a : r € [rg,0[— «(r) €]0,1], for some ro = 1 such
that for any r = ry we have

P,(Vi))<eVi+1 and sup 105 Pst — 0y Pst]tn <1 —a(r). (72)
Vs(z)vVs(y)<r

Then, for any 0 < § < 1 we have the contraction coefficient estimate
Byes yes(Por) < 1= al(rd(6))(1 = 6/2) with V™ =1/2+ p(5) Vi
with the parameters

ro(8) = o v 136 (1 o (3+6 (% - 1))) and p.(8) = 1160‘;:((2)))
(73)

Now observe that

ro(8) = o v 4 (2 3 (% _ 1)) = 1 and po(8) = 27“5(5) a(ro(8)) —>p 0.

Thus, whenever is met with V, =V, = rq = 1, choosing € = 0 in (72)) we have,
for any r > 1,
(151—>I% ﬁVso’é,V;O’é(Psvt) = 6(Ps,t) < 1-— Oé(?“).

Whenever F;, is a Markov semigroup and V; > V for some function V' > 1 with
compact level sets, the Foster-Lyapunov inequality in the left-hand side of ensures
that for any initial probability measure pu € Py, (E), the distribution flow p; := pPo,
indexed by t € T(7) for some 7 > 0 is tight. To check this claim, notice that

(72) = (V) < (V) <€ u(Vo) + (1 =)' < u(Vo) + (1—e)". (74)
By the Markov inequality, for any ¢ > 0 this implies that

Ks:={z:6V(z) < u(Vp) + (1 —e) '} c E= sup u (E — Ks) <. (75)
teT (1)

In this situation, if we set V< = 1/2 + p.(d) V, for any s < t and u,n € Py, (E) we
also have the contraction estimate

|1Pas = nPyillves < (1= a(rd(8)(1 = 6/2) 7 | =n]es. (76)

For time homogeneous models, condition (72| clearly ensures the existence of a single
invariant probability measure po = peP; € Py(F). The analysis discussed above
combines the ergodic theory for Markov operators presented in [I14] with the V-
Dobrushin contraction methodology developed in [80]. Alternative contraction ap-
proaches mainly based on [I14] are discussed in [12 42| [T46] [149].
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3.3 Lyapunov conditions

This section presents some practical ways of checking the Lyapunov condition stated
on the left-hand side of . Given some ¢ > 0, € € [0,1[, K € £ and functions
W, W, = 0, we have

P.,(Wi)(x) < eWy(x) if zeE—-—K
PSZEWiggzg - . (z) f oK } — P, (Wy/c) < e Ws/e+ 1.
Moreover,

Py (W) < eWy+c= Py (Vi) <eVi+1with V,, =1+ eW,/c =1, for u e {s,t}.

For continuous and time homogenous semigroups P, s = P, P, with generator L de-
fined on some domain D(L) 3 W, for any a > 0 and ¢ < oo we have the Lyapunov
condition

1
14 ad

LW)< —aW+c<=Vi>0 Ps(W)< W+ cd.

A detailed proof of the above assertion can be found in [80, Theorem 17.4.1].
In the case where ¢ = 0, i.e. there exists some K < E such that

Vie E—K, L(W)(z)<—-aW(z) and VYzxe K L(W)(z)<c, (77)

we readily check that
L(W) < —aWW =:b.

For instance, when E is a normed space and L(W) is continuous, it suffices to find a
sufficient large radius r that

W(z)=r= W (z)L(W)(x) < —a.

In this situation condition (77)) is met with K = {WW < r} and ¢ = supy |L(W)].

Whenever ¢ > 0, by replacing W by W /e, there is no loss of generality by assuming
that the above Lyapunov condition is met for ¢ = 1. In the same vein, replacing W
by Wy = W + b for some b > 0 we find that

L(Wy) < —aW, + ¢, with ¢, :=c+ ab.

Also notice that in this case, for any § > 0 we have

1 1 ab
< < —
Pg(Wb> L+ a0 Wb-f-C(SSP(g(W) 1+G5W+<C 1+a5> 0

Thus, there is no loss of generality to assume that W > b satisfies the Lyapunov
condition for some b > 0. For a more thorough discussion on these Foster-Lyapunov
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techniques, including the design of Lyapunov functions for Ornstein-Uhlenbeck pro-
cesses as well as for damped and over-damped Langevin diffusions; see [80, section
17.4 & section 17.5]. We end this section with some comments on the condition
Q,(V)/V € Co(E). Assume that

G, =Q;(1)eCy(E) and 0<G,<1.
In this case, we have the decomposition
Qr(z,dy) = G;(z) Pr(z,dy)
with the Markov transition

Pr(f) = Q-(f)/Q-(1).

Assume that P.(C(E)) < C(E) and P.(W) < aWW + b for some non negative function
W e C(E) and for some a,b > 0. Now, one can check that Q,(V)/V € Cy(E) using

Q. (V) GT(l + b) + alW

Vi=14+W =
=Ty T+ W

<c¢ G, with ¢:=((14+0b) va)>D0.

We illustrate the above discussion in the context of Gaussian integral operators
on Euclidian spaces. To avoid unnecessary vector and matrix-notation we restrict our
attention to one dimensional models, that is £ = R. The analysis of multidimensional
models follows along the same lines. Consider the following models

1 (y=b(z))?

G.(z) = e @ e C(R) and Pr(z,dy) = ——— € 1@ dy. (78)
2moq ()2

In the above display, Uy = 0 is some function with compact level sets, o1(x) > 0 is
a strictly positive function and b(z) is the drift, both of which exhibit at most linear

growth; that is
|b(x)| + o1(z) < 1 + ¢ |z

for some constant ¢, co > 0. In this situation, we check that
Wx)=1+|z| = P-(W)<aW with a=(1+¢) Vv c.

When G, € Cy(E) is not necessarily vanishing at infinity, the problem amounts to
finding a function V' > 1 with compact level set such that P.(V)/V € Cy(E). The
design of such functions for a Markov transition P, is rather standard in applied
probability literature (cf. for instance [91], [133] 178]). We further illustrate these
constructions with the Gaussian transition discussed in . We assume that

ow]| < oo, |b(x)| <c+ (1 —90) |z| for some 0 <c<oo and 0 <6 <1

(79)

and set V(z) := e’l*l for some v > 0.

37



In this case, we check that

_ (y=(b(z)+voy (2)2))2

ollel—bla s @ [ e 201 (x)?
P(V)(@)/V(x) = el dy
0 210 (x)?
s 4 0 _ (@) vy @)2)
201 (xz
+ev(z|+b(z))+“”12<z)f e 1) .
—00 271'0'1(37)2

In this situation, whenever G, € C,(E) we have
Q. (V)(z)/V (z) < 2e@1D*2|q, | emlel=b@D) ¢ gever o2 |G | V()=

which implies . Note that the above construction requires the sub-linear growth
of the drift function b(z) stated in (79). Consider the Gaussian density

Golo) = exp (5 ). (50)

In the above display, o¢(x) > 0 stands for some strictly positive bounded function. In
this case, we have

|b(z)| < cy+ ey |z| for some 0 < ¢y, <o

. QT‘(/‘(%(I) < 26D/ oy, <_U <|:1,-\ n ’xi |b(:1:)|>) a0 0.

Observe that for any 0 < § < 1 we have
2| == 2u]oo)*) ee = 1 < (1-6) +[z|/(2v]o0]?).
This shows that
co+er |zl < (co+ar)+ (1—06) x| + 2>/ (2u]oo|?) with ¢y =co+crr
from which we conclude that
b(@)| < co + 1 o] = Q(V)(@)/V(2) < 22D v (),

which yields .

3.4 Quasi-compact operators

Next, we recall some standard definitions and compactness principles from time ho-
mogeneous positive semigroup theory.

Let (Q¢)t=0 be a time homogenous positive semigroup from By (E) into By (E).
Then @, is said to be irreducible (a.k.a. ideal irreducible) if there exists no closed
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Q);-invariant ideals distinct from {0} and By (FE) (cf. [I57, Definition 4.2.1]). It is also
well known (e.g. [92, Proposition 2.1] or [102], Proposition 4.1]) that this condition is
met if and only if for any non zero function f > 0 on By (F) and any non zero positive
measure p on F, there exists some t € T such that uQq(f) > 0.

The spectral radius of (Q;);>o is defined as

rv(Q) = lim [|QI" = lim [Qu(V)Iy" = inf |Q:(V) /" (81)
In the above display, |||, stands for the operator norm.

The semigroup @ is said to be quasi-compact if its essential spectral radius
v(Q) = lim (inf {[|Q; — Tl = T compact})"”

satisfies 71/ (Q) < ry(Q). Recalling that the product of positive operators Q1
is compact as soon as the @); is compact (cf. theorem VI.12 in [160]), the quasi-
compactness property of the operator @ (for sufficiently large ¢) is clearly met as
soon (), is a compact operator for some 7 € 7. Such one-parameter semigroups are
sometimes called eventually compact semigroups (see for instance section 3 in the
book [94]).

Now assume there exists some 7 € T such that the discrete generation semigroup
Q); indexed by t € T(7) is irreducible and quasi-compact on By (FE). By a variant of
the Krein-Rutman theorem (cf. for instance Theorem 1.1 in [93] [151]), rv(Q) > 0 is
an eigenvalue corresponding to a non null eigenfunction h € By (E). More precisely,
there exists some a non null function h € By (FE) such that

Vte T(r) Qi(h) =e” h with p:=logry(Q).
Note that since @, is irreducible, for any x € E there exists some t € T (7) such that
Qi(h)(z) = e’ h(z) > 0.

Remark 3.3. Whenever Q,.(V)/V € By(E), for any t = T the operators Q; map
By (E) into Boyv(E), and the eigen-function h belongs to Byy(E). If, in addition,
Q. maps By (E) into Cy (E), then the operators Q; map By (E) into Coyv(E), and the
eigen-function h belongs to Co v (E).

Additionally, if the assumptions of Theorem are met, Corollary ensures
that the ezistence of an eigenfunction h € Cyy (E).

Sufficient conditions in terms of the Lyapunov functions V' > 1 ensuring the com-
pactness of @); for some t € T are discussed in [100] and [161]. For instance, we have
the following lemma.

Lemma 3.4. Assume that Q.(V)/V € By(E) for some 7 > 0. In addition, assume
that for any compact set K < E the operator Q5 (f) := 1xQ,(1xf) is compact on
By (E). In this situation, for any t € T with t = 7, the operator Q; is a compact
operator from By (E) into itself.
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Proof. For any t € T, we set RE(f) := 1xQ;(f) so that
Q=R+ R and Qu.—Q¥Q, = QR + RE'RF.
This decomposition implies that

Qe —@F @l < (M-l + IE5NL) 1=,

Q- + Qelly) 1=,

<
<

Also note that

IRE N, = e Qe(VI/VI

Thus, choosing a sequence of compact sets K,, such that

1

n
implies that

Qe+ — Q7 Qul[[y, < = Q- + Q) -

Since the product operator Q5@ is compact, Q¢+~ is the limit in norm of compact
operators, hence it is compact. This ends the proof of the lemma. [

Remark 3.5. The condition Q.(V)/V € By(E) allows one to localise the operators
on compact sets. The compactness condition of the semigroup QX is readily checked
for absolutely continuous operators of the form

QT(xa dy) = qr(w7y) VT(dy)' (82)

In the above display q.(x,y) is a continuous density with respect to some Radon mea-
sure v, on E. Indeed, in this case, for any collection of functions (fp)n0 € By (E)N
in the unit ball {f € By(E) : | f|v < 1} we have

sup |QF (fu)lv < |QF(V)/V].
In addition, for any (z,y) € K* we have

Q@) ~ QXU = [ lar(e.2) = arly. 2] 1el2)os(d2)

Since q, is continuous on the compact set (K x K), it is uniformly continuous. Thus
for any € > 0, there is some 0 > 0 such that d(x,y) < § implies that for any n = 0
we have

Q7 (fa)(x) = Q7 (f)(y)] < € v-(K).

By the Arzela-Ascoli theorem, QX (f,) converges uniformly to a continuous limit ex-
tended by 0 outside the set K. Recalling that V = 1 is also converges on By (F).
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QX is an irreducible and compact operator on By (E). The above models encapsulate
Markov transitions restricted to a compact set K < R", for some r = 1, defined by

Qf(l’,dy) = 1K( ) pT(I y) ( ) dy

In the above, p,(x,y) is a continuous probability transition density with respect to the
Lebesgue measure dy on R”. For a more thorough discussion on this class of compact
integral operators we refer to [107] and the more recent article [35].

Remark 3.6. Now assume that E is a countable space. In this situation, whenever
V =1 we can also use the following equivalence principle (see for instance Theorem

2.1 in [18}))

Q. is compact on B(E) <= Ve > 0 3K, finite s.t. supQ.(1p_k, )(x) <e.
el

More generally, assume that Q.(V)/V € Bo(FE). In this situation, for any e > 0 the

set
Ko = {Q(V)/V = ¢}

18 finite, and following the proof of the above lemma, we have

[Qcsr — Qe[ < e (NQ-lly + lQelly) -

Since for any finite set K, the operator
QF (f)(x) = 1k (a Z Q- (,y)
yeK

1 bounded and has finite range, it is compact and we thus conclude that () is compact
for any t = 1 as soon as Q- (V)/V € By(E).

The set E can be written as the union E = U,>0K, of an increasing sequence of
compact sets K,,. Whenever Q, is compact on By (E), up to a subsequence extraction
the functions Q;(V1g:) € By (E) forms a Cauchy sequence. Thus, for any € > 0 there
exists some n. = 1 such that for any n. < m <n we have

1Qe(V1kg) = Qe(Vikg v = [Qu(Vik, k.. )lv <€
and therefore
1Q:(V1ke )V <€
Now, assume that for any € > 0 there exists some n, = 1 such that
Vnzne  |QVikg)/V]<e
For any | fllvy < 1, we have
|Qe(f) = Qe(Li, f)llv < [Qu(Vikg)/ V] <

Arguing as above, using the fact that f € By (E) — 1k, f € BV( ) is a finite range
compact operator we conclude that Qy is compact on By (E). We conclude that

Q¢ compact on By (E) <= Ve >0 3K, finite st. [|Qi(1gV)|v <e
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Whenever E is compact, by a theorem of de Pagter (cf. [I57, Theorem 4.2.2]), a
compact and irreducible positive operator (; on C(E) has a positive spectral radius
r(Q;) > 0, while its essential spectral radius is null. Applying the Krein-Rutman
theorem (cf. [93, 151, Theorem 1.1]), there exists some non-negative and non-zero
measure v, € M(FE) = C(FE)" and a non-negative and non-zero function h € C(FE)
such that

ve@Qy = e vy and Qy(h) =e” h with p=logr(Qy). (83)
This yields the fixed point equation
Moo 1= Voo / Voo (1) = Py (1))

More generally, when F is compact and @, is a positive operator from B(FE) into
itself, the Schauder fixed-point theorem ensures the existence of a fixed point

Mo =@ (N0) EP(E) and Vte T(7), nu(Qu(f)) = nw(f) 1:o(Qr (1))

Note that the right-hand side assertion is a direct consequence of the product formula

@ For potentially non-compact spaces, condition is met as soon as Q. (V)/V €
Co(F) and @ is a quasi-compact operator from By (F) into itself and mapping By (F)
into Cy(F). Several sufficient conditions in terms of the Lyapunov functions V' > 1
ensuring the quasi-compactness properties of @), are discussed in [100], 119, 161], see
also Lemma [3.4] and Remark [3.5|in the present article. For a more detailed discussion
on quasi-compact and compact operators we refer to [94, [I51], 157, [160] and references
therein.

For potentially non-compact space £ we have the following Krylov-Bogolioubov
type theorem, which is of interest in its own right.

Theorem 3.7. Assume that Q,(Cy(E)) < Cy(E). Then the mapping ®, has at least
one invariant probability measure 1y if and only if there exists some probability mea-
sure 1 such that the flow ®,(n) indexed by t € T (1) is tight and we have

Pi(n) := () (Q-(1)) €]0,1] — 100 B () > 0. (84)
Whenever these conditions are met we have By (1) = N (Q-(1)).

The proof of the above theorem is provided in section Related equivalent
conditions for the existence of quasi-invariant measures are discussed in [138] for
models such that Q. (Co(E)) < Co(E), see also [97].

4 Proofs of the stability theorems

4.1 Proof of Theorem 2.5

This section is mainly concerned with the proof of Theorem 2.5, For any p € Py (F)
and n > 1 we set

en(h) = Oy (1) + ).
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Applying Markov’s inequality we have

(1) (Ve () = Pt (1) (V = 07 (en(pr))) < kv (p)/ (kv (1) +n) > 0.

We conclude that

1
< inf @, aw) == 7y
Vo<e<e(nw)  nf@u(u)(Vew) U+ v (n) ’
(85)
1
4 info, Vo)> — .
an m ,t(,u)( n(#)) 14+ FLV(M)/” *

In the above display, the infimum are taken over all indices (s,t) such that t € T (1)

and s € T;(7).

Lemma 4.1. Assume that @ and are satisfied some locally bounded function
V' with compact level sets. Then the Lyapunov estimate (@ is satisfied.

Proof. For any n > 1 we set €, := 6(7(V) +n). For any s € T(7) and 0 < e < €/,
thanks to ([16]), we have the estimate

Qsst7(V)/V <€ A7 Lio)e + [0(V)] Lieis),s
with the compact sets K.(s) are defined by
K(s) = {Qssrr(V)/V =X} c K. :={0(V) =X }.

On the other hand, for any s, s + 7 € T;(7) we have

Rgfl+T(V/HS+T,t) _ 1 QS,S+T(V)
(V/Hs,t> )\s,erT V

This yields the estimate

R(t)Jr (V/Hgiry) . lo(V)]|
S,5+T S+, < ] N ) S
(V/Hs,t) /\S,S+7- (6 K(s) + A— K( ))
oV
< € 1K€(s)c —+ % 1K€(s)7

from which we check that

oV
R, (V/Hery) < €(V/Hy) + H i)‘ sup(V/H,,).
Ke

Now, choosing n > 1 sufficiently large such that

€n <€eXN <€V ey,
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we have

Ko={0(V)=eX}c V., :={0(V)=e,}.
By this yields the uniform estimate

sup(V/Hy ) < o.(H)™ sup V' < .

Ko en
Proof of Theorem [2.5. Observe that

|H|y =1= H<V and H,, =Q,,(H)<Q,,V).
This implies that
AN Hg 1)V < Assir Hot)V = Qo540 (Hoirt)/V < Qs54-(V)/V.
Combining this with (#;), we obtain the estimate
AN Vo< V/Hg;, with Vp:=1/6(V).
Notice that Vj has compact level sets and for any » > 1 we have
{V/Hspe <7} < {Vo <r/A"}.

This implies that V/H;, also has compact level sets. Under (Hy) (which holds under
(H1)), for any r = 1 := A"ry we have

6, R".,. —6,R{

sup S$,S+T S,5+T

(V/Hs)(x)v (V/Hs)(y)<r

<l-—a(r/A7) < 1.
tv

Now, due to the previous lemma, holds which in turn implies that
RY (Wiyry) <€ Wy +1

with the collection of functions W, > 1 defined by

e V e V € Vv
C 2 <w,=14°¢ <<L+Q .
& H&t ¥ C H57t

Then, for any r > ery/c we have
c

sup H(SﬂﬁRgl-i-T - 6yR£2+T||tU <l—-a (TT_> < 1.
Wt (x)vWs ¢ (y)<r €

The estimate is now a direct consequence of Lemma . This ends the proof of
the theorem. -
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4.2 Proof of Theorem 2.9

Proof. Observe that
Aot Hep RO(F/H) = Quulf),

which implies that

(t) _ #(Qsa(f) _ Paa(p)(f)
Vi OB = QD) ™ i)

Combining this with and the estimate (68) we have

1Bss(1) = oMy = [W1n(Pa,, ()RY) — Ur/n (Pa, , ()R v
< Dy () (H) 1+ Sos()(V)) % | (Wi, (1) — Wi, , (1)) B v

Applying to u = t we find that

[@s:(1) — se(M) v < £ (k) (L + Kv(n) @ e Ty, (1) — Ua,,(0)|v/m,...

On the other hand, applying we check that

1 77“ ) )
Vg, () =Y, , (Mv/m, < 1+ w—nlv.
H Hs, (M) Hy, ( )H /Hs, <Hs,t) < H H

This ends the proof of the theorem. [

4.3 Proof of Theorem 2.17

This section is mainly concerned with the proof of Theorem [2.17] on the stability of
the time homogeneous models discussed in .

Lemma 4.2. For any € > 0 we have the Foster-Lyapunov inequality

PF(V/h) <€ (V/h) 1ge + cer 1k (86)

€,T

with the parameter c.. and the compact set K, . given by

Cer = € Q(V)/V| sup(V/h) and K,.:={Q.(V)/V =€ e’}

€,T

Proof. For any € > 0 we have
V= V/h = PMV") V! =e Q. (V)/V < elge + e 7|Q,(V)/V|1k...

This readily yields the estimate . [
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Proposition 4.3. For any p € Py ,(E) we have

0 < r(p):= inf pPM(1/h) < Iiv/h (1) := sup uP"(V/h) < o
teT () teT (1)

In addition, for any n € Py (E) we have the estimates
0 <k, (n) < kv(n) < oo. (87)

Proof. Following word-for-word the same arguments as the proof of the Foster-
Lyapunov estimate implies that

Ko (1) < p(V/B) + cor(1— €)' < o0

Now, we come to the proof of the left-hand side estimate. Since h € By (F) and
|hlly = 1 the function V//h = 1 has compact level sets and h is bounded on compact
sets. Since h € B;;(E) we also have infx h > 0 for any compact set K < E. Consider
the compact sets K% /n(0) indexed by ¢ €]0, 1] and defined by

KV (1. 6) := { : 6V () /h(x) < Ky, (1)}
Arguing as in , we have

inf MP (IC"‘//h(uﬁ)) >1-4§ and k(p) = (1—=0)/ sup h.
tET ’C}‘}/h(u75)

Observe that

tsﬁ(p) V()P (V/h) <n(V)/n(h) + cer(1— )"

and consider the compact sets
Ky (n,6) :={z: 6V (z) <n(V)/n(h) + cer(1 - €)'} < E.
Arguing as above, we check that

ph _ h (1-9)
tel,]I_l(f)\I’h( n P (Kyv(n,0)) >1—¢ and tel}rlfT Uy (n)P(1/h) = BT

This yields for any ¢t € T(7) and 0 €]0, 1| the uniform estimate
Un(m) B (V/h) _ n(V)/n(h) + cer(1 =€)~
‘I’h(n)Pth<1/h) (1- 5)/511P/cv(n,6) h

This implies that xy(n) < co. This also ensures that the sequence of probability
measures ®,,(n) indexed by s <t is tight. Choosing the compact set

K(o,n):={reE : 6 V() <rv(n)} (83)

Oy (n)(V) =

we readily check that

o, (n)(h) > ( inf h) O, () (K (5,1m)) = (1 - 06) <inf h) =~ 0.

K(é,m) K(é,m)

We conclude that x, (n) > 0. n
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Proof of Theorem [2.17. The last assertion has been checked in . Observe that
(86) = P" (W) <eW +1

with the function W > 1 defined by

e V e V € V
—<W:=1 —< (1 —
: W +ce,f . ( +Cw) = (89)

CG,T
which has compact level sets. On the other hand, by we have

sup |6, P — 6, Py < 1 — alcerr/e).
W (z)vW (y)<r

The estimate is now a direct consequence of and the estimates . The
proof of the theorem is now completed. [

4.4 Proof of Theorem

Proof. One direction of the proof is obvious. Indeed, if ®, has at least one invariant
probability measure 7y, choosing 7 = 7, the measure ®;(n,) = 7y is tight and

Bi(Ne) = no(Q+(1)).

Conversely, assume that for some 7 the sequence of probability measures ®;(n)
is tight and is satisfied. In this situation, for any e > 0 there exists a compact
K. c E such that

®:(n)(@-(1)) = ©:()(1x.Q(1)) = (1 —¢) InfQr(1) and  Bin(n) > 0.

We simplify the notation and write (3, and 5y instead of §,,(n) and By(n). Consider
the probability measures

Nm = % Z chT(”) = Nm(Q-(1)) Z Br —m—w Beo-

0<k<m 0<k<m

There exists at least one probability measure 7, := w(n) and a sub-sequence my —_,»
o0 such that 7,,, converges weakly to 7, as k — 0. Hence, ,,, and ®(n,,,) converge
weakly to 7, and ®(n), respectively, as m — oo. In addition, we have

O, (N)(Q7(f)) = Pz (1)(Q+(1)) P41y~ (p10) (f)-

This yields the formula

— Z Zo<l<mﬁl P (141)7 (10)

o<k<m
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from which we check that

1 B
@T(nm) - 77m = - ( — ].) q)(k.+1)7(u0)
m o<k<m % ZO<l<m Bl
1
+— Z ((I)(kﬂ)r(#()) - CDIW(??)) :
m
0<k<m
As a result
D7 (Nm) = Mm
1 ( Bk ) 1
== T 1) Pui-() + — (Paan.(n) —n).
m 0<k2<m % 2o<i<m Bi ( mo
On the other hand, we have
1 1 2
— > == DL Bl<= D, 18— Bl —mon 0.
m 0<k<m m o<i<m m o<k<m

For any f € Cy(E) we conclude that

(Pr (M) — M) (f)| — k- 0 and therefore 1, = P (10).

The last assertion follows from the fact that

1 mg—1
D (Qr(1) = — > B —mmio B = 0o (Qr(1)).
Mk 12
This ends the proof of the theorem. [

A Proofs of the technical lemmas

A.1 Proof of Lemma 1.3

In this section, we will work under the assumptions imposed by (H;). Recall that the
function H € B;;(E) is chosen such that |H|y = 1 and we have Q;+,(H) > 0 for any
teT and 7 > 0.

Further recall that from section [1.5] for any u,t € 7, we have

Au,tHu,t = Qu,t(H) = hu,t = Qs,u(hu,t) = hs,t > 0. (90)

We also recall that we assume and are satisfied. To simplify the notation,
we write v instead of v,. In this notation, for any 0 < € < €; there exist finite constants
0 <. <t < o such that for any ¢t € T we have

e 1y, (7) v(dy) 1y (y) < Iy () Qrirr(z,dy) 1y, (y) < te Ly (2) v(dy) 1y, (y). (91)

The next lemma is a slight modification of [I78, Proposition 1].

48



Lemma A.1. There exists A\g > 0 and a finite constant ¢y < oo such that for any
s,t € T(1) and n € Py(FE) we have
7)\0(2578)

Vv V €
Rgt) <_) <e M=) 40 and  limsup ———— = 0. 92
Y\ H Pt ’ t—>oop N(hst) o

In addition, we have the uniform estimates stated in .

Proof. We set
hay = hot/|hsilv and B = [hgs|v/|Buv-

We have
V ]' v QS S T(V) t)
RY — s+ d Quorr(hY _ B
v h¥+r,t 5s(2+7 h;/,t V and Qoo s“:t) Bootr st

Using and and recalling that Q4. (V)/V < §(V), for any 0 < € < ¢ we
check that

V € V Qe . -
R22+T ( ) < (t) v T m with = Sup(e(V)V)/LE '
, e Vs+T

%
her‘r,t

Ve

This implies that

\%4 € \%4 a
R nT< > < RO (V) e
,5+ h}!—&-m—,t ﬁ(t) s,5+(n—1)T h}q/—‘,-(n—]_)ﬂ',t V(1V5h¥+nr,t)

s+(n—1)7,s+nt1

Applying the above to s + nT =t we obtain the formula

w(V
()

eV enk a € a
<t I eV S ey
/Bs,t S,t 1<I€STL /BS-‘rk’T,t V(]'VE S+k57’,t> S7t 1<I€STL V( VE S+k7—7t)

Observe that for any 0 < € < €2 < €; we have V., < V.. Thus, for any k£ < n and
t = s + nT we have the lower bound estimate

1\/E (m)hs-&-kr,sﬁ-nf (.23) = 1V€2 (‘I)QS+kT,S+(k+1)T]‘V52 s C2s+(n71)7—,s+m—(1\/62 H) (33)

> 1y, (2) (mf H) (v (Ve,))" 5

€2
Choosing 0 < € < €3 := €3 A (1, v(V.,)/2) we conclude that

Vv € 2a 1
RY () < (g E— .
s\ H By v(Ve,) infy, H
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In the same vein, for any 1 € Py (E) we have

\%

n(V.,) <ivr€1f H> (26)".

2

hcenr) = Vi) () G, vV

Ve,

This yields the estimate

t—s)/T
e < 9 (t=s)/7 1 '
1(hs) n(Ve,) infy,, H

To summarise: there exists some €3 > 0 such that for any s,t € T(7) s.t. s <te T (1)
and for any 0 < € < €3 we have

(t—s)/T (t=s)/T
RO (V/H) < © '

V+¢ and limsu
hs,t t—0 P n(hs,t)

This ends the proof of . The last assertion follows from the fact that
e—Ao(t—S)
n(hs,t)

for some finite constant ¢;(n) < co. This implies that the sequence of probability
measures

(2. ) R) (v/) < 1(V) + e < ea(n)

i, (n) R
indexed by s,t € T (1) is tight. More precisely, choosing the compact set

K., ={xeFE : e (V/H)(z) <c(n)}

we have
(Vi ) RY) (52,) < e sothat (W, () BY) (1/H) > l-e
supg, , H
On the other hand, we have
supg, , H

Qo (V) =Yy (‘I’hs,t (n) Rg?s) (V) <aln) 1_ ¢

We conclude that xy(n) < oo. This also shows that the sequence of probability
measures ®,;(n) indexed by s < t is tight. Choosing the compact set

K., ={zeFE : eV(z)<rv(n} (93)

we readily check that

Ke,n KEK’?

O, (n)(H) = (inf H> Oy (n)(Key) = (1— ) (inf H) =~ 0.
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We conclude that x5 (n) > 0. This ends the proof of the left-hand side estimate in

(21).

Also observe that for any 0 < € < ¢y we have

1' — t€17r_1(fT) 1]rif Qui+-(1) = v(Ve) > 0. (94)

Thus, for any ¢t € T(7) and 0 < € < €y we have

Dot (M)( Qe+ (1)) = Py i(n) Iy, Qrsr (1)) = Py i(n)(Ve) v(Ve).

By choosing € = €, := 0(ky(n) + n) for some n > 1 we check that

V. —{zeE : V() <y +n} and O y(n)(V.)> —

1+ kv (n)/n

Similarly, we have

@s,t(n)(Qt,HT(l)) < ‘Ps,t(n)(V Qt,t+r(v)/v) < |0V)] Ky (n).

This ends the proof of the left-hand side estimate in (21]). The proof of the lemma is
completed. [

The next result is a variation of [I78, lemma 10].

Lemma A.2. We have the estimates . In addition, for any 0 < § < 1 there exists
some 0 < € < €1 such that the following uniform compact-approximation estimate holds

s;l(p) m@t,tw — 1y, @tﬂfwmv <0 and sup sup H@st‘”v < 0. (95)
€ T

t teT (1) seTe(T)

Proof. We start by proving the estimates given in . We use the same notation as
in the proof of Lemma . For any n > 1 such that ¢, :=¢,/\~ < 1 we have

[Itve, @uerlly

<€,

= H‘@s,s-ﬂ' - ]‘Vsn @5,84-7"”‘/ = (QS,S+T(V>/V) 1V§n

—
>\5,5+T

This yields the left-hand side estimate in (95]).
For the right-hand side, for any i € {0,1}" and 1 < k < n, we set

1(6) == inf {1 <k <n: (ip,igs1) = (1, 1)}

and
{0,1} ={ie{0,1}" : (i) = k}

with the convention that
{0,1}0 ={ie{0,1}" : VI<k<n : (igir1) £ (1,1)}.
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Further, set
V.(0) =V¢ and V(1) =V..

Then we may decompose Q as follows:

QSO,sn = Z 1Ve(i1)Q50,81 s 1V€(i")QSO75n

ie{0,1}"

- Z Z 1V6(i1)@50751 T lvﬁ(i”)@‘snfl"s"

1<k<n ie{0,1}}

Our aim is to obtain suitable bounds for the summands in the above decomposi-
tion. To this end, set for any 0 <€ < ¢,

(o), ()

ve(dz) := S0

Using this and the notation introduced in (91)), we have
1V€ (SL‘) @s,s+7 (1Ve @s+7—,t<v)) (l‘)

. I/(lve QS-I-T,t(V)) <. I/(lve QS-I-T,t(V))
o ﬁs (QS,S-I-TQs—i-T,t(l)) e ﬁs (1V5 QS,5+71V6 Qs—l—ﬂt(l))

Le I/(lve Qs-i—T,t(V)) _ LG/L; )

<
ﬁs(ve) V(lve Qs+7,t<1)) ﬁs(ve)

This yields the uniform estimate

st (V) (V) < kv (ve)

by (00sr (u, QoredV) () = 5= (12 ) et (1475

Next fix 1 < k < n Then one has

H’lve(il)ésw& s 1Ve(’in)@sn71,sn”|v < Lén lVe(il)@smﬂ s 1V€(ik)@5k—115k

\4
<to |1 Ivim@ansonlly (96)
1<m<k
< i, [T I (&)
1<m<k

k )
= 0 BV [Frt s () e (97)

n

Similarly, for the case k = n, we have

H‘]-Ve(il)@so,sl s 1V5(i7L)@Sn71,5n ‘”V < HG(V)HZ%:I tim=1 (ET_L)Z:;:1 timo . (98)
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Now note that for any i € {0, 1}" we have

n+1 1
Z Lij=1 < 9 + 2 Z Liginsn)=(1,1)-

1<k<n 1<k<n

This follows from the fact that

n—1 = Z (1(ik,ik+1)=(1,0) + 1(ik7ik+1):(071))

1<k<n
— (2 Z Liy=1— (Li=1 + 1z‘1=1)) - Z L in)=(1)
L<k<n 1<k<n
>2<Z]M4—Q"21%MWWV
1<k<n 1<k<n

Equivalently, we have

Further observe that for any i € {0, 1}} with 1 <k < n we have

k k k
E+1 E—1
Z 1 (imsim41)=(1,1) = 00— 2 1im:1 < 5 and Z 1im:0 = T
m=1

m=1 m=1

From (97) and (98), respectively, we conclude that for any i € {0,1}} with 1 <k <n
we have

11260 Qe - - - Wi Qv sl < 2 (1 v OOV NEFD2 ()02,

and for k = n, we have
e} ) n —\ (n—=1)/2
H‘lvs(’il)Qso,ﬁ ce 1V€(in)QSn71,5nH’V < (1 vV HH(V)H)( /2 (en) .
We end the proof of the right-hand side estimate in . 95)) by choosing n > 1 such that
€, < 1A (1/]0V)]).
Now for the estimates in , observe that

H<V=|H]l, := sup sup [Q,,(H)|v < sup - sup 1@selly, < oo
teT (7) seTi(T) T(7) s€Te(T)

This yields right-hand side estimate in ([17)).
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The proof of the left-hand side estimate in follows the same lines of arguments
as those given for , thus it is only sketched. Using the same notation as above,
we have

ﬁSOQSOuSn(l) = Z Z ﬁso ]'Ve(il)QSO:Sl s 1V5(in)Q5n7175n<]‘)'

1<k<n ie{0,1}7
For any i € {0, 1}} for some 1 < k < n, we also have
Moo v (i) @s0,51 - - - L (i) @ 1,50 (1)
< e Ty (Vv i@l s, - Wi Qe o (10) ¥ (1, Q1.5 (1))
<1 TV) (L [BVIDED2 D2 (1, 0, L (1)),
with QY,(f) := Qs:(fV)/V. For any € < e; we have
Ly, (2)Qso,s, (H)(2)

= 1\)6(37) 1V61 (:13) (QSO,S1 1V61QS1,sn (H)) (37) =1 1y, (37) v (1V61 Q81,sn(H)) .

In addition, we have
v (1V61 Q81,sn (H))
=V (1v€1Q31,32 1Ve s stq,sk ]‘VeQSkakJrl]‘VeQSkJrl:Sn (H))

> LG_ v (]‘Vel Q817821V€ cee st—lysklve) V(1V6Q8k+178n (H))
This yields the estimate
]‘Ve (‘/L‘> Q5075n(H) 2 1V€ (x) (Le_>2 (LE_1V (Vel))k V(1V6Q5k+175n(H))'

from which we check that

Iy, (I) (ﬁso lve(il)QSmsl e ]‘ve(in)QSn—hsn(]')) /QSO,sn (H) (x)

< (/o) @V)/rpwe) (e (Lv [0V (or (Ve )D) .

The end of the proof of the left-hand side assertion in now follows word-for-word
the same lines of arguments as the proof of the right-hand side estimate in , thus
it is skipped. The proof of the lemma is now completed. [
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A.2 Proof of Lemma [3.1]

Proof. Observe that for any f such that | f|y < 1, we have

1

(W) = Wiyn(pe))(f) = (/) (1 — p2)(g)

with the function

= (L/R)(f — Win(p2)(f)) € Bym(E).

Note that
V/h 1% 1% Vv pa(1/h)
This ends the proof of the first assertion. Now, for any | f|y/, <1 we have
1
(Wa(p) = Unlp2))(f) = () (11 — p2)(9)
with the function
g = h(f = Wn(p2)(f))

gl _ (V) p2(V) pa(V)

VSTV ) () — 9l pa(h)
This ends the proof of the lemma. [

A.3 Proof of Lemma [3.2

Proof. We set (s,t) = (1,2) and P = Py 5, and V/ := 1/2 + pV}, with ¢ € {1,2} and
p €]0,1[. We also consider the function A, on E} defined for any (x,y) € E? by

) H(S:GP_(SyPHVf
Alo) = T
[02P = 6 Pllsw p(P(Va)(z) + P(V2)(y))
L+ p(Vi(z) +Vily)) 1+ p(Vi(z) +Vi(y))

Using the left-hand side estimate in , we have
P(Va)(x) + P(V2)(y) < e(Vi(z)+Vi(y)) + 2
2
= (W % .
Wito) + Vi) (e+ 7 )
When Vi (z) + Vi(y) = r this yields the estimate

1 p(Vi(z) ) 2
1+p(v1(x)+m(y>>+1+p(wx) + Vi(y)) <€+r)

- (1‘ 1+p<<v1<3c>+v1<y>>) (1_ +2)> <t
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<
~—

Ap(a:,y) <




with

b ) (- ()

Recalling that V; > 1 we have
P(V3)/Vi <1+e.
This implies that for any (z,y) such that Vi(z) + Vi(y) < r we have

pVi(z)(P(Va)(x)/Vi(x)) + pVily) (P(V2)(y)/Vi(y))
1+ p(Vi(x) + Vi(y))

where we have also used the fact that p < 1. This yields the estimate

pr
1+p

< (1+¢)

Y

2. _ 1_O‘<7")+ pr
Pr 1420 14+ 2p

Ay(z,y) < 1—-d (1+e).

Observe that .
ﬂ =1 di <

< — < 1.
p 1+€¢ r

1+2p
Recalling that a(r) > 0 for some r > r, := 2/(1 — €) we have

g<1—e:>0<czl= 1— 1 1-— e+2 < 1.
r ’ 1+ 2pr r

Choosing
dy  «(r)
=r (1 = -~/
r=r(l+4d) and p ¢ o
for some 0 < 9; < 1 and 0 < d3 < 1 we have
52 (51 1 Oé(T’)(SQ 51
= 1—¢) = <d' = 1-— 1
O<3a(r)( €>2< p (1+6)+a(r)52( 6)1+51< ’

which implies that

910
1—d, <1—a(r) (1—e) %
and
L—a(r)+pr(l4+e€) 1—a(r)(l—25/2)
2
_ _ — <1- _ .
1—d; 120 T+ 20 1 —a(r)(1—d6e/2)
Then setting
s 6 1—6y2
te 1—c¢ 62

we can check that
(I—d) v (1—=d2) <1—a(r)(l—0/2).
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For any 0 < < 1 we set

r(8) == 1o v 1 <1+ 1; (3+6(%—1))> pe(8) = 11 O‘;:Eg)))

We conclude that

18, — 6, Pl
BV15,67V25,5(P) = sup i

< 1- (& 5 A d? s
z,yel ‘/1676(3;') + ‘/1676(?/) ( pe(9) pe( ))

< 1—a(r(d))(1 —46/2).

This ends the proof of the lemma. [
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