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Abstract

The stability and contraction properties of positive integral semigroups on
locally compact Polish spaces are investigated. We provide a novel analysis
based on an extension of V-norm, Dobrushin-type, contraction techniques on
functionally weighted Banach spaces for Markov operators. These are applied to
a general class of positive and possibly time-inhomogeneous bounded integral
semigroups and their normalised versions. Under mild regularity conditions,
the Lipschitz-type contraction analysis presented in this article simplifies and
extends several exponential estimates developed in the literature. The spectral-
type theorems that we develop can also be seen as an extension of Perron-
Frobenius and Krein-Rutman theorems for positive operators to time-varying
positive semigroups. We review and illustrate in detail the impact of these re-
sults in the context of positive semigroups arising in transport theory, physics,
mathematical biology and advanced signal processing.
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1 Introduction

Positive semigroups arise in a variety of areas of applied mathematics, including non-
linear filtering, rare event analysis, branching processes, mean field particle methods
and sequential Monte Carlo methodologies, physics and molecular chemistry. In this
article we will study the possibly time-inhomogeneous linear semigroup )5, and its
normalisation ®,;, where 0 < s < ¢ refers to a discrete or a continuous time parame-
ter, which are formally introduced in and below. Their interpretation depends
upon the application model area.

In order to guide the reader through the vast array of stability analysis results
developed in these different disciplines, we give a brief overview of the literature in
these fields and provide some precise reference points aide with the navigation between
applications.

1. In signal processing, the normalised semigroup ®,; depends on a random obser-
vation process and describes the solution to the nonlinear filtering equations.

2. In the context of killed absorption processes, ®,; represents the evolution of
the distribution of a given process conditioned on non-absorption (a.k.a. the Q-
process). In this context, the fixed point probability measure 7, = ®g (1) of
time homogeneous semigroups is sometimes called the Yaglom or quasi-invariant
measure.

3. In quantum physics and molecular chemistry the top of the spectrum of positive
integral semigroups is related to ground state and free energy computations of
Schrédinger operators and Feynman-Kac semigroups (see for instance [48], [45]
and the relevant literature therein). These spectral objects are naturally related
to the analysis of quasi-compact operators and Fredholm integral equations, see
for instance [3] 67, [77, 58, 103].

4. In risk analysis, these semigroups represent the evolution of a process evolving
in a rare event regime. The details of these application areas are considered
in [39 42] 51] and the relevant references therein.

1.1 Literature review

A unifying point of interest in the above applications is the study of the stability
of the afore-mentioned semigroups. In the context of dynamic populations, the long
time behavior of branching processes certainly goes back to the end of the 1940s with
the pioneering work of Yaglom [130] on Galton-Watson processes. The stability anal-
ysis of time homogenous birth-and-death-type processes with absorption on finite or
countable spaces dates back to the 1950s-1960s with the pioneering works [84] [116]
and the later developments [19, B0, 37, 66, 122]. Sufficient conditions ensuring the
existence of a quasi-invariant measure are also developed in [75, O1]. Spectral and
h-process type techniques are also developed in [17, 65, [T11], as well as in [18] B3] 65].
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Stochastic approximation-type techniques are also presented in [0, 08]. Non asymp-
totic spectral techniques that apply to possibly transient and unstable mutation-type
linear diffusions that do not necessarily have a gradient form and with a quadratic
absorption rate are discussed in the more recent work [45].

One of the first well-founded results on the long time behavior of the nonlinear
filtering equation is the seminal article by Ocone and Pardoux in the mid-1990s [106].
In this work the authors show that the optimal filter forgets the initial condition
without giving a non-asymptotic rate. This latter analysis is critical in the study
of, for instance, numerical algorithms such as the particle filter. The stability of
the nonlinear filtering equation is also related to the Lyapunov spectrum and the
asymptotic properties of products of random positive matrices [10, 1T, [70, [76], 83
62, [1T6]. In contrast with positive semigroups arising in physics and biology, the
stability analysis of the nonlinear filtering equation involves the study of sophisticated
stochastic semigroups that depend on the partial and noisy observations.

The systematic, non-asymptotic, stability analysis of non-homogeneous sub-Marko-
vian and Feynman-Kac type semigroups on general state spaces has also been consid-
ered at the end of the 1990s, mainly in nonlinear filtering theory and rare event
analysis. Several techniques have been adopted: Hilbert metric and robustifica-
tion techniques [2, 14, 35, 85 107, 92, 03] O7, 108, 100], Dobrushin’s ergodic coef-
ficients [39, 42, [44], 94] 95, 97, 100], bounded Lipschitz distances [94, [95] and relative
entropy-like criteria [31], 39, [50, [96].

More recent local Doeblin-type minorisation conditions, including Foster-Lyapunov
approaches and coupling, that apply to ergodic signal-observation filtering problems,
including stable Gaussian-linear filtering models, are also discussed in the series of
articles [55], 50, [61) 64], 69, R, 82], 127, [129], see also [124] for related Lipschitz norm
techniques as well as the more recent article [23] in the context of discrete time
bounded positivity preserving operators. Functional inequalities, including Poincaré
inequalities and Bakry-Emery criteria approaches are discussed in [105].

Spectral techniques, drift conditions and Wasserstein norm approaches for time-
homogenous models are also discussed respectively in [45] [47], 48] and [45], [86] as well
as in [I28]. Further, two-sided minorisation conditions are discussed in [28] 29], see
also [39, 40, [42], and truncation-type techniques are presented in [34 [61], 73], 127].

General asymptotic stability results are also provided in [I125]. Stabilising changes
of Feynman-Kac measures and related importance-sampling-type and h-process tech-
niques that apply to possibly unstable killed processes on unbounded domains are
also discussed in [61) [114], see also [45] and well as section B.1 in [7] and in section
7.1 in J46] in the context of discrete time models. The stability of the nonlinear fil-
tering equations with deterministic hyperbolic signals is also developed in the recent
article [107].

Despite the numerous references given in the introduction, a complete literature
review is not possible. For a more detailed discussion on this subject, we refer the
reader to [15, 0] for a review on the asymptotic stability of nonlinear filters, to
the bibliographies and reviews [32], 99, 110} 123] on the theory of quasi-stationary



distributions, the articles [42, [61] as well as the bibliography in [45] in quantum
physics, and the books [39, [40] for a detailed discussion on the long time stability of
Feynman-Kac semigroups.

1.2 Contribution and structure

The main objective of this article is to further develop the stability analysis of positive
semigroups for a general and abstract class of time inhomogeneous models, which, in
general, are much more difficult to handle than their time homogeneous counterparts;
this is because the operators may drastically change during the semigroup evolution.
We will also tackle the problem of non-compact state spaces.

In the present article, we present a new unifying methodology that combines Do-
brushin ergodic coefficient techniques developed in [39, [40} 42} 44, [49] with the pow-
erful Foster-Lyapunov methodologies developed in the articles [50], 61], 00, 127] in the
context of Feynman-Kac semigroups and nonlinear filtering. Our approach relies on
the contraction analysis of a class of triangular arrays of Markov semigroups intro-
duced in [42] [44] [49] in terms of the V-Dobrushin contraction-type ergodic theory for
Markov operators presented in [71] and further developed in a systematic way in the
book [51]. A brief review on this subject is provided in section [3.2] For a more thor-
ough discussion on these V-contraction coefficient principles, we refer to section 8.2.5
in [51]. The triangular-array-type Markov semigroups discussed above are described
in section L3l

The article is structured as follows. In section [L.3] we introduce the notation that
will be used throughout and state our main results. Section and section [1.5] are
dedicated to the detailed description of the semigroups considered in the article. The
regularity conditions used in our analysis are presented in section [[.6] The main
results of the article are described in section [2 In particular, in section [2.2] we
present the main results for time-inhomogeneous models, with a more refined analysis
of time homogeneous models being given in section [2.3] In section [3], we give a review
on integral operators, which connects to some of the major topics that have been
considered in the modern literature. Section [4]is dedicated to the proofs of the main
theorems presented in this article. The appendix houses most of our technical proofs.

1.3 Some basic notation

Let B(E) be the space of measurable functions on a locally compact Polish metric
space (E,d) equipped with its Borel o-field £. We denote by By(E) < B(E) the
subspace of bounded measurable functions, and by By(E) < B,(E) the subspace of
functions f that vanish at infinity, that is for any € > 0 the set {f > €} is compact.
Let C(E) < B(E) be the subset of continuous functions, C,(E) < C(F) the subset
of bounded continuous functions and Cy(E) < Cy(F) the subspace of functions that
vanish at infinity. One of our main reasons for working with locally compact Polish
spaces is due to the fact that for infinite dimensional normed spaces, by Riesz’s lemma



we have Co(E) = {0}.

Let V € B(E) be a continuous function such that V' = 1. We let By (E) < B(E)
be the Banach space of functions f with |f]v := | f/V] < co. With a slight abuse of
notation, we denote by 0 and 1 the null and unit scalars as well as the null and unit
function on E. We also consider the sets

B()J/(E) = {fEB(E) . f/VEBo(E)}
C(E) = C(E)nBy(E) and Coy(E):=C(E) Byy(E).

We also denote by M(FE) the set of signed Radon measures p on E and by
My (E) < P(F) the subset of measures u € M(FE) such that |u|(V) < oo, where
|| :== py + p_ stands for with the total variation measure associated with a Hahn-
Jordan decomposition pu = py — p_ of the measure. We also let Py (E) € My (FE) the
set of probability measures € P(F) such that (V) < co.

We define the duality map, as well as the right and dual left action of a bounded
integral operator () using the classical measure theoretic notation, as follows:

(1.1) € (My(E) < Be(E) = u(f) € R with  u(f) i= | fa)n(da)
f e Bu(E) > Q(f) € By(E) with Q(f)(x) = f Q.dy) fy) (1)
je My(B) o j1Q e My(E)  with  pQ(dy) = f u(de) Qla, dy).

We denote by I the identity integral operator. We say that @ is positive if Q(f) =0
whenever f > 0. Whenever Q(1) < 1 we say that @ is sub-Markovian, and @ is
said to be Markovian when Q(1) = 1. We associate with a function H > 0 the
Boltzmann-Gibbs transformation

Uy pePu(E) o Unlp) e Pym(E) with Wp(u)(dz) = ﬁ H(z) p(dz).
(2)

We let T = Ry := [0,00] or 7 = N be the continuous or discrete time space,
respectively. For a given time horizon t € T, we set T; := T n [0,¢]. Given some
7 € T with 7 > 0, we consider the time mesh 7(7) := {n7 : n € N} and we set
Ti(1) =T (1) n [0,t]. We also consider for any s < ¢ the 7-intervals

[s,t], =T(1)n[s,t] and [s,t[.=T(1) N [s,t[.

When f = 1,4 is the indicator function of some set A € £, we will sometimes
slightly abuse notation and write 1(A) instead of u(14). We also set a A b = min(a, b)
and a v b = max(a,b), for a,b € R and we use the conventions (3., [ ) = (0,1) and
(supg, infg) = (—0, +0).



1.4 Positive integral semigroups

Let Qs+ be a collection of positive integral operators from By (E) to By (E), indexed
by parameters s,t € T with s < t, and satisfying for any s,u,t € T, s < u < t, the
semigroup property

Qs,uQu,t = Qs,t with Qs,s =1 (3)

Assume that @Q;4,(1) > 0 for some 7 > 0 and any ¢ € 7. This irreducibility con-
dition ensures that Q;++,(f) > 0 for any f > 0. In the discrete time setting, this
condition can be relaxed up to some modification of the state space; see for instance
the construction in [39, section 4.4] as well as [41]. For instance, for sub-Markovian
time homogeneous semigroups Q¢+, = Qo - the Borel set {Qo,(1) = 0} can be taken
as part of an absorbing set. In this context, to analyse the behavior of a non absorbed
particle there is no loss of generality in assuming that Qo (1) > 0.

In discrete time settings, up to a time-rescaling, there is no loss of generality in
assuming that 7 = 1. In addition, continuous time models satisfying Q¢ ;,(1) > 0
for a particular 7 > 0 can be encapsulated by the discrete time setting via the time
discretisation T (7).

The continuous time models considered in the present article are assumed to satisfy
Qit+s(1) > 0 for any s > 0. For both continuous and discrete time models, unless
otherwise is stated, we shall denote by 7 > 0 a given and fixed parameter belonging
to the continuous or the discrete time index set 7 such that Q;;1,(1) > 0. From our
discussion above, this parameter can be chosen 7 = 1 in discrete time settings, and
by any parameter 7 > 0 in the continuous time framework.

We emphasise that the analysis of continuous time models is sometimes based on
a discrete time approach based on regularity conditions that depend on the parameter
7 chosen by the user. In this context, the analysis is performed at the level of the
T-discretised model and the estimation constants presented in our results may depend
on the parameter 7.

For any s,t € T with s < t and for any measure 1, € Py (F) we let O 4(ns) € Py (F)
be the normalised distribution defined for any f € By (F) by the formula

‘1)37t(775)(f) = nst,t(f)/nst,t(]-)' (4)

The mapping P, is a well defined nonlinear map from Py (E) into Py (E) satisfying
for any s,u,t € T with s < u < t the semigroup property

cI)s,t = q)u,t © q)s,u with cI)S,S(:U’) = M.

Unless otherwise stated, all the semigroups discussed in this article are indexed by
conformal indices s < ¢ in the set 7. To avoid repetition, we often write )5, and @,
without specifying the order s < t of the indices s,t € T.

For a given a function W > 0 and some probability measure  on E we shall
denote by ky, (1), A™(n) € [0, 40| and kw (1), A(n) € [0, +o0] the parameters

= inf O, (n)(W) < mw(n) = sup @y (n)(W)
A(n) = inf @ (n)(Qeerr(1)) < Am) = sup Py ¢(n)(Qre+r(1)).

=

S

=
|



In the above display, the infimum and the supremum are taken over all indices (s,t)
such that t € T(7) and s € T;(7). We also set

A (M) < A7 = inf (Qui-(1) < A= sup T(Qree-(1)) < A(My). (5)
teT (1) teT (1)

The unnormalised and the normalised semigroups @)s; and ®,,; are connected for
any e My (F), f € By(E) and s,t € T by the formula

MQs,t<f) = q)st 1_[ (I)s u Qu u+T< )) (6)

uest

The above formula coincides with the product formula relating the unnormalised
operators ()s; with the normalised semigroup @, discussed in [42] section 1.3.2], see
also [39, proposition 2.3.1] and [40)}, section 12.2.1]. For time homogeneous models we
use the notation

(Vi @, Qt, 1) := (V, @ot, Qots Got)-
In this setting, the product formula @ reduces to

wQi(f)) = I X (1))- (7)

s€[0,t[+

The general abstract class of time varying semigroups discussed above encapsulates
most of the regular discrete or continuous time-varying stochastic models on bounded
spaces encountered in physics, biology and signal processing. In contrast with con-
ventional Hilbert space approaches to the stability of reversible Markov semigroups
(cf. for instance [12] 53, 54] [89]), the analysis of time varying models does not rely on
a particular reversible measure. The framework of weighted spaces and V-norms con-
sidered in the article is a natural but non-unique framework to analyse time-varying
positive semigroups.

1.5 A class of R-semigroups

Consider some measure 77 € Py (FE) and some positive function H € Cy(F). We
associate with these objects the functions H,,; and the normalised semigroups @,
defined for any s,t € T by the formulae

Hyp:=Q,(H) with Q,(f) = Quu(f)/7,Qs(1)  and 7, = o,s(7).  (8)

From the definitions, it follows that

ﬁs@s,t =1 and Qs,uQu,t = @s,t as well as ﬁs(HS,t) = ﬁt(H> and Htvt = H7
(9)

Qs v( vt) - )\sv Hst Wlth )\s,v = ﬁst,v<1) = >\s,u )\u,v~

7



Definition 1.1. We define the triangular array of Markov operators Rm,, indezed by
the parameter 0 < u <v <t andte T, for any f € By(E) by

W p . Quolf Que(H)) 1
Ry (f) = Quo(Qui(H)) — Muw Huy

For any given time horizon t € T, we have the semigroup property

Qu,v(Hv,tf)' (10)

JR® and R = 1.
This shows that Rq(f)v(a:, dy) can be interpreted as the Markov transition of a stochastic
flow Xq(fz,(x) on the time interval 7;. In the further development of the article we use
the terminology R-semigroup and R-process to refer to these objects.

Several remarks are of interest here:

1. For time homogeneous semigroups, the R-semigroups associated with the posi-
tive eigenstate of the semigroup @) coincides with the semigroup of the so-called

h-process, see for instance and .

2. The stability properties of these stochastic models plays a crucial role in the
analysis of positive operators. An illustration in the context of coupled harmonic
oscillators arising in physics is discussed in .

3. The use of these triangular arrays of Markov semigroups in the stability analysis
of the time varying positive semigroups has been considered in [42], 44, 49] in
the context of Feynman-Kac semigroups and when H = 1. We also refer the
reader to chapter 4 in [39], and chapter 12 in [40] for a systematic analysis of the
contraction properties of these semigroups with respect to the total variation
norm.

We now provide some important Markov transport formulae relating the semi-
groups introduced so far. The first formula connecting the R-semigroup with the flow
of measures 7, = ®;,(7;) is given by

S s, u Hut N Hut
Vo () Raalf) = nn(iz’ (<H’ ];)>> - (<H’ f;)

This yields the formula
‘Isz,t (773) R‘(Stgt = \IIHu,t (T]U) :

)

Choosing v = t and 1, = 7 so that , = ®,,(n) in the above display, we obtain the
following lemma.

Lemma 1.2. For anyte T and s € T, and any n € Py(E) we have

Uy (Dus(n) = Uu, (MRS and ny(Hoe) Vi, (n) (1/He) =1, (11)



1.6 Regularity conditions

Let us begin with our first regularity condition.

(Ho) There exists a non-increasing function 0 : [1,00[ — R, a constant ro = 0
and a function o : r € [ro, 0] — «(r) €0, 1] such that for anyte T, s+ 7€ T; and
r = 1o we have

1—a(r) with Vy:=1/6(V). (12)

sup
Vo (z)vVe(y)<r

Oz RSZ‘+7 - 5y RS?@-FT <
tv

The condition is satisfied for some parameter a(r) €0, 1] if and only if the
following local minorisation condition holds

VieT Vs+1eT, Vr=ry Y(x,y)e E? : Vy(x)v Vy(y) <r

Jv e P(E) such that § Rgt;M >a(r)v and o RgterT > a(r) v.

Note that the measure v in the above display may depend upon the parameters (x, y)
as well as (r,s,t,7). This rather mild Doeblin-type local minorisation condition is
rather standard in the stability analysis of Markov semigroups (see for instance [102]
Theorem 6.15], [121], Proposition 2|, and [101, Theorem 16.2.3]).

Apart from the fact that the uniform minorisation condition is met for some
particular classes of operators on non-compact spaces (including for ad-hoc truncated
drift Gaussian transitions or Laplace-type transitions on non-compact spaces - see [42]
section 5] and [39) exercise 3.5.2]) it is rarely satisfied for non-compact state spaces
and thus our starting point is to localise the uniform minorisation condition (20)).

Consider a function V' with compact level sets. Note that in this case the function
0(V') vanishes at infinity and Vj also has compact level sets defined by

VO<e<e:=0(nfgV)

Ver={V<r}t={0V)=e ={Vp<1l/e} + & with i%fV <71 :=0""(e).
(13)

In this notation, condition is satisfied for some ro = 07 (ey) if and only if the
following local minorisation condition holds

VO<e<O(rg) VteT Vs+71eT, Y(x,y)elV?
Jv e P(F) such that o R(t5+T >ar) v and ¢ Rs sy = a(re) v
Note that the measure v in the above display may depend upon the parameters (z, y)

and (1o, s,t,7) as well as on the level set parameter 0 < € < 0(rg).
We strengthen this local minorisation property with the following condition.



(H1) Condition (Ho) is met for some («,8) and some continuous function V =1
with compact level sets. For anyt €T and p € Py(E) we have

Qi+ (V)/V <0(V) aswell as ky(p) <o and A~ > 0. (14)
In addition, there exists some ey > 0 such that for any 0 < € < ey we have

G(H):= inf inf inf Hy; >0 and ||H||,:= sup sup |Hs:|v < 0. 15
( ) teT (1) s€Ti(T) Ve ! |” |HV teT (1) s€Ti(7) ” tHV ( )

Whenever (H,) is satisfied, by replacing H with H/||H]|,,, there is no loss of
generality if we assume that |H,.|v < 1, so that Hy; < V for any s,t € T(7) and
IIH][,, < 1. Note that the growth condition stated in the left-hand side of is
satisfied with 8(v) = v as soon as

Q. (V)/VI e By(E) for some 0<o0<l1. (16)

Several ways to design functions V' satisfying the above condition are discussed in
section 3.3

Checking the estimates may involve delicate calculations. Thus, we now
present a stronger but simpler and more tractable condition that applies to absolutely
continuous semigroups.

(Ha) : For any t € T, the positive operator Qi1+, has the form

Qt,tJrT(x?dy) = Qt,t+7(x>y) l/T(dy) and Qt,t+r(v)/v < H(V) (17)

for some non-increasing function 6 : [1,0[— Ry. In the above display, qii+r is a
density with respect to some Radon positive measure v, on FE, such that for some
€1 >0 and any 0 < € < €1 we have

0<i =infinfq s <te:=supsup@iir <0 and 0<v (V) < 0. (18)
teT V2 teT V2

Absolutely continuous integral operators arise in natural way in discrete time
settings [39, 42] as well as for continuous time elliptic diffusion-type absorption mod-
els [59, 60]. In connection to this, two-sided estimates for stable-like processes are
provided in [I18| [126], see also [9, 88]. Jump type models can be handled using the
methodology and minorisation conditions discussed in sections [2.1] and [2.3]

The following lemma will help us to establish the link between the hypotheses
(Ho), (H1) and(Hs). It is a slight modification of [127, Proposition 1 & Lemma 10],
based on technical approaches from [56] in the context of nonlinear filtering stability.

Lemma 1.3. Assume that and (@ are satisfied. In this situation, I8
satisfied with e := 0(M(V') + 1). In addition, for any n € Py(E) we have

0<kgy(n) <ky(n) <o and 0< A (n) <An) < . (19)

10



For the convenience of the reader a detailed proof in our context is provided in
the appendix, see section The above lemma also ensures for any bounded f > 0,
rzeV.and 0 <e<ey :=0M(V)+1) we have

¢ ¢ Se H)VT(VG) V‘r(lv Hs-‘r'rtf)
RO (@) > —'C v (1 Hoprof) > e Hevref)
. YIEIR ot MIHy  vr(ly, Hoiry)

which implies . Thus, the above lemma ensures that

(H2) = ((H1) with eg =0@\V)+ 1)) = (Ho).

2 Statement of the main results

2.1 A uniform stability theorem

In this section, we discuss some conditions under which we have uniform stability of the
non-linear semigroup. We remark that is satisfied for the unit function V =1 = ry
and the function 6(v) = 1/v if and only if the following uniform minorisation condition
holds

VteT Vs+1eT, Y(z,y) e E?
(20)
dv e P(E) such that 55,;R£2+T > «(l) v and 5ng2+T > a(l) v

The above minorisation condition provides a practical and natural way to check con-
dition (Ho). For Markovian semigroups, this condition reduces to the well-known
Dobrushin’s condition. In addition, when the measure v in does not depend on
the state variables (x1,x2), condition coincides with Doeblin’s condition.

Dobrushin’s and Doeblin’s conditions are popular conditions in probability theory.
They are not always easily checked but are met for a large class of discrete or contin-
uous time irreducible stochastic processes mainly on compact domains. For instance,
in the context of continuous time sub-Markovian semigroups this condition is satisfied
for elliptic diffusions on compact manifolds killed at a bounded rate as well as elliptic
diffusions killed at the boundary of a bounded domain, cf. [49, Proposition 3.1] and
[38, Lemma 3]. Combining the proof of [49, Proposition 3.1] with the two-sided esti-
mates presented in [0, Lemma 3.3], one can check that is also met for reflected
one-dimensional diffusions killed at a bounded rate on some compact interval.

Condition is also met for absorbed time homogenous neutron transport pro-
cesses for sufficiently smooth absorption domains as well as for time varying mul-
tidimensional birth and death processes with mass extinction, see [20], sections 4.1
& 4.2]. Further examples of sub-Markovian semigroups satisfying are discussed
in [39, 40, 42], see also [41], [47] as well as [25]. Sufficient conditions and further
examples are discussed in section

In this context, we now recall the rather well known strong stability theorem.
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Theorem 2.1 ([42, 44]). Assume that (20) is satisfied and H = 1. Then for any
s,t € T and any probability measures p,n € P(E) we have the uniform stability
estimate

| @44 (12) = Pt ()0 < (1= (1) 7. (21)
In addition, for any p, 1o € P(E) we have the local Lipschitz estimate

Qs (1)
/h(Qs,t(l)) Vv Mz(Qs,t(l))

(1= a(1) 7 |l — po o
(22)

[P (p11) = P p(pi2) 10 <

A detailed and remarkably simple proof of the above theorem based on the nonlin-
ear transport formula is provided in [42] (cf. for instance Theorem 2.3), see also
[44], Lemma 2.1 & Lemma 2.3, [49, Lemma 2.1], [40}, section 12.2], [42] section 2.1.2
& section 3.1.3] and [39, section 4]. An extended version of the above theorem for
general relative entropy criteria is provided in [39, section 4.3.1].

For the rest of this section, we place ourselves in the time homogeneous setting. In
this case, a variety of results follows almost immediately from the estimates obtained
in this theorem. Before stating them, we first discuss some relevant properties of time
homogeneous models.

The uniform estimate (21]) implies that ®;(u) is a Cauchy sequence in the complete
set of probability measures P(E) equipped with the total variation distance. Thus, for
any u, the flow ®,(u) converges, as t — oo, exponentially fast to a single probability
measure 7y, € P(F). Using the fixed point equation, for any s,¢ € T we readily check
that

Moo (@s+¢(1)) = 1100 (@s(1)) 10 (Q1(1))-

Thus for any ¢ € 7 we have the exponential formula
N (Qi(1)) = e for some peR.

Choosing 77 = 1 in and using for any ¢t € T(7) we check that

pQu(1) = [ {1+ 2@ (1) — @u(n)(@-(1)]}- (23)

s€[0,t[+

Conversely, by we have

20 [2((@-(1) = @u(0:0) (@, (1))] < 0

seT (1)

as well as

@I < [T 1+ @ —a@)Q-(1)/mQx(1)) < 0.

seT (1)

12



The two estimates discussed above ensure that uQ,(1) converges, as T(7) 3t — oo,
to a non zero number and we have

0< inf u(@Qy(1)) < sup [Q,1)] < . (24)
teT (1) teT (1)

Note that the convergence of the series ensures that ®,(u)(Q.(1)) —>;_ 1. Also
observe that implies that

VueP(E)  q(p) = S [Qe(1)[[/1(Q:(1)) < 0.

We are now in a position to state our first corollary of Theorem [2.1]

Corollary 2.2. Under the assumptions of Theorem for any p,n € P(E) and
t € T we have the local contraction estimate

[D4(12) — @e(n)ew < (i) A q(n)) (1= (D)™ [l — nlleo- (25)

Choosing 11 = §, in (23)), we also readily check that there exists h € B,(E) such
that n.(h) = 1 and

lim @,(1)(z) = lim Qi(1)(x) = h(z) > 0.

t—00

By the dominated convergence theorem, for any s € T this implies that
Qo (D)(z) = Qu(Q,(1))() —1m0 h(2) = Q,(h)(2).
Choosing H = h in , formula reads
(@) = Ca(m) P with P (f) = Qi(hf)/Qull) = RyY(S). (26)
Note that h € Cy(E) as soon as Q- (By(E)) < Cp(E). Also observe that
0. P = W, (B4(02)) -
The second corollary is now a direct consequence of Theorem [2.1]

Corollary 2.3. Under the assumptions of Theorem[2.1], there exists a positive func-
tion h € By(E) and a constant p € R such that for any t € T we have

Qi(h) =" h and 0P =l with 7= Wy(n). (27)
In addition, we have the total variation exponential decays

12

— a1,
oy () (28)

H5wpth - ngoHtv <

13



Using and applying the uniform estimate to = 6, and 1 = ny for any
s,t €T and x € ' we have

[Qrea(D(@)/Qy(1) () — 1] = |24(8:)(Q,(1)) — 1] < 2 q(10) (1~ (D))"
This implies that
[Qu(1) = h/nea(B)] = Tim [@(1) = Qs (D < 2 q00)* (1 = (1))
On the other hand, for any f € B,(E) and x € E we have

1o (h)

which leads us to our final corollary of the section.

no ()] < 171 [T(1) (@) — h@) B + 0 106, (1) — o),

Corollary 2.4. Under the assumptions of Corollary[2.3, we have the operator norm
exponential decays

— h

sup ne(£)] <2 (1=a@)’ (Ihl/ne(h) + a(n0)?),  (29)

IFl<1

as well as for any s,t € T and n € P(FE) the uniform total variation estimates

W Q. ) (®s(1) — Vi)l

< q(0) (1= (D)7 +2 (1= (1)’ (Jhl/ne(h) + a(no)?).

The last assertion comes from the decomposition

N ="Ngw = \IIQt(l)(N)(f) — Wh(ne)(f)

= [‘11@(1)(10 - ‘I’@(n(ﬁoo)](f) + Uw(f(@t(l) — h/nw(h))).

The above corollary can be interpreted as an extended version of the Krein-Rutman
theorem to positive semigroups satisfying the uniform minorisation condition ([20]).
The estimate is often used in the analysis of the ergodic properties of particle
absorption models, see for instance [22, [72] as well as equation in the present
article.

A more refined analysis under weaker conditions, including exponential stability
theorems and contraction properties of time homogeneous semigroups is provided in
section 2.3

(30)
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2.2 Contraction of R-semigroups

We now present the first main result of the article, the proof of which can be found
in section 4.1l

Theorem 2.5. Assume that (H,) is satisfied. Then there exist constants a < 0 and
b > 0 such that for any t € T, s,u € T; and p,n € Py/u,,, we have the uniform
contraction estimate

PO = lly - (31)

Remark 2.6. As we shall see in Lemmal4.1], condition (H1) also ensures the existence
of some 0 < € <1 and some constant ¢ > 0 such that for any time horizon t € T and
any s + 7 € T; we have the Lyapunov estimate

RY, (V/Hsry) <€ V/Hy, +c. (32)

|uRY, — R v /m,., < ae

In this direction, we also emphasise that the main ingredient of the proof of Theorem
is the V -contraction for Markov operators discussed in Lemma[3.9

The estimate on the left-hand side of allows one to control, uniformly with
respect to the time parameter, the quantities y1(H,,) in terms of the parameters p(V),
for any p € Py (F). Since these uniform estimates will be used several times in the
sequel, we present them here in a general form. Applying the Markov inequality, for
any p € Py (F) the left-hand side condition in ensures the existence of some n > 1
and some 6,, > 0 such that

On
e =0(u(V)+n) <ey and p(Hgy) =0, p(Ve,) =

We conclude that

(M) — pePu(B)  0<wnl(n)i= inf inf p(H,)<p(V).  (34)
teT (1) s€Te(T)
Similarly, we check that the condition ky (i) < oo ensures the tightness of sequence of
measures O (1) indexed by s,t € 7. In the same vein, by , condition (#;) ensures
that the flow of measures 7, is tight. Thus, choosing

€n=0(V)+n) <eg with 7(V):= sup 7,(V)
teT (1)

arguing as above we check that

inf inf 7,(Hs:) =<, (H) inf 7,0V.,) =<, (H)/(1+7(V > 0.
nf | Jnf 7, (H) Sen ( ) Inf 7 (Ven) = <, (H)/(1 +7(V)/n)

Arguing as above we present a simple way to check that A~ > 0. Assume that
infier Q1 i1-(1) = g > 0 for some continuous function g, > 0. As a result, we have
that

(V) := sup 7,(V)< ky(7,) < 0= A" > 0.

15



The right-hand side assertion follows from the fact that

1nfven gr
T+a(V)/n

We are now in position to discuss some direct consequences of the above theorem.
The first corollary and its time homogeneous version discussed in Corollary can
be interpreted as an extended version of the Krein-Rutman theorem to time varying
positive semigroups.

&n = 0M(V) +n) = 7,(Qri+-(1)) =

Corollary 2.7. Assume that (H,) is satisfied. Then there exists some finite constant
¢ < o such that for anyt € T and s € T; we have the operator norm exponential decay

Hs,t

— < ce ™
ﬁs(HS,t)

Quu(f) —

m:(f)

sup
Iflv<1

Y

where b was defined in .
Proof. Using @D and we check that

Ui, (7,) RO /H) = ou(0,) ()/Po(7,) (H) = 7 (f)/7,(H).

This yields the decomposition
2y Hs,t
s Tr)—=
Q@) ~ =

Applying B1) to u =t, p = 6, and n = Wy, (7,), for any ||f|lv = [f/H|v/u < 1 we
check the estimate

T(f) = Hoalw) (ROC/H) = W, (7,) RO (f/H))

- Hst — —b(t— Hst —
Quilf) = =75 nf‘<a€(s)<‘/+_ : nSV>
=5y ™) UGN
and this concludes the proof. [

When H = 1, the extended version of the above corollary in the context of random
semigroups arising in filtering is provided in [I127]. The proof in [127] relies on rather
sophisticated coupling and decomposition techniques given in [87], which were further
developed in [56]. The time homogeneous version of the above result is provided in
Corollary [2.15 In this context, condition (H;) is readily checked by choosing H = h,
where h is the positive eigenstate of the positive semigroup, see for instance and
[12).

Our second main result transfers the stability of the R-semigroup to that of the
normalised semigroup .

16



Theorem 2.8. Under the assumptions of Theorem[2.8, for any t € T and s € T, and
any 1, € Py(E) we have the local contraction estimate

[®54(1) = Bua (M)l < @ () e = nlly (35)
with (a,b) as in and K(n, i) given by
an,p) = wu(p) L+ rvn) (L+n(V)/wa () /wr(p).

This result is a direct consequence of the V-contraction estimates (31)) stated in
Theorem and rather elementary Boltzmann-Gibbs estimates and pre-
sented in section [3.1] The full proof is provided in section [4.2]

The V-norm stability of the semigroup ®,; is also discussed in [127] (for instance
[127, Corollary 1]). The proof in [127] is based on Corollary[2.7/and it does not provide
local Lipschitz contraction estimates.

Choosing H = 1 in ([L1]) we have

1

[P (1) — Pse(n)] (f) = ) (1 —=n) (Dy®s(f)) (36)
with the first order operator D, ®,, defined by the formula
D@4 (f)(@) = Hsp(x) (Ps(02) — Pup(n)) (f)-

Taylor-type expansions of higher order are also discussed in [I]. A weak version of

the total variation estimate is now easily obtained from the above perturbation
formula.

Corollary 2.9. Consider the R-semigroup associated to the unit function H = 1.
Under the assumptions of Theorem foranyte T, se T, andne Py(FE) we have

sup [ Dy @i (f)lv < a e (L (V) /wnr(n)). (37)

I/, <1

Proof. We have

D,ualf)la) = Hualo) | nfdy
Using we check that
16.R8} = 6, R vy, < @ e (V/H,,)(x) + (V/Hop)(y)).
This implies that
sup | Dy@us(F)lv < a e (14 5(V) | Hoglv/n(Hyy)

1flv/m, <1

Hs,t(y)

T R = SR

and we can now conclude. m

Remark 2.10. These weak form estimates are particularly useful in the convergence
analysis of the mean field particle models associated with sub-Markovian integral oper-
ators. Taylor-type expansions at any order are discussed in section 3.1.3 and chapter
10 in [40], see also section 2.3 in the more recent article [1].
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2.3 Time homogenous models

This section is concerned with a more refined analysis of time homogenous semigroups
satisfying the following condition

Q-(V)/V € Co(E)

Qr(h)=e" h>0 forsome peR, and heCyy(E) st. |h|ly =1
(38)

We recall that the parameter 7 in the above display stands for positive parameter
such that @,(1) > 0. Illustrations and practical ways of checking the Lyapunov
condition stated above and in are provided in section . [llustrations and
sufficient conditions ensuring the existence of the leading eigen-pair (p, h) satisfying
(38) are discussed in section dedicated to quasi-compact positive operators, see
also Corollary [2.3]

In this context, choosing H = h in , for any n € Py(E) we have the formula
(26]). It should be noted that the Doob h-transform, P! defined in (26]) is a semigroup
of Markov operators from By ,(E) to itself.

We now introduce another condition.

(H") There exists some rg > 0 and some « : 1 € [ry,0[— a(r) €]0,1] such that for
any r = ro we have
sup |6, P! — 5foHtv <1—a(r) with V":=V/h. (39)
Vh(z)vVh(y)<r
The above condition is clearly met as soon as the following minorisation condition is
met

Vee K, :={z : V') <rl, Q- (x,dz) = 1, v,(d2) (40)

for some probability measure v, on K, and some ¢, > 0. To check this claim, observe
that for any x € K, we have

1
Pj}(l‘, dZ) m QT(CC, dZ) ]_KT (Z) h(Z)
> a(r) v*(dz) with a(r) =,e"" b and V"= Uy (v,).
" supg, h '

This clearly implies . We also recall that is satisfied if there exists a locally
bounded measure ., such that

Qr(z1,dxs) = qr (1, 72) Xr(dxs),

with a lower semi-continuous function ¢, (1, x2) with respect to the first variable, and
upper-semicontinuous with respect to the second (see for instance [51, Proposition
17.4.2)).

We are now in position to state the main result of this section, the proof of which
can be found in section 4.3l
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Theorem 2.11. Assume that (H") is satisfied. Then the Markov semigroup P! has
a single invariant measure pi" € Py (E). In addition, there also exists some finite
constant ap, < o0 and some parameter b, > 0, such that for any p,n € Py(E) and
t € T we have the contraction estimate

|B =P v < an ™" = nllvn. (41)

Remark 2.12. Choosing H = h in (@) the R-semigroup coincides with the semaigroup
obtained from the Doob h-transform of Q. As we shall see in Lemmal].3, the condition
Q-(V)/V € Co(E) ensures the existence of some 0 < € < 1 and some constant ¢ > 0
such that

PMV/h) <eV/h+c

This property also ensures that for any n € Py (FE) we have ky(n) < 0. For a more
thorough discussion on the consequences of the Foster-Lyapunov inequality we refer
the reader to Proposition[{.3

In this context, as with Theorem the main ingredient of the proof is the V -
contraction for Markov operators discussed in Lemma[3.3.

Remark 2.13. The above theorem ensures the uniqueness of the invariant measure
nh = nk Pl € Py (E) and exponential decay to equilibrium of the h-process. Choosing
=" = Vy(nh) we have T = ®.(7). In this scenario, we readily check using
the fact that

)\t,t—i-‘r = ﬁQt,t—H’(l) =7 and Hs,t =h (42)

and thus, (16) and (H") imply that (H,) holds with H = h.
We illustrate the impact of the above theorem with some direct corollaries.

Corollary 2.14. Under condition (H"), the measure 1y := Uq,(nk) € Py (E) is the
unique invariant measure of the semigroup ®;. In addition, for any pu,n € Py(E) and
t € T we have ky(p) < 0 and

[@e(k) = ®e(m)lv < an K(p,n) e | —nlv, (43)
with (ap, by) as in and the parameters k(u,n) defined by
Rlpsn) = wn(p) (U4 kv (0) (L+0(V)/n(h) /u(h).

Proof. Combining with the Boltzman-Gibbs estimate (57) we readily check the

estimate

19, (1) = Pe(n)llv < kn(p) (1 + kv () [(Ta(p) — Cn(n) P v n-

The contraction estimate now implies that
1@ () = W) B vyn < an mn(p) (1 + mv () e [Wh () — Cn(n) v -
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Using the Boltzman-Gibbs estimate we also have

1 n(V)
4 0) = Tallon < s (1 ; W) P

This ends the proof of the corollary. [

Corollary is closely related to the exponential decay estimates stated in Theo-
rem 1 of [61] under different regularity conditions. In contrast with [61], our approach
is based on the V-contraction properties of the h-semigroups and it allows one to de-
rive local contraction estimates. The proof of the next corollary follows word-for-word
the same arguments as the proof of Corollary [2.7] thus it is skipped.

Corollary 2.15. Under condition (H"), for any t € T we have the operator norm
exponential decay

h
Neo ()

with the same parameters (ap,by) as in [41).

<ap e (L+00(V)/ne(h))  (44)

e Quf) - Mo (f)

sup
I£lv<1

2.4 Illustrations and comparisons

In this section, we highlight some of the comparisons between the models and the
regularity conditions discussed in the present article and conditions often used in the
literature for positive integral operators.

Comparison of regularity conditions

We begin by remarking that the class of positive semigroups discussed in this article
encapsulates discrete generation Feynman-Kac semigroups defined for any ¢t € 7 (1)
by the formula

Qt,t+T($7dy) = Gy(z) Pt,t+7(x7dy>
with the potential function G; and the Markov transition F, ., defined by

G = Qt,t+7’(1) and Pt,t+r(f) = Qt,t+r(f)/Qt,t+T(1)~ (45)

This class of probabilistic models arises in a variety of disciplines including statistical
physics, biology, signal processing, rare event analysis, and many others; see [39] 40,
42, 51] and the relevant references therein. In this context, the uniform minorization
condition is a well known strong condition ensuring the stability of the semigroups ®,;
and the existence of fixed point invariant measures for time homogeneous semigroups;
see for instance [42, Theorem 2.3], [44, Lemma 2.1 & Lemma 2.3|, [49, Lemma 2.1],
[40, section 12.2], as well as [42], section 2.1.2 & section 3.1.3] and [39, section 4].
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The next condition is taken from [20], see also conditions (A1) and (A2) in the
proof of [21, Theorem 2.1], as well as in [22]. In terms of the Markov transition P ¢,
discussed in it takes the following form:

(P) : For any s € T and (z1,72) € E? there erists some v € P(E) such that for
t=1,2 and any t = s + 7 we have the estimates

0, Pssyr = €1 v and € HQs+T,t(1)H < V(Qs+r,t(1)> (46)

for some parameters 0 < €; < 1 whose values don’t depends on x;, nor on s € T. The
time homogeneous version of the above condition is also used in [78, Theorem 10] and
[79, Theorem 7.1], see also the design of admissible coupling constants (a.k.a. gen-
eralised Doeblin’s conditions) discussed in [5], section 2.2], see also [72), section 2].
Condition (P) is also the main ingredient of the proof of Theorem 3.1 in the arti-
cle [26] on multi-type birth-and-death processes.

When (P) is met, for any f > 0 and ¢ = 1,2 we have the lower bound estimate

v (Qs-ﬁ-T,t(l) f)

(t) .
Rs,s—i—T(f) (l‘z) Z a Ps,s+T (Qs—i-T,t(]-)) (JZZ

) > €1€2 \Ist+T,t(1)(VS>(f)'

This shows that
(P) = (20) with o(l):=ee; and v =Yg ,a)(v).

As previously mentioned, the uniform minorisation condition (20)) is difficult to
check in practice; several sufficient conditions are discussed in [39, 40}, 42} [44] (48, [49].
The next condition is a slight extension of [4, condition (3.24)].
(Q) : There ezists a positive measurable function ¢;(x) > 0, a constant p > 0 and
probability measures vy such that

Ss() vs(dy) < 6:Qs 54-(dy) < p () vs(dy). (47)
This condition implies that for any f > 0 we have

- Qs,u(CIu,tf)
‘ Qs,u(Qu,t)

This shows that

VS(QS+T7t(1)f)

(t) 0. (1)
Rs,u(f) VS(Q5+T,t<1)) .

> p tv(f) with v0(f) =

(Q) — (20) with «a(1):=p~' and v =1,

Condition (Q) with s(z) = 1 is also discussed in [39, section 4.3.2], [92] and [61],
section 3.3].

21



Absorbed processes with bounded potentials

Whenever the operator (), is sub-Markovian, we have the nonlinear transport equa-
tion

(I)sﬂf(:u) = uMéft
with the collection of Markov transition MY, indexed by p € P(E) given by the
formula

ME(F) (@) = Qua(1)(a) % (1= QuiL)(@) Bus()(f).

We also recall that for any s < u <t we have the nonlinear semigroup equation
q>5,u
MY, = MY, M)

This shows that the normalised semigroup @, is the semigroup of a nonlinear Markov
process sometimes called process conditioned to non-absorption at every time step.
For time homogeneous models, unless p coincides with the quasi-invariant measure
®;(Ny) = 7w, the process is a nonlinear interacting jump process. In this interpre-
tation, the distribution on path-space of the nonlinear process coincides with the
McKean-measure associated with a jump type process whose jumps intensity depends
on the distribution of the random states.

For a more thorough discussion on the nonlinear interacting jump processes asso-
ciated with these nonlinear Markov semigroups we refer to section 12.3 in [40] and
the articles [1, 42| [43]. Next proposition is a direct consequence of Theorem .

Proposition 2.16. Under the assumptions of Theorem[2.5, for anyte€ T and s €Ty
and any p,n € Py (E) we have the local Lipschitz operator norm estimate

[0 M2y = 6. M lv < a k(n,p) e u =y
with (a,b, k(n, 1)) as in (35).

Sub-Markovian operators are naturally associated with killed or absorbed stochas-
tic processes. Consider a stochastic flow ¢ € [s, o0[— X¢,(7) starting at X¢ (r) =z €
E when t = s and absorbed in a cemetery state ¢ at some random time T¢(z). For
instance, suppose we are given an auxiliary stochastic flow X,;(x) evolving on F,
which is sent to the cemetery at some uniformly bounded rate U;(y) = 0 when at
y € E. In this situation, we have the so-called Feynman-Kac propagator formulae

QuilF)(@) = E (F(X4(2) Lreeymr) = E (f(Xs,t@:)) exp (— | (X)) d)> |

S (48)

In this context, it is readily checked that the normalised and unnormalised semigroups
are connected by the formula

4Qualf) = Bus(1)(f) oxp ( [ @t du). (19)

s
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Applying the above to f = 1 for any py, us € P(F) and s < t we check that

Mle,t(l)/,UJQQs,t(l) = eXp (J (Cbs,u(ul)(Uu) - (I)S,U(ILLQ)(U'U)) du) .

S

The discrete time version of the above formula coincides with @ Under the assump-
tions of Theorem the norm of the first order operator introduced in decays
exponentially. That is for any f such that osc(f) := sup(, ,ep2 |f(2) — f(y)] = 1, we
have

e
IDudai(F)] < q (1= a7 with q:=supf2@t) 0 50

,UZQS,t(l)

In the above display, the supremum is taken over all indices (s,t) such that t €
T(7), s € Ti(7) and py, po € P(E).

We now state some results pertaining to the limiting behaviour of the occupation
measure of the time homogeneous stochastic low. These results that direct conse-
quences of our semigroup analysis that build on the analysis developed in [22] 27, [72].

Observe that for any s < u <t we have

E (f(X$u(2) | TS(@) > 1) = Vo) (Pau(0) (f)-

Setting X (7) := X§ () and T°(x) := Tg(x), due to (30) we obtain the following
corollary.

Corollary 2.17. Under the assumptions of Corollary[2.3, we have

sup sup
|fI<1 2€E

e (3 [ 70w | T > ) 0t N
1
oz (1~ a(D)]

In the above display, h stands for the eigenfunction defined in Corollary The
measure V(1) which coincides with the invariant measure of the h-process is some-
times called the quasi-ergodic measure of the non absorbed process.

In the same vein, we also obtain a uniform bound on the L? distance.

Proposition 2.18. Under the assumptions of Corollary for any f € By(E) with
osc(f) <1 and any t € T we have the uniform estimate

(Q(noo) +2 (HhH/nooUl) + Q(noo)2))

T
< -
t

E ((1 [ sexatwn - wh<noo><f>)2 | T°(x) > t)

ST eg(oam)
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Proof. First observe that for any s < u < v <t we have

E (f(X£u(2)) F(XE, () | To(x) > 1)

Qu,v f vat 1
- 0,Qu (£ Qualt) S22
5x62&u(62u¢(1>>

= J Y Q) (Psulda)) (dy) f(y) J\PQM(I) (Pu0(0y)) (dz) f(2).

Replacing f by (f—Vr(ns)(f)) there is no loss of generality to assume that Wy, (1, )(f) =
0. In this situation, thanks again to , we have

E (G ) X)) du)2 | To(2) > t)|

<o (M) + (v an)?) | (e o) do du

O<u<v<t

with

~_ log(1-a(1)|
: - .
This implies that

E((% | szt du) |Tc<x>>t>‘ < = (Ihlma(h) + (1 )

Remark 2.19. We end our discussion of sub-Markov operators with bounded poten-
tials by noting that we may also extend Proposition to also obtain bounds in LP
of the order t=Y2. The idea behind the proof is to write the averages in terms of the
h-process (in particular, the trajectorial version) and then apply LP bounds for occu-
pation measures of a Markov process, using the Poisson equation associated with the
h-semigroup (see for instance Lemma 8.4.11 in [51] in discrete time settings).

Unbounded potentials

The analysis of unbounded potential functions U;(x) requires more care. The proto-
type solvable model is the R%-valued linear Gaussian diffusion

1
dXsi(x) = A X (z)dt + Ri/Qth with quadratic potential U(z) = 3 'Sz
(52)
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for some multidimensional Brownian motion W, € R% with d; > dy > 1 and some
conformable matrices (A;, Ry, S;) such that R;,S; > 0. Solving the Riccati time
reversal equation

_ast = A{;Qs + QsAs - QSRSQS + Ssy
for s € [0,¢] with terminal condition @); = @), we check that

hsi(z) 1= exp (—% 7' Q, x) and  hy(z) = h(x) := exp (—% x’Qx)

= hy} (05 + L) (hsy)(z) — Us(z) = Ay = —Tr (R,Q,).

In the above display, L stands for the generator of the stochastic process X s(x) This
yields the formula

Quulh)w) = exp (— [ T (RuQ) ) bt

s

On the other hand, for any s < ¢ we have the exponential change of measure formula

Quil (@) = el B (X)) ho(w)/A(X D (2)))
el () R (f/R) (), (53)
where (Xstu<x))5<u<t is the stochastic flow with generator

LO) = Lu(f) + Ty (b, f)/huy  and R (x,dy) := P(X ) (x) € dy).

Equivalently, we have

t Qst(h f) qu(@ut(h f)) Q&u(h%tpz?t(f)) t)
R 2 _ s _ s , _ y _ R t) Rut )
) =0 T Qi) Qo) saltui(f)

In this situation, the stochastic flow Xét&(x) of time varying R-process is given for
any 0 <s<u<thby

dX0(z) = (Au — RuQu) X)(2) du + RY*dW,. (54)

S, u

For time homogenous models (A, R, S;) = (A, R, S) it is more judicious to choose
Q = Q. where Q. stands for the unique positive fixed point of the Riccati equation

A/Qoo + QooA - QooRQoo + S - O

In this case, we have hs; = h for any s < ¢, and the R-process resumes to the h-process
defined by the time homogeneous diffusion

dX"(z) = (A= RQy) X(x) du + RY*dW,. (55)

The Feynman-Kac path integrals associated with these models coincides with coupled
quantum harmonic oscillators arising in physics. We refer the reader to [45] for a
detailed discussion on this subject.
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3 A brief review on integral operators

3.1 V-norms and Boltzmann-Gibbs estimates

For a given function V' = 1/2, the V-oscillation of a function f € B(F) is given by

|f(x) = f(y)|

and with a slight abuse of notation, the V-norm on M(FE) is given by

lullv = sap{[u(H)] = Iflv <1} = sup{|u(f)] : oscv(f) <1} = [ul(V).

In the above display, |u| := py + p— stands for with the total variation measure
associated with a Hahn-Jordan decomposition y = gy — p— of the measure. For
a detailed proof of the equivalent formulations in the latter definition, we refer to
Proposition 8.2.16 in [51]. The choice of condition V' > 1/2 in the above two definitions
is imposed only to recover the conventional total variation dual distance between
probability measures when choosing V' = 1/2 in the dual norms.

Recall that My (E) ¢ M(FE) is the subset of Radon measures with |ully < oo.
A probability measure p € P(FE) is said to be strictly positive, and we write u > 0,
whenever p(A) > 0 for any open set A ¢ E. We finally recall that the integral map

(i, f) — p(f) gives the isometry
My (E) ~ Coy(E)".

The above assertion is a direct consequence of [I120, Theorem 3.1] applied to the
Nachbin family V := {V,, = a/V : a > 0}. See also [119, Theorem 3.26] as well as
[13, Theorem 2.1].

As mentioned above, when V' = 1/2 we recover the conventional total variation
norm. For any puq, s € P(E) we recall that

[ — pollw <1 —€e<= v eP(E) : pp=ev and py =ev). (56)

We recall that the Boltzmann-Gibbs transformation ¥, associated with some bounded
positive function h > 0 and defined in (2| satisfies the following Lipschitz type estimate

h
1940 = )l € oL s = il

pa(h) v pe
For a detailed proof of the above assertion we refer to [80, lemma 9.5], or [52], appendix
BJ, see also [44] as well as [96], proposition 3.1] and [40} proposition 12.1.7].

Finally, we present a technical lemma regarding the V-norm estimates of the
Boltzmann-Gibbs operators; the proof is given in appendix
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Lemma 3.1. For any 0 < h <V and any pu, pi2 € Pyn(E) we have the estimate

B 1 pa(V/h) i
In addition, for any p, o € Py (FE) we have
1 p2(V)
v -Vv < 1 — .
() = Wil < s (12200 = gl (58)

3.2 V-Dobrushin coefficient

Let us fix 0 < s < ¢t and let V,,V; denote bounded, continuous functions such that
Vs, Vi = 1. The V-Dobrushin coefficient of Markov integral operator Ps; from By, (F)
into By, (F) is the norm operator defined by

Bvvi(Psi) = sup  |[(—mn)Pslvi/ll (1 —mn)
unePy, (E)

Ve (59)

We also have the equivalent formulation

Bv.vi(Psy) = sup{oscy, (Psu(f)) : oscy(f) <1}
= sup |0aPsp = Oy Poslvi/(Vs(2) + Vily))- (60)
(zy)eE?
When V; = V, = V, we write By (Ps;) instead of Sy, (Ps;). For a more thorough
discussion on these contraction coefficients, we refer the reader to sections 8.2.5 - 8.2.7
in [5I]. If in addition V' = 1/2 we write §(Ps;) instead of B1/2(Ps;), to denote the
conventional Dobrushin ergodic coefficient with respect to the total variation distance

B(Ps,t) = Sup H(SxPs,t - 5yPs7thv-
(zy)eE?

By the contraction condition 5(Ps;) < (1 — «) is satisfied for some parameter
a €]0,1] if and only if the following minorisation condition holds

V(z,y) e B> JveP(E) : Py =>av and §,P.;>awv.

The next lemma provides some contraction conditions in terms of a Foster-Lyapunov
inequality and a local minorisation condition on compact level sets. The proof is in

appendix

Lemma 3.2. Assume that there exist continuous, bounded functions Vi, V; = 1 with
compact level sets, € € [0,1] as well as a function « : r € [rg, 0 — «a(r) €]0,1], for
some ro = 1 such that for any r = rq we have

P,(Vi)<eVi+1 and sup [0, Pst — 0y Pstltn <1 —a(r). (61)
Vs(@)vVs(y)<r
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Then, for any 0 < 0 < 1 we have the contraction coefficient estimate
Byes oo (Pog) < 1= a(rd(8)(1 = 6/2)  with Ve =1/2+ p(0) V;

with the parameters

rd8) ==ro v 5 2 (1 + 1#_6 (3 +6 (% - 1))) and p.(8) = i - 0‘2(:((%;))
62

Again, € and o may depend on s and t. Now observe that

w@)i=rova (243 (5-1)) =1 and )= gl (1= BP) e 0

Thus, whenever is met with V, =V, = rq = 1, choosing € = 0 in (61)) we have,
for any r > 1,
(lsi_{r(l) BVSO,5’%0,5<P57t) = B(Pst) <1—a(r).

Whenever F;, is a Markov semigroup and V; > V for some function V' > 1 with
compact level sets, the Foster-Lyapunov inequality in the left-hand side of ensures
that for any initial probability measure pu € Py, (E), the distribution flow p; := pPo,
indexed by t € T(7) for some 7 > 0 is tight. To check this claim, notice that

(61) = (V) < (V) <€ Tu(Vo) + (1 —e) ' < u(Vo) + (1—€)".  (63)
By the Markov inequality, for any ¢ > 0 this implies that

Ks:={z:6V(2) < u(Vo)+ (1 —e) 'Y cc E= sup u (F — K;) <6.  (64)
teT ()

In this situation, if we set V< = 1/2 + p.(d) V, for any s < t and u,n € Py, (E) we
also have the contraction estimate

ves < (1= a(rd(8)(1 = 6/2) 7 —nles. (65)

For time homogeneous models, condition ((61]) clearly ensures the existence of a single
invariant probability measure pi, = pooP; € Py (E).

”MPs,t - nPs,t

3.3 Lyapunov conditions

This section presents some practical ways of checking the Lyapunov condition stated
on the left-hand side of (61)). Given some ¢ > 0, € € [0,1[, K € £ and functions
W,, Wi = 0, we have

Wy(z) if zeE—K

it < €
Po(Wi)(z) < ¢ if ek } = Po(Wi/e) < e Wy/e+ 1.
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Moreover,
P,(Wy) <eWy+c— P, (Vi) <eVo+1 with V,=1+4¢e¢W,/c>1, for u = s,t.

For continuous and time homogenous semigroups P,,s = P, P, with generator L de-
fined on some domain D(L) 3 W, for any a > 0 and ¢ < c© we have the Lyapunov
condition

1

L(W) < —aW Vo >0 Ps(W) <
(W) aW + ¢ < Vo > s (W) Ty

W + ¢9.

A detailed proof of the above assertion can be found in [51, Theorem 17.4.1].
In the case where ¢ = 0, i.e. there exists some K < E such that

Vee E— K, LW)(x)<—-aW(z) and Vre K L(W)(z)<c, (66)

we readily check that
L(W) < —aWW =:b.

For instance, when E' is a normed space and L(W) is continuous, it suffices to find a
sufficient large radius r that

VW =r W) L(W)(z) < —a.

In this situation condition is met with K = {|W|| < r} and ¢ = supg | L(W)].

Whenever ¢ > 0, by replacing W by W /e, there is no loss of generality by assuming
that the above Lyapunov condition is met for ¢ = 1. In the same vein, replacing W
by Wy = W + b for some b > 0 we find that

L(Wb) < —aWy+ ¢, with ¢, :=c+ ab.

Also notice that in this case, for any § > 0 we have

1 1 ab
P(;(Wb>< 1+ as Wb-i-C(SSP(s(W)g 1+G5W+<C_1+a5> )

Thus, there is no loss of generality to assume that W > b satisfies the Lyapunov
condition for some b > 0. For a more thorough discussion on these Foster-Lyapunov
techniques, including the design of Lyapunov functions for Ornstein-Uhlenbeck pro-
cesses as well as for damped and over-damped Langevin diffusions; see [51) section
17.4 & section 17.5]. We end this section with some comments on the condition

Q. (V)/V € Co(F). Assume that
G, =Q,(1)eCy(F) and 0<G,<1.
In this case, we have the decomposition
Qr(x,dy) = G- (x) Pr(x,dy)
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with the Markov transition

Pr(f) == Q-(f)/Q-(1).

Assume that P,(C(E)) < C(F) and P,(W) < aW + b for some non negative function
W e C(E) and for some a,b > 0. Now, one can check that Q,(V)/V € Cy(E) using

1
V:=1+W=>QT‘(/V) =GT(—:?—;/CM/<CGT with c¢:= ((1+b) va)>D0.

We illustrate the above discussion in the context of Gaussian integral operators
on Euclidian spaces. To avoid unnecessary vector and matrix-notation we restrict our
attention to one dimensional models, that is £ = R. The analysis of multidimensional
models follows along the same lines. Consider the following models

U 1 _ (y=b(x))?
Gr(z) = e @ e Cy(R) and Pr(z,dy) = —— ¢ 21®% dy. (67)

2o (x)?

In the above display, Uy = 0 is some function with compact level sets, o1(x) > 0 is
a strictly positive function and b(x) is the drift, both of which exhibit at most linear
growth; that is

b(z)| + o1(x) < c1 + ¢ |z

for some constant ¢, cy = 0. In this situation, we check that
W(x)=1+|z|= P (W)<aW with a=(1+c¢) Ve

When G, € Cy(E) is not necessarily vanishing at infinity, the problem amounts to
finding a function V' > 1 with compact level set such that P.(V)/V € Cy(E). The
design of such functions for a Markov transition P, is rather standard in applied
probability literature (cf. for instance [56, 87, 127]). We further illustrate these
constructions with the Gaussian transition discussed in . We assume that

|lo1]| < oo, |b(x)] <c+(1—90) |z] forsome 0<c<ow and 0<d<1

(68)
and set  V(z) := e®l for some v > 0.
In this case, we check that
.. 7<y—<b(z>+?o)12(z>2)>2
v9oq(x) 201 (z
PLV)(@)/V (@) = e s =4 [ 6 y
0 210y (x)?
.. _<y—<b(z>—v012(z>2>>2
201 (z
+ p—vllalb(a)+ 2 f € R
— 210y (x)?
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In this situation, whenever G, € Cy(F) we have
Q. (V)(2)/V(z) < 2@l /2| G || emvl#l=P@)) < gevet@lonl®/2 G|y ()0,

which implies . Note that the above construction requires the sub-linear growth
of the drift function b(z) stated in (68). Consider the Gaussian density

Golo) = exp (5 ). (69

 203(x)

In the above display, oo(x) > 0 stands for some strictly positive bounded function. In
this case, we have

|b(x)| < co+ ¢y |z| for some 0 < ¢y, <0

— Q,(V)(x)/V () < 2eWID*/2 exp <—v <|x\ + B |b(a:)|>> — |z 00 0.
Observe that for any 0 < § < 1 we have
2 = 1= Qulool?) o1 — &1 < (1—8) + [a]/(20]o ).
This shows that
co+ci |zl < (co+er) + (1=96) |z| + |2*/(2v]o0)?) with co =co+ err
from which we conclude that
b(x)] < o+ 1 |2 = Qr(V)(x)/V (w) < 27212 V()

which yields .

3.4 Quasi-compact operators

Next, we recall some standard definitions and compactness principles from time ho-
mogeneous positive semigroup theory.

Let (Q¢)t=0 be a time homogenous positive semigroup from By (E) into By (E).
Then @ is said to be irreducible (a.k.a. ideal irreducible) if there exists no closed
()i-invariant ideals distinct from {0} and By (£) (cf. [L09, Definition 4.2.1]). It is also
well known (e.g. [57, Proposition 2.1] or [63, Proposition 4.1]) that this condition is
met if and only if for any non zero function f > 0 on By (F) and any non zero positive
measure p on F, there exists some t € T such that uQq(f) > 0.

The spectral radius of (Q;)¢>o is defined as

rv(Q) = lim |Qilly" = Tim |Qu(V) /" = inf |Qu(V) /" (70)

t=0
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In the above display, |||-||,, stands for the operator norm.
The semigroup @), is said to be quasi-compact if its essential spectral radius

Tv(Q) = lim (inf {||Q: = Tl = T compact})”

satisfies 71/ (Q) < r/(Q). Recalling that the product of positive operators QQ1Qs
is compact as soon as the @ is compact (cf. theorem VI.12 in [I12]), the quasi-
compactness property of the operator @, (for sufficiently large ¢) is clearly met as
soon @, is a compact operator for some 7 € 7. Such one-parameter semigroups are
sometimes called eventually compact semigroups (see for instance section 3 in the
book [74]).

Now assume there exists some 7 € T such that the discrete generation semigroup
Q); indexed by t € T (7) is irreducible and quasi-compact on By (E). By a variant of
the Krein-Rutman theorem (cf. for instance Theorem 1.1 in [58, [103]), rv(Q) > 0 is
an eigenvalue corresponding to a non null eigenfunction h € By (E). More precisely,
there exists some a non null function h € By (E) such that

Vt e T(7) Qi(h) =e” h with p:=logry(Q).
Note that since Q. is irreducible, for any x € E there exists some ¢t € T (7) such that
Qqi(h)(z) = e’ h(z) > 0.

Remark 3.3. Whenever Q.(V)/V € By(E), for any t = T the operators Q; map
By (E) into Byy(E), and the eigen-function h belongs to Byyv(E). If, in addition,
Q- maps By (E) into Cy(E), then the operators @y map By (E) into Cov(E), and the
eigen-function h belongs to Co v (E).

Additionally, if the assumptions of Theorem are met, Corollary ensures
that the ezistence of an eigenfunction h € Cyy (E).

Sufficient conditions in terms of the Lyapunov functions V' > 1 ensuring the com-
pactness of @Q; for some t € T are discussed in [61] and [I13]. For instance, we have
the following lemma.

Lemma 3.4. Assume that Q.(V)/V € By(E) for some 7 > 0. In addition, assume
that for any compact set K cc E the operator QX (f) := 1xQ,(1x f) is compact on
By (E). In this situation, for any t € T with t = 7, the operator Q; is a compact
operator from By (E) into itself.

Proof. For any t € T, we set RE(f) := 1xQ;(f) so that
Q=R+ R and Qur —QFQ; = QR + RFR.
This decomposition implies that

|- — @7 @il < Q- + 1=, ) (77

v < (1@l + @il [|RE

Vv
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Also note that
IRE N, = I @-(V)/V.

Thus, choosing a sequence of compact sets K, such that

1
1K;§ QT(V) < E 14

implies that

Qe+ — Q7 Qul[[y, < = Q- + Q) -
Since the product operator QX»Q; is compact, (¢4~ is the limit in norm of compact
operators, hence it is compact. This ends the proof of the lemma. [

Remark 3.5. The condition Q.(V)/V € By(FE) allows one to localise the operators
on compact sets. The compactness condition of the semigroup QX is readily checked
for absolutely continuous operators of the form

Q7<x7dy) = %’(5’773/) V‘F(dy)' (71)

In the above display q.(z,y) is a continuous density with respect to some Radon mea-
sure v; on E. Indeed, in this case, for any collection of functions (fn)n=0 € By (E)N
in the unit ball {f € By(E) : | f|v < 1} we have

sup |QF (fa)lv < |QF(V)/V].
In addition, for any (z,y) € K? we have

QX (f) () — QX (f) (v f 162, 2) — 4, 2)] Lic () ().

Since q, is continuous on the compact set (K x K), it is uniformly continuous. Thus
for any € > 0, there is some 0 > 0 such that d(x,y) < § implies that for any n = 0
we have

Q7 (fa)(x) = Q7 (f)(W)] < € vr(K).

By the Arzela-Ascoli theorem, QX (f,) converges uniformly to a continuous limit ex-
tended by 0 outside the set K. Recalling that V = 1 is also converges on By (E).
QX is an irreducible and compact operator on By (E). The above models encapsulate
Markov transitions restricted to a compact set K < R", for some r > 1, defined by

QX (z,dy) = 1x(z) pr(z,y) 1x(y) dy.

In the above, p.(x,y) is a continuous probability transition density with respect to the
Lebesque measure dy on R". For a more thorough discussion on this class of compact
integral operators we refer to [67] and the more recent article [16)].
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Remark 3.6. Now assume that E is a countable space. In this situation, whenever

V =1 we can also use the following equivalence principle (see for instance Theorem
2.1 in [131)))

Q. is compact on B(E) <= Ve > 0 3K, finite s.t. supQ.(lp_k )(x) <e.
el

More generally, assume that Q.(V)/V € By(E). In this situation, for any ¢ > 0 the
set

Ke = {QT(V)/V = E}

18 finite, and following the proof of the above lemma, we have

Qs — @7 Qull, < e (Q-lly + lQellly) -

Since for any finite set K, the operator

QX (f)(x r) D Q(x,y) f

yeK

18 bounded and has finite range, it is compact and we thus conclude that Q) is compact
for any t = 1 as soon as Q. (V)/V € By(E).

The set E can be written as the union E = U,>0K, of an increasing sequence of
compact sets K,,. Whenever Q; is compact on By (E), up to a subsequence extraction
the functions Q,(V1g:) € By (E) forms a Cauchy sequence. Thus, for any € > 0 there
exists some n. = 1 such that for any n. < m <n we have

1Qe(V1ke) — Qi(Vige )|v = [Qi(V1k, k,)|v < e

and therefore
|Q: (VK )/V] < e

Now, assume that for any € > 0 there exists some n. > 1 such that
For any | fllvy < 1, we have

1Q:(f) = Qe(1k, v < [Qe(V1ge)/ V] <e

Arguing as above, using the fact that f € By (FE) — 1k, f € By(FE) is a finite range
compact operator we conclude that Qy is compact on By (E). We conclude that

Q¢ compact on By (E) <= Ve >0 3K, finite st. [|Qi(1gV)|v <e
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Whenever E is compact, by a theorem of de Pagter (cf. [I09, Theorem 4.2.2]), a
compact and irreducible positive operator (; on C(E) has a positive spectral radius
r(Q;) > 0, while its essential spectral radius is null. Applying the Krein-Rutman
theorem (cf. [58, 103, Theorem 1.1]), there exists some non-negative and non-zero
measure v, € M(FE) = C(FE)" and a non-negative and non-zero function h € C(FE)
such that

VpQr = €” vy and  Qu(h) = e’ h with p=logr(Q,). (72)
This yields the fixed point equation
Moo 1= Voo / Voo (1) = Py (1))

More generally, when FE is compact and @), is a positive operator from B(FE) into
itself, the Schauder fixed-point theorem ensures the existence of a fixed point

e = Pr(ne) € P(E) and  Wte T(r), 10(Qu(f)) = mo(f) 1o(Qr (1)
Note that the right-hand side assertion is a direct consequence of the product formula
.

For potentially non-compact spaces, condition is met as soon as Q. (V)/V €
Co(F) and Q. is a quasi-compact operator from By (F) into itself and mapping By (E)
into Cy (F). Several sufficient conditions in terms of the Lyapunov functions V' > 1
ensuring the quasi-compactness properties of @), are discussed in [61}, [77, [T13], see also
Lemma [3.4f and Remark in the present article. For a more detailed discussion on
quasi-compact and compact operators we refer to [74, 103, 109, 112] and references
therein.

For potentially non-compact space E we have the following Krylov-Bogolioubov-
type theorem, which is of interest in its own right.

Theorem 3.7. Assume that Q,(Cy(E)) < Cy(E). Then the mapping ®, has at least
one invariant probability measure 1y, if and only if there exists some probability mea-
sure 1 such that the flow ®4(n) indexed by t € T (1) is tight and we have

Pu(n) = () (Q-(1)) €]0,1] — 100 Ben(n) > 0. (73)
Whenever these conditions are met we have By (1) = N (Qr(1)).

The proof of the above theorem is provided in section Related equivalent
conditions for the existence of quasi-invariant measures are discussed in [91] for models
such that Q,(Co(E)) < Co(E), see also [75].

4 Proofs of the stability theorems

4.1 Proof of Theorem 2.5

This section is mainly concerned with the proof of Theorem 2.5, For any p € Py (F)
and n > 1 we set

n(h) := Oy (1) + ).
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Applying Markov’s inequality we have

ot (1) (Ve () = Pa()(V = 07 en(p))) < kv (w)/ (kv (1) + ) > 0.

We conclude that

1
Y0 < inf O, g >1————— >0
<€ El(lu) m 7t(u)(v 1(#)) 1+ 1/HV(,U) >
(74)
1
d inf ®, ; >— . . 1
and inf @y (1) (Ve,u) > —ny o

In the above display, the infimum are taken over all indices (s,t) such that t € T (1)
and s € T;(7).

Lemma 4.1. Assume that and are satisfied some bounded, continuous func-
tion V' with compact level sets. Then the Lyapunov estimate (@ 1s satisfied.

Proof. For any n > 1 we set €, := 0(7(V') + n) for 77 € Py (E). For any s € T (1) and
0 < € < € /A, thanks to ([14), we have the estimate

Qs,s1-(V) )V <€ X7 1k (s)e + [0(V)] 1k (s)s
with the compact sets K.(s) are defined by
K(s) = {2€FE : Quers(V)/Vz=eX}cK i={zeE : 0(V(z))>e A }.

On the other hand, for any s, s + 7 € T;(7) we have

RO (V/Hor)) 1 Quusr(V)
(V/Hs,t) )\s,erT V

This yields the estimate

R (V/Hyiry) A” 1oV
: : < s)¢ S
(V/H..) ( bt + T )

/\s,s+T
[6V)I

< €lg (g + B Lk (s)s

from which we check that

oV
RO, (V/Her,) < €(V/Hy) + H i)‘ sup(V/H,,).
Ke

Now, choosing n > 1 sufficiently large such that

€ <EeEN <€V ey,
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we have
K ={zeE : V(@) zeX }c V., ={zcE : (V(z)) = e}.
By this yields the uniform estimate

sup(V/Hy ;) < s.(H) 'supV < .
Ke Ven

Proof of Theorem [2.5: Observe that
|H|ly =1=H<V and H,, =Q,,(H)<Q,,V).
This implies that
AT Hoy/V < Assior Hop/V = Quoir(Hoirt) [V < Qi (V)/V.
Combining this with (#;), we obtain the estimate
AN Vo <V/Hg; with Vp:=1/0(V).
Notice that Vjp is continuous with compact level sets and for any » > 1 we have
{(V/Hsy <r} < {Vp<r/A"}

This implies that V /H,; also has compact level sets. Under (H) (which holds under
(H1)), for any r = r; := A"y we have

5, RU)yr = 0,RUL,,

<1l—alr/A7) <1

tv

sup
(V/Hs ) (z)v(V/Hs ) (y)<r

Now, due to the previous lemma, holds which in turn implies that
RS?@-‘:—T(WS"FTJ) S € WS,t +1

with the collection of functions Wy, > 1 defined by

e V e V € \%
- <Wspi=1+- <<1+ > :
c Hs,t ! c Hs,t

Then, for any r > ery/c we have
c

sup 8RO =6, R < 1-a (S5) <1
Ws,z(m)st,t(y)ér €

The estimate is now a direct consequence of Lemma . This ends the proof of
the theorem. -
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4.2 Proof of Theorem 2.8

Observe that
Noi Hoy RUNF/H) = Qua(f),

which implies that

t M(Qst(f)) (I)s,t(:u’)(f)
Vi U RETTH) = 00 0 = Toat) (H)

Combining this with and the estimate we have

1Bss(1t) = Poe() v = |91/, (W)RE) — W1y (W, ()R v
< Oy () (H) (1+ Dy()(V)) | (T, (1) = Crr,, (1)) RS v

Applying to u = t we find that
[®si(1) = @ou (v < o (pe) (14 wv () a e W, (1) = Wi, (0) s,

On the other hand, applying we check that

Vg, () =Yy, (Dlv/ma, < 1+ w—nlv.
|| Hs, ( ) H, ( )H /Hs, (Els,t) < U(F[s,t) H H

This ends the proof of the theorem. [

4.3 Proof of Theorem 2.11]

This section is mainly concerned with the proof of Theorem [2.11] on the stability of
the time homogeneous models discussed in .

Lemma 4.2. For any € > 0 we have the Foster-Lyapunov inequality

PF(V/h) <€ (V/h) 1ge + cer 1k (75)

€,T

with the parameter c. . and the compact set K, . given by

Cer = 7 |Q,(V)/V| sup(V/h) and K..:={Q,(V)/V =¢€e’}.

€, T

Proof. For any € > 0 we have
V= V/h= PIV") V' =e Q.(V)V <elge+e " |Q.(V)/V] 1k...

This readily yields the estimate . [
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Proposition 4.3. For any p € Py ,(E) we have

0 < r(p):= inf pPM(1/h) < /'il‘l//h (1) := sup uPM(V/h) < 0.
teT(7) teT (7)

In addition, we have the estimates
0 <, (n) < kv(n) <o (76)

Proof. Following word-for-word the same arguments as the proof of the Foster-
Lyapunov estimate implies that

Ky (1) < p(V/h) + cer(1— ) < 0.

Now, we come to the proof of the left-hand side estimate. Since h € Cyy(F) and

|hlly = 1 the function V/h > 1 has compact level sets. Consider the compact sets
K(L,/h(é) indexed by 0 €]0, 1[ and defined by

Ky (1, 0) := {z - 6V (2)/h(2) < Ky ()}
Arguing as in , we have

inf pP! (Ky(p,6)) 21=6 and  k(p) = (1—0)/ sup h.
teT (1) K35 (1:9)

Observe that

S Un(n) PPV /h) <n(V)/n(h) + cer(1 =€)

and consider the compact sets
Kyv(n,0) :={x: 6V (x) <n(V)/n(h) + ccr(1 — €)'} cc E.
Arguing as above, we check that

inf U,(n)P" (Ky(n,6))=1—-6 and inf WU, (n)P'(1/h) = (1—46)/ sup h.
teT (7) teT (7) Ky (n,0)

This yields for any ¢ € T(7) and 0 €]0, 1| the uniform estimate

Wy, (n) PV /h) _nV)/n(h) + ce-(1 — )
Uu(n)PM1/h) —  (1=0)/supc, s h

Oy(n)(V) =

This implies that ky(n) < oo. This also ensures that the sequence of probability
measures ®,;(n) indexed by s <t is tight. Choosing the compact set

K(6,n):={xeFE : 6 V(z) <ry(n)} (77)
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we readily check that

@wmxm;z(mf@>@meme»>(1—® (mfh>>0

K(6,m) K(é,m)

We conclude that x, (n) > 0. =

Proof of Theorem [2.11k Observe that
(75) = P" (W) <eW +1

with the function W > 1 defined by

‘ %<W:=1+6 %<<1+6)K (78)

)
Cerr Cer Cer) h

which has compact level sets. On the other hand, by we have

sup [0, P! — 6,P"|s, < 1—alc.r/e).
W(x)vW(y)<r

The estimate is now a direct consequence of and the estimates . The
proof of the theorem is now completed. [

4.4 Proof of Theorem

One direction of the proof is obvious. Indeed, if ¢, has at least one invariant
probability measure 7y, choosing 7 = 7, the measure ®;(n,) = 7y is tight and

Bi(Ne) = no(Q+(1)).

Conversely, assume that for some 7 the sequence of probability measures ®;(n)
is tight and is satisfied. In this situation, for any € > 0 there exists a compact
K, c E such that

®:(n)(@-(1)) > () (1£.Q-(1)) > (1 —€) inf Q7 (1) and  Bio(n) > 0.

We simplify the notation and write (3, and S instead of 5,,(n) and S, (n). Consider
the probability measures

M= S Bl = (@) = = X B B

0<k<m 0<k<m

There exists at least one probability measure 7, := w(n) and a sub-sequence my —_
o0 such that n,,, converges weakly to 7, as k — o. Hence, 7,,, and ®(n,,,) converge
weakly to 1, and ®(n.), respectively, as m — co. In addition, we have

Ppr (1) (Qr(f)) = Prr (M) (Q7(1)) Pinr1)r(p10) (f)-
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This yields the formula

= X zo«mﬁz (e o)

0<k<m

from which we check that

CI)T(nm) — Nm

1 1
= E Z <L 206]: Bl — 1) (I)(k+1)’r(“0) + E Z ((I)(k_;,_l)q—(uo) — (I)kT(T])) .
m si<m 0<k<m

0<k<m
As a result
(I)T<nm) - nm
1 ( Br > 1
" m T 7 1) Qo)+ — (Qaine(n) —n)-
m 0<k2<m % 20<l<m Bl m

On the other hand, we have

%Z k——Zﬁl

o<k<m o<l<m

Z |Bk’ - BOO| ——m—w0 0.

0<k<m

For any f € Cy(F) we conclude that

(@7 (M) = M )(F)| —=ks0 O and therefore 7y = - (1)s5).

The last assertion follows from the fact that

B (@e(1) = 3 B s B = ma(Q0 (1),

LT

This ends the proof of the theorem. [

A Proofs of the technical lemmas

A.1 Proof of Lemma 1.3

In this section, we will work under the assumptions imposed by (#;). Recall that the
function H is chosen such that |H|y =1 and Qy4+4+-(H) > 0 for any t € T and 7 > 0.
Further recall that from section [I.5] for any w,t € T, we have

)\u,tHu,t = Qu,t(H) = hu,t —— Qs,u(hu,t) = hs,t > 0. (79)
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We also recall that we assume and are satisfied. To simplify the notation,
we write v instead of v,. In this notation, for any 0 < € < €; there exist finite constants
0 <t <t < oo such that for any t € T we have

te 1y, (z) v(dy) 1y (y) < Iy () Qirr(z,dy) 1y, (y) < te Ly (2) v(dy) 1y, (y). (80)

The next lemma is a slight modification of [127, Proposition 1].

Lemma A.1. There exists \g > 0 and a finite constant ¢y < oo such that for any
s,t € T(1) and n € Py(E) we have
67}\0(2578)

Vv V
RrY <_) <e ™) 4 and limsu = 0. 81
T\ H D ¢ 0 t—»oop 77<hs,t) ( )

In addition, we have the uniform estimates stated in (@)
Proof. We set

hy = hot/[hsilv and B = [hes|v/[Puv-
We have

() vV L 1 4 QS,S+T(V) (t) A%
Rs,s-ﬁ-r (m) T 6(t)+ m % and Qs s+'r( s+7—t) ﬂs,s-ﬁ-f hs,t'

Using and and recalling that Q4. (V)/V < §(V), for any 0 < € < ¢ we
check that

%4 € V a
R < ——— with a.:=sup(8(V)V)/i_.

%4 € V a
R, ( ) R .
- hsV-i-nTt B(t) ss+n=l)r h}q/+ (n—1)T y(lveh}sf-&-nr t)

s+(n—1)7,s+nt

Applying the above to s + nT = t we obtain the formula
%
ro (VY
S,t H

€ Qe € —k (e

+ =—V+ € ——.
V 1%

52 it ; ﬁi?m VWS rs) s ; v(1vPs i)

Observe that for any 0 < € < €2 < ¢; we have V., << V.. Thus, for any k£ < n and
t = s + nT we have the lower bound estimate

1V6 (l’) hs+k7',s+m' (Q?) = 1V€2 (*77) Qs+kr,s+(k+1)71V62 < Qs+(n—1)r,s+nr(11}52 H) (l’)

> o) () G )
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Choosing 0 < € < €3 := €3 A (1, v(V,,)/2) we conclude that

Vv e 2a 1
RY(Z )< — v+ < .
s\ H By v(Ve,) infy, H

In the same vein, for any n € P(V) we have

\%

W) = 100) (inf0) G, vV = 000) (1) 2o

Ve,

This yields the estimate

t—s)/T
e(t=s)/ B — 1 ‘
n(hst) n(Ve,) infy, H

To summarise: there exists some €3 > 0 such that for any s,t € T(7) s.t. s <te T (7)
and for any 0 < € < €3 we have

Vv 6(15—3)/7' 6(t—s)/’r
Rgt) (—) < V+c and limsup ——— =0.
Y\ H s ¢ tﬁoop ﬁ(hs,t)

This ends the proof of . The last assertion follows from the fact that

e—)x()(t—s)

n(hs,t)

for some finite constant ¢;(n) < co. This implies that the sequence of probability
measures

(2. ) R) (v/) < 1(V) + o < er(n)

t
i, (n) R
indexed by s,t € T (1) is tight. More precisely, choosing the compact set

Ky ={zxel : e V/H)(x) <c(n)}

we have
<\Ifh (n) R“Z) (K¢,) <e so that (\Ifh (n) R“g) (1/H) > ——¢_
" . - N K SUPgk. , H
On the other hand, we have
Supg., , H

O, () (V) = Uy/y (% (n) Rifi) (V) <al) ——=

We conclude that xy(n) < oo. This also shows that the sequence of probability
measures ®,;(n) indexed by s < t is tight. Choosing the compact set

K.,:={xeFE : eV(z)<ry(n)} (82)
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we readily check that

®,,(n)(H) = (inf H) O, (N)(Key) = (1— ) (mf H) > 0.

Ke,n KGJ?

We conclude that x5 (n) > 0. This ends the proof of the left-hand side estimate in

9.

Also observe that for any 0 < € < ¢y we have

' = inf mf Qii+-(1) = v(Ve) > 0. (83)

teT (1

Thus, for any ¢t € T(7) and 0 < € < ¢y we have

D1 (M)(Qri+ (1)) = Ps(n) (v, Ques- (1)) = s i(n)(Ve) v(Ve).
By choosing € = €, := 6(ky(n) + n) for some n = 1 we check that

={zel : V(z)<ry(n) +n} and P.(n)(V.,) = m =0

Similarly, we have

D41 (0)(Qrp+7(1)) < Pt (M(V Quasr (V)/V) <OV v ().

This ends the proof of the left-hand side estimate in (19). The proof of the lemma is
completed. n

The next result is a variation of [127, lemma 10].

Lemma A.2. We have the estimates . In addition, for any 0 < 0 < 1 there exists
some 0 < € < €1 such that the following uniform compact-approximation estimate holds

sup H@t,tw — 1y, @t,twmv <6 and sup sup H’Qstmv < 0. (84)
teT (1) teT (1) s€Te(7)

Proof. We start by proving the estimates given in . We use the same notation as
in the proof of Lemma 4.1| For any n > 1 such that €, = €,/A" <1 we have

I, @s,sHH\V

_ — 1
= }HQs,er‘r - 1Ven Qs,er‘rmV = ﬁ ||(Qs,s+'r(v)/v) 1V§n

This yields the left-hand side estimate in .
For the right-hand side, for any i € {0,1}" and 1 < k < n, we set

(@) =inf{l <k<n : (ig,ig1) = (1,1)} and {0,1}; ={ie{0,1}" : I(i) = k}
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with the convention that
{0,1}0 ={ie{0,1}" : Vi<k<n : (igir1) + (1,1)}.

Further, set
V(0) =V¢ and V(1) =V..

Then we may decompose Q as follows:

QSO,sn = Z 1Ve(i1)Q80,51 s 1Ve(in)Q80,sn

1€{0,1}m

- Z Z 1Vé(i1)@80,81 cee 1Ve(in)@sn_1,sn

1<k<n ie{0,1}7

Our aim is to obtain suitable bounds for the summands in the above decomposi-
tion. To this end, set for any 0 < € < ¢,

_ v(dr)ly ()
ve(dz) := o)

Using this and the notation introduced in (80]), we have
1V€ (':C) @s,s+7' (1Ve @s-ﬂ',t(v)) (.T)

< v (ly, Qsiri(V)) <1 v(ly, Qspre(V))
ﬁs (QS,S-HQs-i-T,t(l)) ﬁs (1Ve Q5,5+71V5 Qs-i—T,t(l))

< Le V(lve Qs-‘rT,t(V)) _ Le/LE_ d
S,V v (v Quire()) TV

This yields the uniform estimate

1V5n (:L‘) @s,s-ﬂ' (]‘Ven Gs-ﬁ-‘r,t(v)) (l’) < L/en = (LEn/Le_n) I{V(VEn) (1 + ﬁ(V)/TL)

Next fix 1 < £ < n Then one has

Lefts
7,(Ve)

st (V) (V) < kv (ve)

H‘lve(h)@so,sl cee 1Ve(in)@sn_1,sn ‘HV < L/En ‘1Ve(i1)@so,81 ce 1Ve(ik)@sk,1,sk

§

<, [T Ivim@ sl (85)
1<m<k

<, [T 1evysm= (&)t

1<m<k

L O R )

n

Similarly, for the case k = n, we have

1.0 @uer - W) Qs s, < 10V [Frsmsn limmt () Zrsmentim=0 - (g7)
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Now note that for any i € {0, 1}" we have

n+1 1
Z 1ik:1< 9 +§ Z 1(ik7ik+1)=(171)‘

1<k<n 1<k<n

This follows from the fact that

n—1 = Z (1(ik,ik+1)=(1,0) + 1(ik7ik+1)=(071))

1<k<n
— (2 Z Liy=1— (Li=1 + 1z‘1=1)) - Z L in)=(1)
L<k<n 1<k<n
> 2( D L= —1> = > Lawimen=(10):
1<k<n 1<k<n

Equivalently, we have

Further observe that for any i € {0, 1}} with 1 <k < n we have

Z Limiimin)=1,) = 0= Z 1im=1<% and 2 L —o =

1<m<k 1<m<k 1<m<k

From and , respectively, we conclude that for any i € {0, 1}} with 1
we have

<, (Lv [0(V)NFHD2 (e,

n

H’lve(il)aswa s 1V€(i")@5n7175n

\%4

and for £ = n, we have

192600 @s - i) Qoo < (1 [BO))EH2 (e) 772

072,

<k<n

We end the proof of the right-hand side estimate in . 34)) by choosing n > 1 such that

€, < 1A (1/10(V)])-

Now for the estimates in (|15)), observe that

H<V = |H|ly:= sup sup [Q;(H)|v < sup - sup 9.l < oo

teT (7) seTi(r) T(7) s€Te(T)

This yields right-hand side estimate in .
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The proof of the left-hand side estimate in follows the same lines of arguments
as those given for , thus it is only sketched. Using the same notation as above,
we have

ﬁSOQSOuSn(l) = Z Z ﬁso ]'Ve(il)QSO:Sl s 1V5(in)Q5n7175n<]‘)'

1<k<n ie{0,1}7
For any i € {0, 1}} for some 1 < k < n, we also have
Moo v (i) @s0,51 - - - L (i) @ 1,50 (1)
< e Ty (Vv i@l s, - Wi Qe o (10) ¥ (1, Q1.5 (1))
<1 TV) (L [BVIDED2 D2 (1, 0, L (1)),
with QY,(f) := Qs:(fV)/V. For any € < e; we have
Ly, (2)Qso,s, (H)(2)

= 1\)6(37) 1V61 (:13) (QSO,S1 1V61QS1,sn (H)) (37) =1 1y, (37) v (1V61 Q81,sn(H)) .

In addition, we have
v (1V61 Q81,sn (H))
=V (1v€1Q31,32 1Ve s stq,sk ]‘VeQSkakJrl]‘VeQSkJrl:Sn (H))

> LG_ v (]‘Vel Q817821V€ cee st—lysklve) V(1V6Q8k+178n (H))
This yields the estimate
]‘Ve (‘/L‘> Q5075n(H) 2 1V€ (x) (Le_>2 (LE_1V (Vel))k V(1V6Q5k+175n(H))'

from which we check that

Iy, (I) (ﬁso lve(il)QSmsl e ]‘ve(in)QSn—hsn(]')) /QSO,sn (H) (x)

< (/o) @V)/rpwe) (e (Lv [0V (or (Ve )D) .

The end of the proof of the left-hand side assertion in now follows word-for-word
the same lines of arguments as the proof of the right-hand side estimate in , thus
it is skipped. The proof of the lemma is now completed. [
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A.2 Proof of Lemma [3.1]
Observe that for any f such that ||f|ly <1,

1

(W) = Wiyn(pe))(f) = (/) (1 — p2)(g)

with the function

g:= (L/)(f = Tin(p2)(f)) € By(E).

Note that
g S=Wunlp)(f) f W) (V/V) gl <1+ p2(V/h)
V/h v TV v W= 2T a/n)

This ends the proof of the first assertion. Now, for any ||f]y,, <1 we have

(Un(p1) = Vplpe))(f) = (B (1 — p2)(g)

with the function

g:=h(f —Vu(u2)(f))

9] h (V) p2(V) p2(V)
= = <1+ <1+ = <1+ .
v U i S St am
This ends the proof of the lemma. [

A.3 Proof of Lemma [3.2]
We set (s,t) = (1,2) and P = Py, and V/ := 1/2 + pV;, with 7 € {1,2} and p €]0, 1[.
We also consider the function A, on E} defined for any (z,y) € E} by
|02 — 0, Pllyy
102 =y lvy
1
L+ p(Vi(z) + Vi(y))

Using the left-hand side estimate in , we have

Ay(z,y) =

(P(Va)(z) + P(Va)(y))
+

P
0P — 6, Pt
R R AT

P(Va)(x) + P(Va)(y) < e(Vi(x) +Vi(y)) +2 = (Vi(x) + Vi(y)) (6 + - (y))> '
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When Vi (z) 4+ Vi(y) = r this yields the estimate

1 p(Vi(x) + Vily) 2
T+ p(i(0) + Vi) 1+ p(Va() + Vi) (” )

- (1 REr e v1<y>>) (1 - (” 2))

< 1-d),

(i) 0 ()

Recalling that V; > 1 we have

Ap(xu y) <

with

P(W)/Vi<1l+e
This implies that for any (z,y) such that Vi(z) + Vi(y) < r we have

pVi(z)(P(Va)(x)/Vi(x)) + pVily) (P(V2)(y)/Vi(y))
1+ p(Vi(z) + Vi(y))

pr
1+p

<(l+¢)

Y

where we have also used the fact that p < 1. This yields the estimate

1 —ar) pr

A < 1—d%:= 1 .

o, y) P 1+ 2p 1+2,0< +e)
Observe that

p < 1 a(r):>1—d2< <1
l+e r o1+ 2p

Recalling that a(r) > 0 for some r > r. := 2/(1 — €) we have

2

1 2
1
;<1_6:>0<d”:(1_1+2pr> <1—<e+;>)<1.

r=r(l+0) and p=

Choosing

for some 0 < §; <1 and 0 < 02 < 1 we have

and

12— L—a(r)+ pr(l +¢) _ 1 —a(r)(1—de/2)

<1- — .
P 1+2p 1+2p L= a(r)(l-0/2)
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Then setting
6 1—09y/2

1—c¢ (52

01 =
we can check that
(1—=dy) v (1=d2) <1—a(r)(l—0/2).

For any 0 < § < 1 we set

n@%zrovn<l+Té;(?+6(%—&>)> ,uazzlieogjgx

We conclude that

H(SIP - 5yp||vé,e
/8V16,6’V26,6 (P) == Sup 2

<1 () A dy) < 1= alre(9)(1 - 6/2).
vwer VIS (2) + VI<(y) (oo A Bpuis) (re(6))(1 —6/2)

This ends the proof of the lemma. ]
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