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#### Abstract

This work introduces a new class of particle filters, that include an auxiliary Markov transition in their design. Actually, it was motivated by potential application to multitarget tracking, but the solution provided may be of practical interest elsewhere.

This work also shows how to include a crossover step in sequential Monte Carlo methods. It is well known that sequential Monte Carlo methods can be interpreted in terms of implementing selection and mutation steps, using the language of evolutionary algorithms. However, most general evolutionary algorithms also include a crossover step that has not been considered so far in sequential Monte Carlo methods.

A prototypical situation where crossover is needed, or at least could be useful, is multitarget tracking. In multitarget tracking, it may happen that some targets in a multitarget particle are good proxies, but are not going to be selected just because the other targets in the same multitarget particle are bad proxies. This is unfair, and a better design would be to produce shuffled multitarget particles such that the particle for each different target can be replicated from a different multitarget particle.

An efficient solution has been proposed in the literature under a posterior independence assumption that unfortunately is almost never met in practical situations. This work provides another solution that does not rely on the posterior independence assumption and that is based on introducing an auxiliary Markov transition in the design. This approach can be seen as an extension of the auxiliary particle filter, and may be of independent interest, outside the application to crossover and to multitarget tracking. Optimization of the design parameters is also addressed.
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## 1 Introduction

To fix ideas, consider a hidden Markov model, i.e. a hidden (not observed) Markov chain $\left\{X_{k}\right\}$ with model transition kernel

$$
Q_{k}\left(x, d x^{\prime}\right)=\mathbb{P}\left[X_{k} \in d x^{\prime} \mid X_{k-1}=x\right],
$$

and an observation sequence $\left\{Y_{k}\right\}$ related to hidden states, e.g.

$$
Y_{k}=h_{k}\left(X_{k}\right)+V_{k} \quad \text { with } \quad V_{k} \sim q_{k}^{V}(v) d v,
$$

which defines a likelihood function

$$
g_{k}\left(x^{\prime}\right)=q_{k}^{V}\left(Y_{k}-h_{k}\left(x^{\prime}\right)\right),
$$

up to a normalizing constant. The solution to the Bayesian or MMSE estimation relies on the Bayesian filter

$$
\mu_{k}\left(d x^{\prime}\right)=\mathbb{P}\left[X_{k} \in d x^{\prime} \mid Y_{0} \cdots Y_{k}\right],
$$

i.e. on the conditionnal distribution of the current state $X_{k}$ given past observations $\left(Y_{0}, \cdots, Y_{k}\right)$. The Bayesian filter satisfies a simple recurrent equation

$$
\mu_{k-1} \xrightarrow{\text { prediction }} \eta_{k}=\mu_{k-1} Q_{k} \xrightarrow{\text { correction }} \mu_{k}=g_{k} \cdot \eta_{k}
$$

where the predictor

$$
\eta_{k}\left(d x^{\prime}\right)=\mu_{k-1} Q_{k}\left(d x^{\prime}\right)=\int_{E} \mu_{k-1}(d x) Q_{k}\left(x, d x^{\prime}\right)
$$

is obtained by acting the transition kernel $Q_{k}\left(x, d x^{\prime}\right)$ on the filter $\mu_{k-1}(d x)$, and the filter

$$
\mu_{k}\left(d x^{\prime}\right)=\left(g_{k} \cdot \eta_{k}\right)\left(d x^{\prime}\right) \propto g_{k}\left(x^{\prime}\right) \eta_{k}\left(d x^{\prime}\right),
$$

is obtained by applying the Bayes rule with the predictor $\eta_{k}\left(d x^{\prime}\right)$ and the likelihood function $g_{k}\left(x^{\prime}\right)$. The idea behind particle filtering, or sequential Monte Carlo methods, is to look for an approximation of the Bayesian filter as a weighted empirical probability distribution

$$
\mu_{k} \approx \mu_{k}^{N}=\sum_{i=1}^{N} w_{k}^{i} \delta_{\xi_{k}^{i}} \quad \text { with } \quad \sum_{i=1}^{N} w_{k}^{i}=1,
$$

associated with a population of $N$ particles characterized by their positions $\left(\xi_{k}^{1}, \cdots, \xi_{k}^{N}\right)$ in $E$, and their non-negative normalized weights $\left(w_{k}^{1}, \cdots, w_{k}^{N}\right)$. Plugging the particle approximation

$$
\mu_{k-1}^{N}=\sum_{i=1}^{N} w_{k-1}^{i} \delta_{\xi_{k-1}^{i}}
$$

in the recurrent equation, one obtains the finite mixture

$$
\mu_{k-1}^{N} Q_{k}\left(d x^{\prime}\right)=\sum_{i=1}^{N} w_{k-1}^{i} Q_{k}\left(\xi_{k-1}^{i}, d x^{\prime}\right),
$$

as an approximation of the predictor $\eta_{k}=\mu_{k-1} Q_{k}$, and the probability distribution (up to a normalizing constant)

$$
g_{k}\left(x^{\prime}\right) \sum_{i=1}^{N} w_{k-1}^{i} Q_{k}\left(\xi_{k-1}^{i}, d x^{\prime}\right),
$$

as an approximation of the filter $\mu_{k}=g_{k} \cdot \eta_{k}$. To further approximate the 'target' probability distribution

seen as a Boltzmann-Gibbs probability distribution, where $\eta\left(d x^{\prime}\right)$ is a mixture probability distribution, the simplest importance sampling approximation is obtained as

$$
\mu_{k}^{N}=\sum_{i=1}^{N} w_{k}^{i} \delta_{\xi_{k}^{i}},
$$

where independently for any $i=1, \cdots, N$ the $i$-th particle $\xi_{k}^{i}$ is sampled from $\eta\left(d x^{\prime}\right)$ and is assigned a weight $w_{k}^{i}$ using $g\left(x^{\prime}\right)$. This is just a possible approximation, and it is well known that most sequential Monte Carlo methods exhibit a similar pattern and can be interpreted in terms of implementing selection and mutation steps, using the language of evolutionary algorithms. However, most general evolutionary algorithms also include a crossover step that is not present in sequential Monte Carlo methods. It is the objective of this work to make it possible to include a crossover step in sequential Monte Carlo methods.
A prototypical situation where crossover is needed, or at least could be useful, is multitarget tracking. In multitarget tracking, many particle approximations are available to sample from the filtering probability distribution, with the effect that a new multitarget particle is obtained by replicating globally an existing multitarget particle, i.e. in the new multitarget particle, the particle for each different target is replicated from the same multitarget particle. However, it may happen that a multitarget particle provides a good proxy for some targets and a bad proxy for the other targets, i.e. it may happen that some targets in a multitarget particle are good proxies, but are not going to be selected just because the other targets in the same multitarget particle are bad proxies. In other words, a multitarget particle is likely to be selected only if jointly all the targets deserve to be selected. This is unfair, and a better design would be to produce shuffled multitarget particles such that the particle for each different target can be replicated from a different multitarget particle. An efficient solution has been proposed by Ubéda-Medina et al. [5] under a posterior independence assumption, see Yi et al. [6], that unfortunately is almost never met in practical situations. The objective of this work is to propose another solution that does not rely on the posterior independence assumption and that is based on introducing an auxiliary Markov transition. This approach can be seen as an extension of the auxiliary particle filter, see Pitt and Shephard [4, and may be of independent interest, outside the application to crossover and to multitarget tracking.

This paper contains several sections, with many repetitions between the first four sections. Section 2 reviews the auxiliary particle filter. The next two sections, Section 3 and Section 4 , consider the effect of adding a Markov transition in the design, using an auxiliary transition matrix and an auxiliary transition kernel, respectively. Section 5 uses this additional degree of freedom so as to introduce crossover between particles in association with a given partition of the state vector. Each of these four sections is organized along the same lines

- interpret the target probability distribution as the marginal of another probability distribution defined on a suitable augmented state space,
- design a class of particle filters on the augmented state space, based on a suitable importance decomposition and on the importance sampling principle,
- check that the more general class of particle filters contains known (and less general) classes of particle filters as special cases, i.e. generalization holds,
- check that the particle approximation of the normalization constant is an unbiased estimator, provide an expression of the variance of the approximation, characterize the optimum design parameters, and evaluate the associated minimum variance.

The last two sections, Section 6 and Section 7, consider two special cases where optimization of the design parameters is made simple, if not explicit, and the existence of a unique minimizer can be proved.

## 2 Basics on the auxiliary particle filter

Consider the probability distribution

$$
\mu\left(d x^{\prime}\right) \propto \underbrace{g_{k}\left(x^{\prime}\right)}_{g\left(x^{\prime}\right)} \underbrace{\sum_{i=1}^{N} w_{k-1}^{i} Q_{k}\left(\xi_{k-1}^{i}, d x^{\prime}\right)}_{\eta\left(d x^{\prime}\right)} \quad \text { with } \quad \sum_{i=1}^{N} w_{k-1}^{i}=1,
$$

defined on $E$, seen as a Boltzmann-Gibbs probability distribution, where $\eta\left(d x^{\prime}\right)$ is a mixture probability distribution, and its importance sampling approximation

$$
\mu^{N}=\sum_{i=1}^{N} w_{k}^{i} \delta_{\xi_{k}^{i}},
$$

where independently for any $i=1, \cdots, N$ the $i$-th particle $\xi_{k}^{i}$ is sampled from $\eta\left(d x^{\prime}\right)$ and is assigned a weight $w_{k}^{i}$ using $g\left(x^{\prime}\right)$. In practice, independently for any $i=1, \cdots, N$

- the index $a_{k}^{i}$ is sampled from the probability vector $\left(w_{k-1}^{1}, \cdots, w_{k-1}^{N}\right)$,
then, setting $a=a_{k}^{i}$
- the particle $\xi_{k}^{i}$ is sampled from the probability distribution $Q_{k}\left(\xi_{k-1}^{a}, d x^{\prime}\right)$,
- and it receives the weight $w_{k}^{i} \propto g\left(\xi_{k}^{i}\right)$, i.e.

$$
w_{k}^{i} \propto g_{k}\left(\xi_{k}^{i}\right) .
$$

The idea behind auxiliary particle filtering is to see $\mu\left(d x^{\prime}\right)$ as the marginal probability distribution on $E$ of the joint probability distribution

$$
\mu_{\mathrm{aux}}^{a}\left(d x^{\prime}\right) \propto g_{k}\left(x^{\prime}\right) w_{k-1}^{a} Q_{k}\left(\xi_{k-1}^{a}, d x^{\prime}\right),
$$

defined on the augmented space $\{1, \cdots, N\} \times E$. Indeed, summation with respect to the index $a \in\{1, \cdots, N\}$ yields

$$
\begin{equation*}
g_{k}\left(x^{\prime}\right) \sum_{a=1}^{N} w_{k-1}^{a} Q_{k}\left(\xi_{k-1}^{a}, d x^{\prime}\right)=g\left(x^{\prime}\right) \eta\left(d x^{\prime}\right), \tag{1}
\end{equation*}
$$

an identity for unnormalized distributions, that carries over to normalized probability distributions. Introducing the auxiliary probability vector $\left(\lambda_{\text {aux }}^{1}, \cdots, \lambda_{\text {aux }}^{N}\right)$, the components of which are known as the auxiliary weights, makes it possible to define the importance decomposition

$$
\begin{equation*}
\mu_{\mathrm{aux}}^{a}\left(d x^{\prime}\right) \propto \underbrace{g_{k}\left(x^{\prime}\right) \frac{w_{k-1}^{a}}{\lambda_{\mathrm{aux}}^{a}}}_{g_{\mathrm{aux}}^{a}\left(x^{\prime}\right)} \underbrace{\lambda_{\text {aux }}^{a} Q_{k}\left(\xi_{k-1}^{a}, d x^{\prime}\right)}_{\eta_{\text {aux }}^{a}\left(d x^{\prime}\right)}, \tag{2}
\end{equation*}
$$

the Monte Carlo approximation for the predictor

$$
\eta_{\text {aux }}^{N}=\frac{1}{N} \sum_{i=1}^{N} \delta\left(a_{k}^{i}, \xi_{k}^{i}\right) \quad \text { hence } \quad\left\langle\eta_{\text {aux }}^{N}, g_{\mathrm{aux}}\right\rangle=\frac{1}{N} \sum_{i=1}^{N} g_{\mathrm{aux}}^{a_{k}^{i}}\left(\xi_{k}^{i}\right),
$$

and the importance sampling approximation for the filter

$$
\mu_{\mathrm{aux}}^{N}=\sum_{i=1}^{N} w_{k}^{i} \delta_{\left(a_{k}^{i}, \xi_{k}^{i}\right)} \quad \text { and its marginal } \quad \mu^{N}=\sum_{i=1}^{N} w_{k}^{i} \delta_{\xi_{k}^{i}},
$$

where independently for any $i=1, \cdots, N$ the $i$-th particle $\left(a_{k}^{i}, \xi_{k}^{i}\right)$ is sampled from $\eta_{\text {aux }}^{a}\left(d x^{\prime}\right)$ and is assigned a weight $w_{k}^{i}$ using $g_{\text {aux }}^{a}\left(x^{\prime}\right)$. In practice, independently for any $i=1, \cdots, N$

- the index $a_{k}^{i}$ is sampled from the auxiliary probability vector ( $\lambda_{\text {aux }}^{1}, \cdots, \lambda_{\text {aux }}^{N}$ ),
then, setting $a=a_{k}^{i}$
- the particle $\xi_{k}^{i}$ is sampled from the probability distribution $Q_{k}\left(\xi_{k-1}^{a}, d x^{\prime}\right)$,
- and it receives the weight $w_{k}^{i} \propto g_{\mathrm{aux}}^{a}\left(\xi_{k}^{i}\right)$, i.e.

$$
w_{k}^{i} \propto g_{k}\left(\xi_{k}^{i}\right) \frac{w_{k-1}^{a}}{\lambda_{\text {aux }}^{a}}
$$

see Algorithm 1.
This class of particle filters depends upon $N-1$ design parameters, that are the components of the auxiliary probability vector $\lambda_{\text {aux }}$ (a probability vector of dimension $N$ ) subject to normalization constraint. This class of particle filters contains the class of ordinary particle filters as a special case. Indeed, if $\lambda_{\text {aux }}^{a}=w_{k-1}^{a}$ for any $a \in\{1, \cdots, N\}$, then the resulting particle filter reduces to the ordinary (non auxiliary) particle filter.
Recall the particle approximation

$$
\left\langle\eta_{\mathrm{aux}}^{N}, g_{\mathrm{aux}}\right\rangle=\frac{1}{N} \sum_{i=1}^{N} g_{\mathrm{aux}}^{a_{k}^{i}}\left(\xi_{k}^{i}\right) .
$$

```
Algorithm 1: Particle filter with auxiliary weights
    input : \(\lambda_{\text {aux }},\left(\xi_{k-1}^{1}, \cdots, \xi_{k-1}^{N}\right),\left(w_{k-1}^{1}, \cdots, w_{k-1}^{N}\right), Y_{k}\)
    output: \(\left(\xi_{k}^{1}, \cdots, \xi_{k}^{N}\right),\left(w_{k}^{1}, \cdots, w_{k}^{N}\right)\)
    for \(i=1 \cdots N\) do
        \(\underline{\text { Sample the auxiliary variable }}\)
        Sample \(a\) from the auxiliary probability vector \(\lambda_{\text {aux }}=\left(\lambda_{\text {aux }}^{1}, \cdots, \lambda_{\text {aux }}^{N}\right)\)
        Propagate the state vector
        Sample \(\xi_{k}^{i} \sim Q_{k}\left(\xi_{k-1}^{a}, d x^{\prime}\right)\)
        Evaluate the unnormalized weight
        Set \(w_{k}^{i}=g_{k}\left(\xi_{k}^{i}\right) \frac{w_{k-1}^{a}}{\lambda_{\text {aux }}^{a}}\)
    end
    Normalize the weights
```

for the normalizing constant $\left\langle\eta_{\text {aux }}, g_{\text {aux }}\right\rangle$, where the random variables $\left(a_{k}^{i}, \xi_{k}^{i}\right)$ for $i=1, \cdots, N$ are i.i.d. with common probability distribution $\eta_{\text {aux }}^{a}\left(d x^{\prime}\right)$, hence

$$
\mathbb{E}\left[\left\langle\eta_{\mathrm{aux}}^{N}, g_{\mathrm{aux}}\right\rangle\right]=\left\langle\eta_{\mathrm{aux}}, g_{\mathrm{aux}}\right\rangle,
$$

i.e. the approximation is unbiased, and

$$
N \mathbb{E}\left|\left\langle\eta_{\text {aux }}^{N}, g_{\text {aux }}\right\rangle-\left\langle\eta_{\text {aux }}, g_{\text {aux }}\right\rangle\right|^{2}=\operatorname{var}\left(g_{\text {aux }}, \eta_{\text {aux }}\right)=\left\langle\eta_{\text {aux }}, g_{\text {aux }}^{2}\right\rangle-\left\langle\eta_{\text {aux }}, g_{\text {aux }}\right\rangle^{2} .
$$

Remark 2.1 Using the identity (1) and the importance decomposition (2) yields

$$
\sum_{a=1}^{N} \int_{E} g_{\mathrm{aux}}^{a}\left(x^{\prime}\right) \eta_{\mathrm{aux}}^{a}\left(d x^{\prime}\right)=g\left(x^{\prime}\right) \eta\left(d x^{\prime}\right)
$$

an identity for unnormalized distributions, that implies identity for normalizing constants. Indeed, integration of both sides with respect to the variable $x^{\prime} \in E$ shows that the normalizing constant $\left\langle\eta_{\text {aux }}, g_{\text {aux }}\right\rangle$ associated with the importance decomposition (2) coincides with the normalizing constant $\langle\eta, g\rangle$.

Remark 2.2 Actually, $\left\langle\eta_{\text {aux }}^{N}, g_{\text {aux }}\right\rangle$ provides also an unbiased approximation of the normalizing constant $\langle\eta, g\rangle$, and the variance of the approximation error satisfies

$$
N \mathbb{E}\left|\left\langle\eta_{\text {aux }}^{N}, g_{\text {aux }}\right\rangle-\langle\eta, g\rangle\right|^{2}=\left\langle\eta_{\text {aux }}, g_{\text {aux }}^{2}\right\rangle-\langle\eta, g\rangle^{2},
$$

hence minimizing this expression w.r.t. the auxiliary weights, reduces to minimizing $\left\langle\eta_{\text {aux }}, g_{\text {aux }}^{2}\right\rangle$ w.r.t. the auxiliary weights. Clearly, the minimum value is smaller than the value obtained for any choice of the auxiliary weights, and in particular is smaller than the valued obtained for the special choice corresponding to the ordinary (non auxiliary) particle filter, hence

$$
\min _{\lambda_{\text {aux }}}\left\langle\eta_{\text {aux }}, g_{\text {aux }}^{2}\right\rangle \leq\left\langle\eta, g^{2}\right\rangle \quad \text { and } \quad \min _{\lambda_{\text {aux }}} \operatorname{var}\left(g_{\text {aux }}, \eta_{\text {aux }}\right) \leq \operatorname{var}(g, \eta) .
$$

Lemma 2.3 Let $x=\left(x_{1}, \cdots, x_{N}\right)$ be a non-zero vector of nonnegative real numbers. Minimizing the expression

$$
\sum_{a=1}^{N} \frac{x_{a}^{2}}{p_{a}}
$$

over all probability vectors $p=\left(p_{1}, \cdots, p_{N}\right)$ has a unique solution $p$ proportional to $x$, and the minimum value is

$$
\min _{p} \sum_{a=1}^{N} \frac{x_{a}^{2}}{p_{a}}=\left[\sum_{a=1}^{N} x_{a}\right]^{2} .
$$

Proof. The problem is reformulated as a constrained optimization problem

$$
\min _{p_{1}, \cdots, p_{N}} \sum_{a=1}^{N} \frac{x_{a}^{2}}{p_{a}} \quad \text { subject to } \quad \sum_{a=1}^{N} p_{a}=1,
$$

the Lagrange multiplier $\mu$ is introduced and the Lagrangian

$$
\sum_{a=1}^{N} \frac{x_{a}^{2}}{p_{a}}+\mu\left(\sum_{a=1}^{N} p_{a}-1\right)
$$

is considered. First order optimality condition yields

$$
-\left(\frac{x_{a}}{p_{a}}\right)^{2}+\mu=0 \quad \text { hence } \quad p_{a}=c x_{a},
$$

for any $a \in\{1, \cdots, N\}$. The constant $c$ must be such that the constraint is satisfied, i.e.

$$
p_{a}^{\mathrm{opt}}=\frac{x_{a}}{\sum_{b=1}^{N} x_{b}},
$$

for any $a \in\{1, \cdots, N\}$. Plugging this expression yields

$$
\min _{p} \sum_{a=1}^{N} \frac{x_{a}^{2}}{p_{a}}=\sum_{a=1}^{N} \frac{x_{a}^{2}}{p_{a}^{\text {opt }}}=\left[\sum_{a=1}^{N} \frac{x_{a}^{2}}{x_{a}}\right]\left[\sum_{b=1}^{N} x_{b}\right]=\left[\sum_{a=1}^{N} x_{a}\right]^{2} .
$$

Let

$$
\begin{equation*}
u_{a}=\left\{\int_{E}\left|g_{k}\left(x^{\prime}\right)\right|^{2} Q_{k}\left(\xi_{k-1}^{a}, d x^{\prime}\right)\right\}^{1 / 2} . \tag{3}
\end{equation*}
$$

The optimal design, that minimizes the variance of $\left\langle\eta_{\text {aux }}^{N}, g_{\text {aux }}\right\rangle$ seen as an unbiased approximation of the normalizing constant $\langle\eta, g\rangle$, is defined as follows.

Proposition 2.4 For any $a \in\{1 \cdots N\}$, the optimal choice for the auxiliary weight is

$$
\lambda_{\mathrm{opt}}^{a} \propto w_{k-1}^{a} u_{a}
$$

and the minimum value is

$$
\min _{\lambda_{\text {aux }}}\left\langle\eta_{\text {aux }}, g_{\text {aux }}^{2}\right\rangle=\left[\sum_{a=1}^{N} w_{k-1}^{a} u_{a}\right]^{2} .
$$

Proof. The variance of the approximation error is controlled by

$$
\begin{aligned}
\left\langle\eta_{\text {aux }}, g_{\text {aux }}^{2}\right\rangle & =\sum_{a=1}^{N} \int_{E}\left|g_{\text {aux }}^{a}\left(x^{\prime}\right)\right|^{2} \eta_{\text {aux }}^{a}\left(d x^{\prime}\right) \\
& =\sum_{a=1}^{N} \int_{E}\left|\frac{g_{k}\left(x^{\prime}\right) w_{k-1}^{a}}{\lambda_{\text {aux }}^{a}}\right|^{2} \lambda_{\text {aux }}^{a} Q_{k}\left(\xi_{k-1}^{a}, d x^{\prime}\right) \\
& =\sum_{a=1}^{N} \frac{\left|w_{k-1}^{a}\right|^{2}}{\lambda_{\text {aux }}^{a}} \int_{E}\left|g_{k}\left(x^{\prime}\right)\right|^{2} Q_{k}\left(\xi_{k-1}^{a}, d x^{\prime}\right) \\
& =\sum_{a=1}^{N} \frac{\left|w_{k-1}^{a}\right|^{2}}{\lambda_{\text {aux }}^{a}}\left|u_{a}\right|^{2},
\end{aligned}
$$

and the result follows from Lemma 2.3 .
Remark 2.5 It follows from from the Cauchy-Schwartz inequality that

$$
\left[\sum_{a=1}^{N} w_{k-1}^{a} u_{a}\right]^{2} \leq \sum_{a=1}^{N} w_{k-1}^{a}\left|u_{a}\right|^{2}
$$

and note that

$$
\sum_{a=1}^{N} w_{k-1}^{a}\left|u_{a}\right|^{2}=\sum_{a=1}^{N} w_{k-1}^{a} \int_{E}\left|g_{k}\left(x^{\prime}\right)\right|^{2} Q_{k}\left(\xi_{k-1}^{a}, d x^{\prime}\right)=\left\langle\eta, g^{2}\right\rangle .
$$

In other words, the optimal design for the auxiliary particle filter improves the performance (reduces the variance) over the classical particle filter.

Under the optimal design, independently for any $i \in\{1, \cdots, N\}$

- the index $a_{k}^{i}$ is sampled from the optimal probability vector $\left(\lambda_{\text {opt }}^{1}, \cdots, \lambda_{\text {opt }}^{N}\right)$, then, setting $a=a_{k}^{i}$
- the particle $\xi_{k}^{i}$ is sampled from the probability distribution $Q_{k}\left(\xi_{k-1}^{a}, d x^{\prime}\right)$,
- and it receives the weight $w_{k}^{i} \propto g_{\mathrm{opt}}^{a}\left(\xi_{k}^{i}\right)$, i.e.

$$
w_{k}^{i} \propto g_{k}\left(\xi_{k}^{i}\right) \frac{w_{k-1}^{a}}{\lambda_{\mathrm{opt}}^{a}} \propto \frac{1}{u_{a}} g_{k}\left(\xi_{k}^{i}\right),
$$

see Algorithm 2
To implement this optimal design, the challenge is to compute

$$
u_{a}=\left\{\int_{E}\left|g_{k}\left(x^{\prime}\right)\right|^{2} Q_{k}\left(\xi_{k-1}^{a}, d x^{\prime}\right)\right\}^{1 / 2},
$$

which was defined in (3), so as to set the optimal probability vector $\lambda_{\text {opt }}^{a}$, for any $a \in\{1, \cdots, N\}$.

```
Algorithm 2: Particle filter with optimal auxiliary weights
    input : \(\left(\xi_{k-1}^{1}, \cdots, \xi_{k-1}^{N}\right),\left(w_{k-1}^{1}, \cdots, w_{k-1}^{N}\right), Y_{k}\)
    output: \(\left(\xi_{k}^{1}, \cdots, \xi_{k}^{N}\right),\left(w_{k}^{1}, \cdots, w_{k}^{N}\right)\)
    for \(a=1 \cdots N\) do
        Optimize the design parameter
        Compute \(u_{a}\)
        Evaluate the unnormalized optimal auxiliary weight
        Set \(\lambda_{\text {opt }}^{a}=w_{k-1}^{a} u_{a}\)
    end
    Normalize the optimal auxiliary weights
    for \(i=1 \cdots N\) do
        Sample the auxiliary variable
        Sample \(a\) from the optimal probability vector \(\lambda_{\mathrm{opt}}=\left(\lambda_{\mathrm{opt}}^{1}, \cdots, \lambda_{\mathrm{opt}}^{N}\right)\)
        Propagate the state vector
        Sample \(\xi_{k}^{i} \sim Q_{k}\left(\xi_{k-1}^{a}, d x^{\prime}\right)\)
        Evaluate the unnormalized weight
        Set \(w_{k}^{i}=\frac{1}{u_{a}} g_{k}\left(\xi_{k}^{i}\right)\)
    end
    Normalize the weights
```


## 3 Particle filter with an auxiliary transition matrix

Introducing the auxiliary $N \times N$ transition probability matrix $\pi_{\text {aux }}=\left(\pi_{\text {aux }}^{i, j}\right)$ from $\{1, \cdots, N\}$ to $\{1, \cdots, N\}$, equivalently seen as a collection indexed by $i \in\{1, \cdots, N\}$ of probability vectors on $\{1, \cdots, N\}$, the idea is to see $\mu\left(d x^{\prime}\right)$ as the marginal probability distribution on $E$ of the joint probability distribution

$$
\mu_{\mathrm{aux}}^{a, c}\left(d x^{\prime}\right) \propto g_{k}\left(x^{\prime}\right) w_{k-1}^{a} \pi_{\mathrm{aux}}^{a, c} Q_{k}\left(\xi_{k-1}^{a}, d x^{\prime}\right),
$$

defined on the augmented space $\{1, \cdots, N\} \times\{1, \cdots, N\} \times E$. Indeed, summation with respect to the indices $a \in\{1, \cdots, N\}$ and $c \in\{1, \cdots, N\}$ yields

$$
\begin{equation*}
g_{k}\left(x^{\prime}\right) \sum_{a=1}^{N} w_{k-1}^{a}\left[\sum_{c=1}^{N} \pi_{\text {aux }}^{a, c}\right] Q_{k}\left(\xi_{k-1}^{a}, d x^{\prime}\right)=g\left(x^{\prime}\right) \eta\left(d x^{\prime}\right), \tag{4}
\end{equation*}
$$

an identity for unnormalized distributions, that carries over to normalized probability distributions. Assuming that the model transition kernels have a density, i.e. assuming that

$$
Q_{k}\left(x, d x^{\prime}\right)=q_{k}\left(x, x^{\prime}\right) d x^{\prime},
$$

makes it possible to define the importance decomposition

$$
\begin{equation*}
\mu_{\text {aux }}^{a, c}\left(d x^{\prime}\right) \propto \underbrace{g_{k}\left(x^{\prime}\right) \frac{q_{k}\left(\xi_{k-1}^{a}, x^{\prime}\right)}{q_{k}\left(\xi_{k-1}^{c}, x^{\prime}\right)} \frac{w_{k-1}^{a}}{\lambda_{\text {aux }}^{a}}}_{g_{\text {aux }}^{a, c}\left(x^{\prime}\right)} \underbrace{\lambda_{\text {aux }}^{a} \pi_{\text {aux }}^{a, c} Q_{k}\left(\xi_{k-1}^{c}, d x^{\prime}\right)}_{\eta_{\text {aux }}^{a, c}\left(d x^{\prime}\right)}, \tag{5}
\end{equation*}
$$

the Monte Carlo approximation for the predictor

$$
\eta_{\text {aux }}^{N}=\frac{1}{N} \sum_{i=1}^{N} \delta_{\left(a_{k}^{i}, c_{k}^{i}, \xi_{k}^{i}\right) \quad \text { hence } \quad\left\langle\eta_{\text {aux }}^{N}, g_{\mathrm{aux}}\right\rangle=\frac{1}{N} \sum_{i=1}^{N} g_{\mathrm{aux}}^{a_{k}^{i}, c_{k}^{i}}\left(\xi_{k}^{i}\right), ~, ~, ~}^{\text {in }}
$$

and the importance sampling approximation for the filter

$$
\mu_{\mathrm{aux}}^{N}=\sum_{i=1}^{N} w_{k}^{i} \delta_{\left(a_{k}^{i}, c_{k}^{i}, \xi_{k}^{i}\right)} \quad \text { and its marginal } \quad \mu^{N}=\sum_{i=1}^{N} w_{k}^{i} \delta_{\xi_{k}^{i}},
$$

where independently for any $i=1, \cdots, N$ the $i$-th particle $\left(a_{k}^{i}, c_{k}^{i}, \xi_{k}^{i}\right)$ is sampled from $\eta_{\text {aux }}^{a, c}\left(d x^{\prime}\right)$ and is assigned a weight $w_{k}^{i}$ using $g_{\text {aux }}^{a, c}\left(x^{\prime}\right)$. In practice, independently for any $i=1, \cdots, N$

- the index $a_{k}^{i}$ is sampled from the auxiliary probability vector ( $\lambda_{\text {aux }}^{1}, \cdots, \lambda_{\text {aux }}^{N}$ ),
then, setting $a=a_{k}^{i}$
- the index $c_{k}^{i}$ is sampled from the probability vector $\left(\pi_{\text {aux }}^{a, 1}, \cdots, \pi_{\text {aux }}^{a, N}\right)$, the $a$-th row of the auxiliary transition probability matrix $\pi_{\text {aux }}$,
then, setting $c=c_{k}^{i}$
- the particle $\xi_{k}^{i}$ is sampled from the probability distribution $Q_{k}\left(\xi_{k-1}^{c}, d x^{\prime}\right)$,
- and it receives the weight $w_{k}^{i} \propto g_{\text {aux }}^{a, c}\left(\xi_{k}^{i}\right)$, i.e.

$$
w_{k}^{i} \propto g_{k}\left(\xi_{k}^{i}\right) \frac{q_{k}\left(\xi_{k-1}^{a}, \xi_{k}^{i}\right)}{q_{k}\left(\xi_{k-1}^{c}, \xi_{k}^{i}\right)} \frac{w_{k-1}^{a}}{\lambda_{\text {aux }}^{a}},
$$

see Algorithm 3 .
This class of particle filters depends upon $(N-1)+N(N-1)=N^{2}-1$ design parameters, that are the components of the auxiliary probability vector $\lambda_{\text {aux }}$ (a probability vector of dimension $N$ ), and the components of the $N$ rows of the auxiliary transition matrix $\pi_{\text {aux }}$ ( $N$ probability vectors of dimension $N$ each), subject to normalization constraints. This class of particle filters contains the class of auxiliary particle filters - and a fortiori it contains the class of ordinary (non auxiliary) particle filters - as a special case. Indeed

- if for any $a \in\{1, \cdots, N\}$ the $a$-th row of the auxiliary transition matrix $\pi_{\text {aux }}$ satisfies $\pi_{\text {aux }}^{a, c}=1$ if $c=a$ and $\pi_{\text {aux }}^{a, c}=0$ otherwise, then the resulting particle filter belongs to the class of auxiliary particle filters described in Section 2.
- moreover, if $\lambda_{\text {aux }}^{a}=w_{k-1}^{a}$ for any $a \in\{1, \cdots, N\}$, then it further reduces to the ordinary (non auxiliary) particle filter algorithm.

```
Algorithm 3: Particle filter with auxiliary transition matrix
    input : \(\lambda_{\text {aux }}, \pi_{\text {aux }},\left(\xi_{k-1}^{1}, \cdots, \xi_{k-1}^{N}\right),\left(w_{k-1}^{1}, \cdots, w_{k-1}^{N}\right), Y_{k}\)
    output: \(\left(\xi_{k}^{1}, \cdots, \xi_{k}^{N}\right),\left(w_{k}^{1}, \cdots, w_{k}^{N}\right)\)
    for \(i=1 \cdots N\) do
        \(\underline{\text { Sample the auxiliary variable }}\)
        Sample \(a\) from the auxiliary probability vector \(\lambda_{\text {aux }}=\left(\lambda_{\text {aux }}^{1}, \cdots, \lambda_{\text {aux }}^{N}\right)\)
        Sample the shuffling index
        Sample \(c\) from the \(a\)-th row of the auxiliary transition matrix \(\pi_{\text {aux }}\), i.e. from the
        probability vector \(\left(\pi_{\text {aux }}^{a, 1}, \cdots, \pi_{\text {aux }}^{a, N}\right)\)
        Propagate the state vector
        \(\overline{\text { Sample } \xi_{k}^{i} \sim Q_{k}\left(\xi_{k-1}^{c}, d x^{\prime}\right)}\)
        Evaluate the unnormalized weight
        Set \(w_{k}^{i}=g_{k}\left(\xi_{k}^{i}\right) \frac{w_{k-1}^{a}}{\lambda_{\text {aux }}^{a}} \frac{q_{k}\left(\xi_{k-1}^{a}, \xi_{k}^{i}\right)}{q_{k}\left(\xi_{k-1}^{c}, \xi_{k}^{i}\right)}\)
    end
    Normalize the weights
```

Recall the particle approximation

$$
\left\langle\eta_{\mathrm{aux}}^{N}, g_{\mathrm{aux}}\right\rangle=\frac{1}{N} \sum_{i=1}^{N} g_{\mathrm{aux}}^{a_{k}^{i}, c_{k}^{i}}\left(\xi_{k}^{i}\right),
$$

for the normalizing constant $\left\langle\eta_{\text {aux }}, g_{\text {aux }}\right\rangle$, where the random variables $\left(a_{k}^{i}, c_{k}^{i}, \xi_{k}^{i}\right)$ for $i=1, \cdots, N$ are i.i.d. with common probability distribution $\eta_{\text {aux }}^{a, c}\left(d x^{\prime}\right)$, hence

$$
\mathbb{E}\left[\left\langle\eta_{\mathrm{aux}}^{N}, g_{\mathrm{aux}}\right\rangle\right]=\left\langle\eta_{\mathrm{aux}}, g_{\mathrm{aux}}\right\rangle,
$$

i.e. the approximation is unbiased, and

$$
N \mathbb{E}\left|\left\langle\eta_{\text {aux }}^{N}, g_{\text {aux }}\right\rangle-\left\langle\eta_{\text {aux }}, g_{\text {aux }}\right\rangle\right|^{2}=\operatorname{var}\left(g_{\text {aux }}, \eta_{\text {aux }}\right)=\left\langle\eta_{\text {aux }}, g_{\text {aux }}^{2}\right\rangle-\left\langle\eta_{\text {aux }}, g_{\text {aux }}\right\rangle^{2} .
$$

Remark 3.1 Using the identity (4) and the importance decomposition (5) yields

$$
\sum_{a=1}^{N} \sum_{c=1}^{N} g_{\mathrm{aux}}^{a, c}\left(x^{\prime}\right) \eta_{\mathrm{aux}}^{a, c}\left(d x^{\prime}\right)=g\left(x^{\prime}\right) \eta\left(d x^{\prime}\right),
$$

an identity for unnormalized distributions, that implies identity for normalizing constants. Indeed, integration of both sides with respect to the variable $x^{\prime} \in E$ shows that the normalizing constant $\left\langle\eta_{\text {aux }}, g_{\text {aux }}\right\rangle$ associated with the importance decomposition (5) coincides with the normalizing constant $\langle\eta, g\rangle$.

Remark 3.2 Actually, $\left\langle\eta_{\text {aux }}^{N}, g_{\text {aux }}\right\rangle$ provides also an unbiased approximation of the normalizing constant $\langle\eta, g\rangle$, and the variance of the approximation error satisfies

$$
N \mathbb{E}\left|\left\langle\eta_{\text {aux }}^{N}, g_{\text {aux }}\right\rangle-\langle\eta, g\rangle\right|^{2}=\left\langle\eta_{\text {aux }}, g_{\text {aux }}^{2}\right\rangle-\langle\eta, g\rangle^{2} .
$$

hence minimizing this expression w.r.t. the auxiliary weights and the auxiliary transition matrix, reduces to minimizing $\left\langle\eta_{\text {aux }}, g_{\text {aux }}^{2}\right\rangle$ w.r.t. the auxiliary weights and the auxiliary transition matrix. Clearly, the minimum value is smaller than the value obtained for any choice of the auxiliary weights and the auxiliary transition matrix, and in particular is smaller than the value obtained for the special choice corresponding to the auxiliary particle filter or the ordinary (non auxiliary) particle filter, hence

$$
\min _{\left(\lambda_{\mathrm{aux}}, \pi_{\mathrm{aux}}\right)}\left\langle\eta_{\mathrm{aux}}, g_{\mathrm{aux}}^{2}\right\rangle \leq\left\langle\eta, g^{2}\right\rangle \quad \text { and } \quad \min _{\left(\lambda_{\mathrm{aux}}, \pi_{\mathrm{aux}}\right)} \operatorname{var}\left(g_{\mathrm{aux}}, \eta_{\mathrm{aux}}\right) \leq \operatorname{var}(g, \eta)
$$

Let

$$
\begin{equation*}
u_{a}^{c}=\left\{\int_{E}\left|g_{k}\left(x^{\prime}\right) \frac{q_{k}\left(\xi_{k-1}^{a}, x^{\prime}\right)}{q_{k}\left(\xi_{k-1}^{c}, x^{\prime}\right)}\right|^{2} Q_{k}\left(\xi_{k-1}^{c}, d x^{\prime}\right)\right\}^{1 / 2}, \tag{6}
\end{equation*}
$$

and note that in the special case where $c=a$, this expression reduces to

$$
u_{a}^{a}=\left\{\int_{E}\left|g_{k}\left(x^{\prime}\right)\right|^{2} Q_{k}\left(\xi_{k-1}^{a}, d x^{\prime}\right)\right\}^{1 / 2}=u_{a}
$$

which was defined in (3). The optimal design, that minimizes the variance of $\left\langle\eta_{\mathrm{aux}}^{N}, g_{\mathrm{aux}}\right\rangle$ seen as an unbiased approximation of the normalizing constant $\langle\eta, g\rangle$, is defined as follows.

Proposition 3.3 For any $a \in\{1 \cdots N\}$, let $u_{a}^{\bullet}$ denote the minimum value of $u_{a}^{c}$ when $c \in$ $\{1 \cdots N\}$ and assume that there exists a unique minimizer, i.e. a unique index $c_{a}^{\bullet}$ for which the minimum value is achieved. Then for any $a \in\{1 \cdots N\}$ the optimal choice for the $a$-th row of the auxiliary transition matrix is such that

$$
\pi_{\mathrm{opt}}^{a, c}=1 \text { if } c=c_{a}^{\bullet} \text { and } \pi_{\mathrm{opt}}^{a, c}=0 \text { otherwise, }
$$

the optimal choice for the auxiliary weight is

$$
\lambda_{\mathrm{opt}}^{a} \propto w_{k-1}^{a} u_{a}^{\bullet}
$$

and the minimum value is

$$
\min _{\left(\lambda_{\mathrm{aux}}, \pi_{\mathrm{aux}}\right)}\left\langle\eta_{\mathrm{aux}}, g_{\mathrm{aux}}^{2}\right\rangle=\left[\sum_{a=1}^{N} w_{k-1}^{a} u_{a}^{\bullet}\right]^{2} .
$$

Proof. The variance of the approximation error is controlled by

$$
\begin{aligned}
\left\langle\eta_{\text {aux }}, g_{\text {aux }}^{2}\right\rangle & =\sum_{a=1}^{N} \sum_{c=1}^{N} \int_{E}\left|g_{\text {aux }}^{a, c}\left(x^{\prime}\right)\right|^{2} \eta_{\text {aux }}^{a, c}\left(d x^{\prime}\right) \\
& =\sum_{a=1}^{N} \sum_{c=1}^{N} \int_{E}\left|g_{k}\left(x^{\prime}\right) \frac{q_{k}\left(\xi_{k-1}^{a}, x^{\prime}\right)}{q_{k}\left(\xi_{k-1}^{c}, x^{\prime}\right)} \frac{w_{k-1}^{a}}{\lambda_{\text {aux }}^{a}}\right|^{2} \lambda_{\text {aux }}^{a} \pi_{\text {aux }}^{a, c} Q_{k}\left(\xi_{k-1}^{c}, d x^{\prime}\right) \\
& =\sum_{a=1}^{N} \frac{\left|w_{k-1}^{a}\right|^{2}}{\lambda_{\text {aux }}^{a}} \sum_{c=1}^{N} \pi_{\text {aux }}^{a, c} \int_{E}\left|g_{k}\left(x^{\prime}\right) \frac{q_{k}\left(\xi_{k-1}^{a}, x^{\prime}\right)}{q_{k}\left(\xi_{k-1}^{c}, x^{\prime}\right)}\right|^{2} Q_{k}\left(\xi_{k-1}^{c}, d x^{\prime}\right) \\
& =\sum_{a=1}^{N} \frac{\left|w_{k-1}^{a}\right|^{2}}{\lambda_{\text {aux }}^{a}} \sum_{c=1}^{N} \pi_{\text {aux }}^{a, c}\left|u_{a}^{c}\right|^{2} .
\end{aligned}
$$

Under the assumptions, it holds

$$
\sum_{c=1}^{N} \pi_{\text {aux }}^{a, c}\left|u_{a}^{c}\right|^{2} \geq\left|u_{a}^{\bullet}\right|^{2}
$$

and the lower bound is achieved if the $a$-th row of the auxiliary transition matrix $\pi_{\text {aux }}$ charges the minimizer only, i.e. if it satisfies $\pi_{\text {aux }}^{a, c}=1$ if $c=c_{a}^{\bullet}$ and $\pi_{\text {aux }}^{a, c}=0$ otherwise. Plugging this expression yields

$$
\begin{aligned}
\min _{\pi_{\mathrm{aux}}}\left\langle\eta_{\mathrm{aux}}, g_{\mathrm{aux}}^{2}\right\rangle & =\min _{\pi_{\mathrm{aux}}} \sum_{a=1}^{N} \frac{\left|w_{k-1}^{a}\right|^{2}}{\lambda_{\mathrm{aux}}^{a}} \sum_{c=1}^{N} \pi_{\mathrm{aux}}^{a, c}\left|u_{a}^{c}\right|^{2} \\
& =\sum_{a=1}^{N} \frac{\left|w_{k-1}^{a}\right|^{2}}{\lambda_{\mathrm{aux}}^{a}} \sum_{c=1}^{N} \pi_{\mathrm{opt}}^{a, c}\left|u_{a}^{c}\right|^{2} \\
& =\sum_{a=1}^{N} \frac{\left|w_{k-1}^{a}\right|^{2}}{\lambda_{\mathrm{aux}}^{a}}\left|u_{a}^{\bullet}\right|^{2}
\end{aligned}
$$

and it follows from Lemma 2.3 that the minimum w.r.t. the auxiliary probability vector is achieved for

$$
\lambda_{\mathrm{opt}}^{a} \propto w_{k-1}^{a} u_{a}^{\bullet}
$$

and

$$
\begin{aligned}
\min _{\left(\lambda_{\mathrm{aux}}, \pi_{\mathrm{aux}}\right)}\left\langle\eta_{\mathrm{aux}}, g_{\mathrm{aux}}^{2}\right\rangle & =\min _{\lambda_{\mathrm{aux}}} \min _{\pi_{\mathrm{aux}}}\left\langle\eta_{\mathrm{aux}}, g_{\mathrm{aux}}^{2}\right\rangle \\
& =\min _{\lambda_{\mathrm{aux}}} \sum_{a=1}^{N} \frac{\left|w_{k-1}^{a} u_{a}^{\bullet}\right|^{2}}{\lambda_{\mathrm{aux}}^{a}} \\
& =\left[\sum_{a=1}^{N} w_{k-1}^{a} u_{a}^{\bullet}\right]^{2} .
\end{aligned}
$$

Remark 3.4 Recall that $u_{a}^{\bullet}$ denotes the minimum value of $u_{a}^{c}$ when $c \in\{1, \cdots, N\}$ and in particular $u_{a}^{\bullet} \leq u_{a}^{a}=u_{a}$, hence

$$
\left[\sum_{a=1}^{N} w_{k-1}^{a} u_{a}^{\bullet}\right]^{2} \leq\left[\sum_{a=1}^{N} w_{k-1}^{a} u_{a}\right]^{2}
$$

for any $a \in\{1, \cdots, N\}$. In other words, the optimal design for the particle filter with an auxiliary transition matrix improves the performance (reduces the variance) over the optimal design for the auxiliary particle filter, and a fortiori it improves the performance over the ordinary (non auxiliary) particle filter.

Under the optimal design, independently for any $i \in\{1, \cdots, N\}$

- the index $a_{k}^{i}$ is sampled from the optimal probability vector $\left(\lambda_{\text {opt }}^{1}, \cdots, \lambda_{\text {opt }}^{N}\right)$,
then, setting $a=a_{k}^{i}$ and $c=c_{a}^{\bullet}$
- the particle $\xi_{k}^{i}$ is sampled from the probability distribution $Q_{k}\left(\xi_{k-1}^{c}, d x^{\prime}\right)$,
- and it receives the weight $w_{k}^{i} \propto g_{\mathrm{opt}}^{a, c}\left(\xi_{k}^{i}\right)$, i.e.

$$
w_{k}^{i} \propto g_{k}\left(\xi_{k}^{i}\right) \frac{q_{k}\left(\xi_{k-1}^{a}, \xi_{k}^{i}\right)}{q_{k}\left(\xi_{k-1}^{c}, \xi_{k}^{i}\right)} \frac{w_{k-1}^{a}}{\lambda_{\mathrm{opt}}^{a}} \propto \frac{1}{u_{a}^{\bullet}} g_{k}\left(\xi_{k}^{i}\right) \frac{q_{k}\left(\xi_{k-1}^{a}, \xi_{k}^{i}\right)}{q_{k}\left(\xi_{k-1}^{c}, \xi_{k}^{i}\right)} .
$$

see Algorithm 4.

```
Algorithm 4: Particle filter with optimal auxiliary transition matrix
    input : \(\left(\xi_{k-1}^{1}, \cdots, \xi_{k-1}^{N}\right),\left(w_{k-1}^{1}, \cdots, w_{k-1}^{N}\right), Y_{k}\)
    output: \(\left(\xi_{k}^{1}, \cdots, \xi_{k}^{N}\right),\left(w_{k}^{1}, \cdots, w_{k}^{N}\right)\)
    for \(a=1 \cdots N\) do
        Optimize the design parameters
        \(\overline{\text { Compute the minimum value } u_{a}^{\bullet}}\) and the minimizer \(c_{a}^{\bullet}\)
        Evaluate the unnormalized optimal auxiliary weight
        \(\overline{\text { Set } \lambda_{\mathrm{opt}}^{a}=w_{k-1}^{a} u_{a}^{\bullet}, ~}\)
    end
    Normalize the optimal auxiliary weights
    for \(i=1 \cdots N\) do
        Sample the auxiliary variable
        Sample \(a\) from the optimal probability vector \(\lambda_{\mathrm{opt}}=\left(\lambda_{\mathrm{opt}}^{1}, \cdots, \lambda_{\mathrm{opt}}^{N}\right)\)
        Propagate the state vector
        \(\overline{\text { Set } c=c_{a}^{\bullet} \text { and sample } \xi_{k}^{i} \sim Q_{k}\left(\xi_{k-1}^{c}, d x^{\prime}\right) .}\)
        Evaluate the unnormalized weight
        Set \(w_{k}^{i}=\frac{1}{u_{a}^{\bullet}} g_{k}\left(\xi_{k}^{i}\right) \frac{q_{k}\left(\xi_{k-1}^{a}, \xi_{k}^{i}\right)}{q_{k}\left(\xi_{k-1}^{c}, \xi_{k}^{i}\right)}\)
    end
    Normalize the weights
```

To implement this optimal design, the challenge is to compute

$$
u_{a}^{c}=\left\{\int_{E}\left|g_{k}\left(x^{\prime}\right) \frac{q_{k}\left(\xi_{k-1}^{a}, x^{\prime}\right)}{q_{k}\left(\xi_{k-1}^{c}, x^{\prime}\right)}\right|^{2} Q_{k}\left(\xi_{k-1}^{c}, d x^{\prime}\right)\right\}^{1 / 2}
$$

which was ddefined in (6), for any index $a \in\{1, \cdots, N\}$ and any index $c \in\{1, \cdots, N\}$, so as to compute the minimum value $u_{a}^{\bullet}$, find the minimizer $c_{a}^{\bullet}$ and set the optimal probability vector $\lambda_{\mathrm{opt}}^{a}$, for any $a \in\{1, \cdots, N\}$. Introduce the mapping

$$
\begin{equation*}
u_{a}(z)=\left\{\int_{E}\left|g_{k}\left(x^{\prime}\right) \frac{q_{k}\left(\xi_{k-1}^{a}, x^{\prime}\right)}{q_{k}\left(z, x^{\prime}\right)}\right|^{2} Q_{k}\left(z, d x^{\prime}\right)\right\}^{1 / 2} \tag{7}
\end{equation*}
$$

and note that in the special case where $z=\xi_{k-1}^{c}$ this expression reduces to

$$
u_{a}\left(\xi_{k-1}^{c}\right)=\left\{\int_{E}\left|g_{k}\left(x^{\prime}\right) \frac{q_{k}\left(\xi_{k-1}^{a}, x^{\prime}\right)}{q_{k}\left(\xi_{k-1}^{c}, x^{\prime}\right)}\right|^{2} Q_{k}\left(\xi_{k-1}^{c}, d x^{\prime}\right)\right\}^{1 / 2}=u_{a}^{c}
$$

Remark 3.5 The problem of minimizing $u_{a}^{c}=u_{a}\left(\xi_{k-1}^{c}\right)$ with respect to the index $c \in\{1, \cdots, N\}$ can only be solved by exhaustive search within a finite (but large) set. If this combinatorial minimization problem would be replaced by the wider problem of minimizing $u_{a}(z)$ with respect to the variable $z \in E$, as if there would be a continuum of possible choices and not a finite (but large) number $N$ of possible choices, then it would be possible to use numerical optimization procedures instead of exhaustive search.

This motivates the introduction in Section 4 of another (and larger) class of particle filters, with an auxiliary transition kernel.

## 4 Particle filter with an auxiliary transition kernel

Introducing the auxiliary transition probability kernel $\kappa_{\text {aux }}=\left(\kappa_{\text {aux }}^{i}(d z)\right)$ from $\{1, \cdots, N\}$ to $E$, equivalently seen as a collection indexed by $i \in\{1, \cdots, N\}$ of probability distributions on $E$, the idea is to see $\mu\left(d x^{\prime}\right)$ as the marginal probability distribution on $E$ of the joint probability distribution

$$
\mu_{\text {aux }}^{a}\left(d z, d x^{\prime}\right) \propto g_{k}\left(x^{\prime}\right) w_{k-1}^{a} \kappa_{\text {aux }}^{a}(d z) Q_{k}\left(\xi_{k-1}^{a}, d x^{\prime}\right)
$$

defined on the augmented space $\{1, \cdots, N\} \times E \times E$. Indeed, summation with respect to the index $a \in\{1, \cdots, N\}$ and integration with respect to the variable $z \in E$ yields

$$
\begin{equation*}
g_{k}\left(x^{\prime}\right) \sum_{a=1}^{N} w_{k-1}^{a}\left[\int_{E} \kappa_{\mathrm{aux}}^{a}(d z)\right] Q_{k}\left(\xi_{k-1}^{a}, d x^{\prime}\right)=g\left(x^{\prime}\right) \eta\left(d x^{\prime}\right), \tag{8}
\end{equation*}
$$

an identity for unnormalized distributions, that carries over to normalized probability distributions. Assuming that the model transition kernels have a density, i.e. assuming that

$$
Q_{k}\left(x, d x^{\prime}\right)=q_{k}\left(x, x^{\prime}\right) d x^{\prime}
$$

makes it possible to define the importance decomposition

$$
\begin{equation*}
\mu_{\text {aux }}^{a}\left(d z, d x^{\prime}\right) \propto \underbrace{g_{k}\left(x^{\prime}\right) \frac{q_{k}\left(\xi_{k-1}^{a}, x^{\prime}\right)}{q_{k}\left(z, x^{\prime}\right)} \frac{w_{k-1}^{a}}{\lambda_{\text {aux }}^{a}}}_{g_{\text {aux }}^{a}\left(z, x^{\prime}\right)} \underbrace{\lambda_{\text {aux }}^{a} \kappa_{\text {aux }}^{a}(d z) Q_{k}\left(z, d x^{\prime}\right)}_{\eta_{\text {aux }}^{a}\left(d z, d x^{\prime}\right)}, \tag{9}
\end{equation*}
$$

the Monte Carlo approximation for the predictor

$$
\eta_{\mathrm{aux}}^{N}=\frac{1}{N} \sum_{i=1}^{N} \delta\left(a_{k}^{i}, \zeta_{k}^{i}, \xi_{k}^{i}\right) \quad \text { hence } \quad\left\langle\eta_{\mathrm{aux}}^{N}, g_{\mathrm{aux}}\right\rangle=\frac{1}{N} \sum_{i=1}^{N} g_{\mathrm{aux}}^{a_{k}^{i}}\left(\zeta_{k}^{i}, \xi_{k}^{i}\right),
$$

and the importance sampling approximation for the filter

$$
\mu_{\mathrm{aux}}^{N}=\sum_{i=1}^{N} w_{k}^{i} \delta_{\left(a_{k}^{i}, \zeta_{k}^{i}, \xi_{k}^{i}\right)} \quad \text { and its marginal } \quad \mu^{N}=\sum_{i=1}^{N} w_{k}^{i} \delta_{\xi_{k}^{i}},
$$

where independently for any $i=1, \cdots, N$ the $i$-th particle $\left(a_{k}^{i}, \zeta_{k}^{i}, \xi_{k}^{i}\right)$ is sampled from $\eta_{\text {aux }}^{a}\left(d z, d x^{\prime}\right)$ and is assigned a weight $w_{k}^{i}$ using $g_{\text {aux }}^{a}\left(z, x^{\prime}\right)$. In practice, independently for any $i=1, \cdots, N$

- the index $a_{k}^{i}$ is sampled from the auxiliary probability vector $\left(\lambda_{\text {aux }}^{1}, \cdots, \lambda_{\text {aux }}^{N}\right)$,
then, setting $a=a_{k}^{i}$
- the particle $\zeta_{k}^{i}$ is sampled from the probability distribution $\kappa_{\text {aux }}^{a}(d z)$, the $a$-th row of the auxiliary transition probability kernel $\kappa_{\text {aux }}$,
then, setting $z=\zeta_{k}^{i}$
- the particle $\xi_{k}^{i}$ is sampled from the probability distribution $Q_{k}\left(z, d x^{\prime}\right)$,
- and it receives the weight $w_{k}^{i} \propto g_{\text {aux }}^{a}\left(z, \xi_{k}^{i}\right)$, i.e.

$$
w_{k}^{i} \propto g_{k}\left(\xi_{k}^{i}\right) \frac{q_{k}\left(\xi_{k-1}^{a}, \xi_{k}^{i}\right)}{q_{k}\left(z, \xi_{k}^{i}\right)} \frac{w_{k-1}^{a}}{\lambda_{\text {aux }}^{a}},
$$

see Algorithm 5

```
Algorithm 5: Particle filter with auxiliary transition kernel
    input : \(\lambda_{\text {aux }}, \kappa_{\text {aux }},\left(\xi_{k-1}^{1}, \cdots, \xi_{k-1}^{N}\right),\left(w_{k-1}^{1}, \cdots, w_{k-1}^{N}\right), Y_{k}\)
    output: \(\left(\xi_{k}^{1}, \cdots, \xi_{k}^{N}\right),\left(w_{k}^{1}, \cdots, w_{k}^{N}\right)\)
    for \(i=1 \cdots N\) do
        Sample the auxiliary variable
        Sample \(a\) from the auxiliary probability vector \(\lambda_{\text {aux }}=\left(\lambda_{\text {aux }}^{1}, \cdots, \lambda_{\text {aux }}^{N}\right)\)
        Sample the shuffled state vector
        Sample \(z\) from the \(a\)-th 'row' of the auxiliary transition kernel \(\kappa_{\text {aux }}\), i.e. from the
        probability distribution \(\kappa_{\text {aux }}^{a}(d z)\)
        Propagate the state vector
        Sample \(\xi_{k}^{i} \sim Q_{k}\left(z, d x^{\prime}\right)\)
        Evaluate the unnormalized weight
        Set \(w_{k}^{i}=g_{k}\left(\xi_{k}^{i}\right) \frac{w_{k-1}^{a}}{\lambda_{\text {aux }}^{a}} \frac{q_{k}\left(\xi_{k-1}^{a}, \xi_{k}^{i}\right)}{q_{k}\left(z, \xi_{k}^{i}\right)}\)
    end
    Normalize the weights
```

This class of particle filters depends upon several design parameters, that are the components of the auxiliary probability vector $\lambda_{\text {aux }}$ (a probability vector of dimension $N$ ) subject to normalization constraint, and the $N$ 'rows' of the auxiliary transition kernel $\kappa_{\text {aux }}$ ( $N$ probability distributions defined on $E$ each). This class of particle filters contains the class of particle filters with an auxiliary transition matrix - and a fortiori it contains the class of auxiliary particle filters and the class of ordinary (non auxiliary) particle filters - as a special case. Indeed

- if for any $a \in\{1, \cdots, N\}$ the $a$-th 'row' of the auxiliary transition kernel $\kappa_{\text {aux }}$ charges the finite set of available particles only, i.e. if

$$
\kappa_{\text {aux }}^{a}(d z)=\sum_{c=1}^{N} \pi_{\text {aux }}^{a, c} \delta_{\xi_{k-1}^{c}}(d z),
$$

as a finite mixture, where the vector of mixture weights is given as the $a$-th row of some transition matrix $\pi_{\text {aux }}$ of dimension $N \times N$, then the resulting particle filter belongs to the class of particle filters with an auxiliary transition matrix described in Section 3 ,

- moreover, if for any $a \in\{1, \cdots, N\}$ the $a$-th row of the auxiliary transition matrix $\pi_{\text {aux }}$ satisfies $\pi_{\mathrm{aux}}^{a, c}=1$ if $c=a$ and $\pi_{\text {aux }}^{a, c}=0$ otherwise, then the $a$-th 'row' of the auxiliary transition kernel $\kappa_{\text {aux }}$ charges the particle $\xi_{k-1}^{a}$ only, i.e.

$$
\kappa_{\mathrm{aux}}^{a}(d z)=\delta_{\xi_{k-1}^{a}}^{a}(d z)
$$

and the resulting particle filter belongs to the class of auxiliary particle filters described in Section 2 ,

- moreover, if $\lambda_{\text {aux }}^{a}=w_{k-1}^{a}$ for any $a \in\{1, \cdots, N\}$, then it further reduces to the ordinary (non auxiliary) particle filter.

Recall the particle approximation

$$
\left\langle\eta_{\mathrm{aux}}^{N}, g_{\mathrm{aux}}\right\rangle=\frac{1}{N} \sum_{i=1}^{N} g_{\mathrm{aux}}^{a_{k}^{i}}\left(\zeta_{k}^{i}, \xi_{k}^{i}\right)
$$

for the normalizing constant $\left\langle\eta_{\text {aux }}, g_{\text {aux }}\right\rangle$, where the random variables $\left(a_{k}^{i}, \zeta_{k}^{i}, \xi_{k}^{i}\right)$ for $i=1, \cdots, N$ are i.i.d. with common probability distribution $\eta_{\text {aux }}^{a}\left(d z, d x^{\prime}\right)$, hence

$$
\mathbb{E}\left[\left\langle\eta_{\text {aux }}^{N}, g_{\text {aux }}\right\rangle\right]=\left\langle\eta_{\text {aux }}, g_{\text {aux }}\right\rangle
$$

i.e. the approximation is unbiased, and

$$
N \mathbb{E}\left|\left\langle\eta_{\text {aux }}^{N}, g_{\text {aux }}\right\rangle-\left\langle\eta_{\text {aux }}, g_{\text {aux }}\right\rangle\right|^{2}=\operatorname{var}\left(g_{\text {aux }}, \eta_{\text {aux }}\right)=\left\langle\eta_{\text {aux }}, g_{\text {aux }}^{2}\right\rangle-\left\langle\eta_{\text {aux }}, g_{\text {aux }}\right\rangle^{2}
$$

Remark 4.1 Using the identity (8) and the importance decomposition (9) yields

$$
\sum_{a=1}^{N} \int_{E} g_{\text {aux }}^{a}\left(z, x^{\prime}\right) \eta_{\text {aux }}^{a}\left(d z, d x^{\prime}\right)=g\left(x^{\prime}\right) \eta\left(d x^{\prime}\right)
$$

an identity for unnormalized distributions, that implies identity for normalizing constants. Indeed, integration of both sides with respect to the variable $x^{\prime} \in E$ shows that the normalizing constant $\left\langle\eta_{\text {aux }}, g_{\text {aux }}\right\rangle$ associated with the importance decomposition (9) coincides with the normalizing constant $\langle\eta, g\rangle$.

Remark 4.2 Actually, $\left\langle\eta_{\text {aux }}^{N}, g_{\text {aux }}\right\rangle$ provides also an unbiased approximation of the normalizing constant $\langle\eta, g\rangle$, and the variance of the approximation error satisfies

$$
N \mathbb{E}\left|\left\langle\eta_{\mathrm{aux}}^{N}, g_{\mathrm{aux}}\right\rangle-\langle\eta, g\rangle\right|^{2}=\left\langle\eta_{\mathrm{aux}}, g_{\mathrm{aux}}^{2}\right\rangle-\langle\eta, g\rangle^{2}
$$

therefore minimizing this expression w.r.t. the auxiliary weights and the auxiliary transition kernel, reduces to minimizing $\left\langle\eta_{\text {aux }}, g_{\text {aux }}^{2}\right\rangle$ w.r.t. the auxiliary weights and the auxiliary transition kernel. Clearly, the minimum value is smaller than the value obtained for any choice of the
auxiliary weights and the auxiliary transition kernel, and in particular is smaller than the value obtained for the special choice corresponding to the particle filter with an auxiliary transition matrix, the auxiliary particle filter or the ordinary (non auxiliary) particle filter, hence

$$
\min _{\left(\lambda_{\text {aux }}, \kappa_{\text {aux }}\right)}\left\langle\eta_{\text {aux }}, g_{\text {aux }}^{2}\right\rangle \leq\left\langle\eta, g^{2}\right\rangle \quad \text { and } \quad \min _{\left(\lambda_{\text {aux }}, \kappa_{\text {aux }}\right)} \operatorname{var}\left(g_{\text {aux }}, \eta_{\text {aux }}\right) \leq \operatorname{var}(g, \eta) .
$$

Let

$$
u_{a}(z)=\left\{\int_{E}\left|g_{k}\left(x^{\prime}\right) \frac{q_{k}\left(\xi_{k-1}^{a}, x^{\prime}\right)}{q_{k}\left(z, x^{\prime}\right)}\right|^{2} Q_{k}\left(z, d x^{\prime}\right)\right\}^{1 / 2},
$$

which was defined in (7). The optimal design, that minimizes the variance of $\left\langle\eta_{\text {aux }}^{N}, g_{\text {aux }}\right\rangle$ seen as an unbiased approximation of the normalizing constant $\langle\eta, g\rangle$, is defined as follows.

Proposition 4.3 For any $a \in\{1 \cdots N\}$, let $u_{a}^{\bullet \bullet}$ denote the minimum value of $u_{a}(z)$ when $z \in E$ and assume that there exists a unique minimizer, i.e. a unique vector $z_{a}^{\bullet \bullet}$ for which the minimum value is achieved. Then for any $a \in\{1 \cdots N\}$ the optimal choice for the $a-$ th 'row' of the auxiliary transition kernel is

$$
\kappa_{\mathrm{opt}}^{a}(d z)=\delta_{z_{a}^{\bullet \bullet}}(d z),
$$

the optimal choice for the auxiliary weight is

$$
\lambda_{\mathrm{opt}}^{a} \propto w_{k-1}^{a} u_{a}^{\bullet \bullet},
$$

and the minimum value is

$$
\min _{\left(\lambda_{\text {aux }}, \kappa_{\text {aux }}\right)}\left\langle\eta_{\text {aux }}, g_{\text {aux }}^{2}\right\rangle=\left[\sum_{a=1}^{N} w_{k-1}^{a} u_{a}^{\bullet \bullet}\right]^{2} .
$$

Proof. The variance of the approximation error is controlled by

$$
\begin{aligned}
\left\langle\eta_{\text {aux }}, g_{\text {aux }}^{2}\right\rangle & =\sum_{a=1}^{N} \int_{E} \int_{E}\left|g_{\text {aux }}^{a}\left(z, x^{\prime}\right)\right|^{2} \eta_{\text {aux }}^{a}\left(d z, d x^{\prime}\right) \\
& =\sum_{a=1}^{N} \int_{E} \int_{E}\left|g_{k}\left(x^{\prime}\right) \frac{q_{k}\left(\xi_{k-1}^{a}, x^{\prime}\right)}{q_{k}\left(z, x^{\prime}\right)} \frac{w_{k-1}^{a}}{\lambda_{\text {aux }}^{a}}\right|^{2} \lambda_{\text {aux }}^{a} \kappa_{\text {aux }}^{a}(d z) Q_{k}\left(z, d x^{\prime}\right) \\
& =\sum_{a=1}^{N} \frac{\left|w_{k-1}^{a}\right|^{2}}{\lambda_{\text {aux }}^{a}} \int_{E}\left[\int_{E}\left|g_{k}\left(x^{\prime}\right) \frac{q_{k}\left(\xi_{k-1}^{a}, x^{\prime}\right)}{q_{k}\left(z, x^{\prime}\right)}\right|^{2} Q_{k}\left(z, d x^{\prime}\right)\right] \kappa_{\text {aux }}^{a}(d z) \\
& =\sum_{a=1}^{N} \frac{\left|w_{k-1}^{a}\right|^{2}}{\lambda_{\text {aux }}^{a}} \int_{E}\left|u_{a}(z)\right|^{2} \kappa_{\text {aux }}^{a}(d z) .
\end{aligned}
$$

Under the assumptions, it holds

$$
\int_{E}\left|u_{a}(z)\right|^{2} \kappa_{\mathrm{aux}}^{a}(d z) \geq\left|u_{a}^{\bullet \bullet}\right|^{2},
$$

and the lower bound is achieved if the $a$-th 'row' of the transition probability kernel $\kappa_{\text {aux }}$ charges the minimizer only, i.e. if it satisfies $\kappa_{\text {aux }}^{a}(d z)=\delta_{z_{a} \bullet \bullet}(d z)$. Plugging this expression yields

$$
\begin{aligned}
\min _{\kappa_{\text {aux }}}\left\langle\eta_{\mathrm{aux}}, g_{\mathrm{aux}}^{2}\right\rangle & =\min _{\kappa_{\mathrm{aux}}} \sum_{a=1}^{N} \frac{\left|w_{k-1}^{a}\right|^{2}}{\lambda_{\mathrm{aux}}^{a}} \int_{E}\left|u_{a}(z)\right|^{2} \kappa_{\mathrm{aux}}^{a}(d z) \\
& =\sum_{a=1}^{N} \frac{\left|w_{k-1}^{a}\right|^{2}}{\lambda_{\text {aux }}^{a}} \int_{E}\left|u_{a}(z)\right|^{2} \kappa_{\mathrm{opt}}^{a}(d z) \\
& =\sum_{a=1}^{N} \frac{\left|w_{k-1}^{a}\right|^{2}}{\lambda_{\text {aux }}^{a}}\left|u_{a}^{\bullet \bullet}\right|^{2}
\end{aligned}
$$

and it follows from Lemma 2.3 that the minimum w.r.t. the auxiliary probability vector is achieved for

$$
\lambda_{\mathrm{opt}}^{a} \propto w_{k-1}^{a} u_{a}^{\bullet \bullet}
$$

and

$$
\begin{aligned}
\min _{\left(\lambda_{\mathrm{aux}}, \kappa_{\mathrm{aux}}\right)}\left\langle\eta_{\mathrm{aux}}, g_{\mathrm{aux}}^{2}\right\rangle & =\min _{\lambda_{\mathrm{aux}}} \min _{\kappa_{\mathrm{aux}}}\left\langle\eta_{\mathrm{aux}}, g_{\mathrm{aux}}^{2}\right\rangle \\
& =\min _{\lambda_{\mathrm{aux}}} \sum_{a=1}^{N} \frac{\left|w_{k-1}^{a} u_{a}^{\bullet \bullet}\right|^{2}}{\lambda_{\mathrm{aux}}^{a}} \\
& =\left[\sum_{a=1}^{N} w_{k-1}^{a} u_{a}^{\bullet \bullet}\right]^{2}
\end{aligned}
$$

Remark 4.4 Recall that $u_{a}^{\bullet \bullet}$ denotes the minimum value of $u_{a}(z)$ when $z \in E$, while $u_{a}^{\bullet}$ denotes the minimum value of $u_{a}^{c}=u_{a}\left(\xi_{k-1}^{c}\right)$ when $c \in\{1, \cdots, N\}$, hence $u_{a}^{\bullet \bullet} \leq u_{a}^{\bullet}$ for any $a \in$ $\{1, \cdots, N\}$ and

$$
\left[\sum_{a=1}^{N} w_{k-1}^{a} u_{a}^{\bullet \bullet}\right]^{2} \leq\left[\sum_{a=1}^{N} w_{k-1}^{a} u_{a}^{\bullet}\right]^{2}
$$

In other words, the optimal design for the particle filter with an auxiliary transition kernel improves the performance (reduces the variance) over the optimal design for the particle filter with an auxiliary transition matrix, and a fortiori it improves the performance over the optimal design for the auxiliary particle filter and over the ordinary (non auxiliary) particle filter.

Under the optimal design, independently for any $i \in\{1, \cdots, N\}$

- the index $a_{k}^{i}$ is sampled from the optimal probability vector $\left(\lambda_{\mathrm{opt}}^{1}, \cdots, \lambda_{\mathrm{opt}}^{N}\right)$,
then, setting $a=a_{k}^{i}$ and $z=z_{a}^{\bullet \bullet}$
- the particle $\xi_{k}^{i}$ is sampled from the probability distribution $Q_{k}\left(z, d x^{\prime}\right)$,
- and it receives the weight $w_{k}^{i} \propto g_{\mathrm{opt}}^{a}\left(z, \xi_{k}^{i}\right)$, i.e.

$$
w_{k}^{i} \propto g_{k}\left(\xi_{k}^{i}\right) \frac{q_{k}\left(\xi_{k-1}^{a}, \xi_{k}^{i}\right)}{q_{k}\left(z, \xi_{k}^{i}\right)} \frac{w_{k-1}^{a}}{\lambda_{\mathrm{opt}}^{a}} \propto \frac{1}{u_{a}^{\bullet \bullet}} g_{k}\left(\xi_{k}^{i}\right) \frac{q_{k}\left(\xi_{k-1}^{a}, \xi_{k}^{i}\right)}{q_{k}\left(z, \xi_{k}^{i}\right)}
$$

see Algorithm 6

```
Algorithm 6: Particle filter with optimal auxiliary transition kernel
    input : \(\left(\xi_{k-1}^{1}, \cdots, \xi_{k-1}^{N}\right),\left(w_{k-1}^{1}, \cdots, w_{k-1}^{N}\right), Y_{k}\)
    output: \(\left(\xi_{k}^{1}, \cdots, \xi_{k}^{N}\right),\left(w_{k}^{1}, \cdots, w_{k}^{N}\right)\)
    for \(a=1 \cdots N\) do
        Optimize the design parameters
        Compute the minimum value \(u_{a}^{\bullet \bullet}\) and the minimizer \(z_{a}^{\bullet \bullet}\)
        Evaluate the unnormalized optimal auxiliary weights
        Set \(\lambda_{\text {opt }}^{a}=w_{k-1}^{a} u_{a}^{\bullet \bullet}\)
    end
    Normalize the optimal auxiliary weights
    for \(i=1 \cdots N\) do
        Sample the auxiliary variable
        Sample \(a\) from the auxiliary probability vector \(\lambda_{\text {opt }}=\left(\lambda_{\text {opt }}^{1}, \cdots, \lambda_{\text {opt }}^{N}\right)\)
        Propagate the state vector
        \(\overline{\text { Set } z=z_{a}^{\bullet \bullet} \text { and sample } \xi_{k}^{i}} \sim Q_{k}\left(z, d x^{\prime}\right)\)
        Evaluate the unnormalized weight
        Set \(w_{k}^{i}=\frac{1}{u_{a}^{\bullet \bullet}} g_{k}\left(\xi_{k}^{i}\right) \frac{q_{k}\left(\xi_{k-1}^{a}, \xi_{k}^{i}\right)}{q_{k}\left(z, \xi_{k}^{i}\right)}\)
    end
    Normalize the weights
```

To implement this optimal design, the challenge is to compute

$$
u_{a}(z)=\left\{\int_{E}\left|g_{k}\left(x^{\prime}\right) \frac{q_{k}\left(\xi_{k-1}^{a}, x^{\prime}\right)}{q_{k}\left(z, x^{\prime}\right)}\right|^{2} Q_{k}\left(z, d x^{\prime}\right)\right\}^{1 / 2},
$$

which was defined in (7), for any $a \in\{1, \cdots, N\}$ and any $z \in E$, so as to compute the minimum value $u_{a}^{\bullet \bullet}$, find the minimizer $z_{a}^{\bullet \bullet}$ and set the optimal weight $\lambda_{\text {opt }}^{a}$, for any $a \in\{1, \cdots, N\}$. As noticed earlier, it is not really necessary to compute $u_{a}(z)$ for any $z \in E$, it is only necessary to compute the minimum value and find the minimizer, which can be achieved after a few iterations of a numerical optimization procedure. This is illustrated in Section 6 in the special case where the hidden state is modelled as a linear Gaussian system, a special case of practical interest in applications.

## 5 Application to crossover and to multitarget tracking

It is well known that sequential Monte Carlo methods can be interpreted in terms of implementing selection and mutation steps, using the language of evolutionary algorithms. However, most
general evolutionary algorithms also include a crossover step that is not present in sequential Monte Carlo methods. The approach presented in the previous two sections can be adapted to include such a crossover step.

Assume that the state space $E=E_{1} \times \cdots \times E_{T}$ is decomposed as a product space. For instance in multitarget tracking, each different subspace would be the state space for a different target, and the multitarget state variable $x=\left(x_{1}, \cdots, x_{T}\right)$ would be the concatenation of individual target state variables, with $x_{t} \in E_{t}$ the state variable of the $t$-th target for any $t=1, \cdots, T$.

The approach presented in Section 3, that uses an auxiliary transition matrix, can be adapted as follows (conceptually, the only difference is that the index $c$ should be replaced by the multiindex $\left.\left(c_{1}, \cdots, c_{T}\right)\right)$. Introducing the auxiliary $N \times(N \times \cdots \times N)$ transition probability matrix $\pi_{\text {aux }}=\left(\pi_{\text {aux }}^{i,\left(j_{1}, \cdots, j_{T}\right)}\right)$ from $\{1, \cdots, N\}$ to $\{1, \cdots, N\} \times \cdots \times\{1, \cdots, N\}$, equivalently seen as a collection indexed by $i \in\{1, \cdots, N\}$ of probability vectors on $\{1, \cdots, N\} \times \cdots \times\{1, \cdots, N\}$, the idea is to see $\mu\left(d x^{\prime}\right)$ as the marginal probability distribution on $E$ of the joint probability distribution

$$
\mu_{\mathrm{aux}}^{a,\left(c_{1}, \cdots, c_{T}\right)}\left(d x^{\prime}\right) \propto g_{k}\left(x^{\prime}\right) w_{k-1}^{a} \pi_{\mathrm{aux}}^{a,\left(c_{1}, \cdots, c_{T}\right)} Q_{k}\left(\xi_{k-1}^{a}, d x^{\prime}\right)
$$

defined on the augmented space $\{1, \cdots, N\} \times\{1, \cdots, N\} \times \cdots \times\{1, \cdots, N\} \times E$. Indeed, summation with respect to the index $a \in\{1, \cdots, N\}$ and to the multi-index $\left(c_{1}, \cdots, c_{T}\right) \in$ $\{1, \cdots, N\} \times \cdots \times\{1, \cdots, N\}$, yields

$$
\begin{equation*}
g_{k}\left(x^{\prime}\right) \sum_{a=1}^{N} w_{k-1}^{a}\left[\sum_{c_{1}=1}^{N} \cdots \sum_{c_{T}=1}^{N} \pi_{\mathrm{aux}}^{a,\left(c_{1}, \cdots, c_{T}\right)}\right] Q_{k}\left(\xi_{k-1}^{a}, d x^{\prime}\right)=g\left(x^{\prime}\right) \eta\left(d x^{\prime}\right) \tag{10}
\end{equation*}
$$

an identity for unnormalized distributions, that carries over to normalized probability distributions.

Definition 5.1 For any multi-index $\left(c_{1}, \cdots, c_{T}\right) \in\{1, \cdots, N\} \times \cdots \times\{1, \cdots, N\}$, the shuffled multitarget particle $\xi_{k-1}^{\left(c_{1}, \cdots, c_{T}\right)}=\left(\xi_{k-1,1}^{c_{1}}, \cdots, \xi_{k-1, T}^{c_{T}}\right)$ is obtained by taking its first component from the $c_{1}$-th particle, its second component from the $c_{2}$-th particle, and so forth up to taking its last component from the $c_{T}$-th particle.

Assuming that the model transition kernels have a density, i.e. assuming that

$$
Q_{k}\left(x, d x^{\prime}\right)=q_{k}\left(x, x^{\prime}\right) d x^{\prime}
$$

makes it possible to define the importance decomposition

$$
\begin{equation*}
\mu_{\mathrm{aux}}^{a,\left(c_{1}, \cdots, c_{T}\right)}\left(d x^{\prime}\right) \propto \underbrace{g_{k}\left(x^{\prime}\right) \frac{q_{k}\left(\xi_{k-1}^{a}, x^{\prime}\right)}{q_{k}\left(\xi_{k-1}^{\left(c_{1}, \cdots, c_{T}\right)}, x^{\prime}\right)} \frac{w_{k-1}^{a}}{\lambda_{\mathrm{aux}}^{a}}}_{g_{\mathrm{aux}}^{a,\left(c_{1}, \cdots, c_{T}\right)}\left(x^{\prime}\right)} \underbrace{\lambda_{\mathrm{aux}}^{a} \pi_{\mathrm{aux}}^{a,\left(c_{1}, \cdots, c_{T}\right)} Q_{k}\left(\xi_{k-1}^{\left(c_{1}, \cdots, c_{T}\right)}, d x^{\prime}\right)}_{\eta_{\mathrm{aux}}^{a,\left(c_{1}, \cdots, c_{T}\right)}\left(d x^{\prime}\right)}, \tag{11}
\end{equation*}
$$

the Monte Carlo approximation for the predictor
and the importance sampling approximation for the filter

$$
\mu_{\mathrm{aux}}^{N}=\sum_{i=1}^{N} w_{k}^{i} \delta_{\left(a_{k}^{i}, c_{k, 1}^{i}, \cdots, c_{k, T}^{i}, \xi_{k}^{i}\right)} \quad \text { and its marginal } \quad \mu^{N}=\sum_{i=1}^{N} w_{k}^{i} \delta_{\xi_{k}^{i}},
$$

where independently for any $i=1, \cdots, N$ the $i$-th particle ( $a_{k}^{i}, c_{k, 1}^{i}, \cdots, c_{k, T}^{i}, \xi_{k}^{i}$ ) is sampled from $\eta_{\text {aux }}^{a,\left(c_{1}, \cdots, c_{T}\right)}\left(d x^{\prime}\right)$ and is assigned a weight $w_{k}^{i}$ using $g_{\text {aux }}^{a,\left(c_{1}, \cdots, c_{T}\right)}\left(x^{\prime}\right)$. In practice, independently for any $i=1, \cdots, N$

- the index $a_{k}^{i}$ is sampled from the auxiliary probability vector ( $\lambda_{\text {aux }}^{1}, \cdots, \lambda_{\text {aux }}^{N}$ ),
then, setting $a=a_{k}^{i}$
- the multi-index $\left(c_{k, 1}^{i}, \cdots, c_{k, T}^{i}\right)$ is sampled from the $N \times \cdots \times N$-dimensional joint probability vector $\left(\pi_{\text {aux }}^{a,(1, \cdots, 1)}, \cdots, \pi_{\text {aux }}^{a,(N, \cdots, N)}\right)$, the $a$-th row of the auxiliary transition matrix $\pi_{\text {aux }}$,
then, setting $\left(c_{1}, \cdots, c_{T}\right)=\left(c_{k, 1}^{i}, \cdots, c_{k, T}^{i}\right)$
- the particle $\xi_{k}^{i}$ is sampled from the probability distribution $Q_{k}\left(\xi_{k-1}^{\left(c_{1}, \ldots, c_{T}\right)}, d x^{\prime}\right)$,
- and it receives the weight $w_{k}^{i} \propto g_{\text {aux }}^{a,\left(c_{1}, \cdots, c_{T}\right)}\left(\xi_{k}^{i}\right)$, i.e.

$$
w_{k}^{i} \propto g_{k}\left(\xi_{k}^{i}\right) \frac{q_{k}\left(\xi_{k-1}^{a}, \xi_{k}^{i}\right)}{q_{k}\left(\xi_{k-1}^{\left(c_{1}, \cdots, c_{T}\right)}, \xi_{k}^{i}\right)} \frac{w_{k-1}^{a}}{\lambda_{\mathrm{aux}}^{a}},
$$

see Algorithm 7
Remark 5.2 With this approach, multitarget particles such as $\xi_{k-1}^{a}=\left(\xi_{k-1,1}^{a}, \cdots, \xi_{k-1, T}^{a}\right)$ that are present in the population initially, can be replaced by shuffled multitarget particles such as $\xi_{k-1}^{\left(c_{1}, \cdots, c_{T}\right)}=\left(\xi_{k-1,1}^{c_{1}}, \cdots, \xi_{k-1, T}^{c_{T}}\right)$. It is the role of the auxiliary transition matrix $\pi_{\text {aux }}$ to make this crossover between the target particles possible.

This class of particle filters depends upon $(N-1)+N\left(N^{T}-1\right)=N^{T+1}-1$ design parameters, that are the components of the auxiliary probability vector $\lambda_{\text {aux }}$ (a probability vector of dimension $N$ ) and the components of the $N$ rows of the auxiliary transition matrix $\pi_{\text {aux }}$ ( $N$ probability vectors of dimension $N^{T}$ each), subject to normalization constraints. This class of particle filters contains the class of auxiliary particle filters as a special case. Indeed

- if for any $a \in\{1, \cdots, N\}$, the $a$-th row of the auxiliary transition matrix $\pi_{\text {aux }}$ satisfies $\pi_{\text {aux }}^{a,\left(c_{1}, \cdots, c_{T}\right)}=1$ if $c_{1}=\cdots=c_{T}=a$ and $\pi_{\text {aux }}^{a,\left(c_{1}, \cdots, c_{T}\right)}=0$ otherwise, then the resulting particle filter belongs to the class of auxiliary particle filters described in Section 2.

```
Algorithm 7: Multitarget particle filter with auxiliary transition matrix
    input : \(\lambda_{\text {aux }}, \pi_{\text {aux }},\left(\xi_{k-1}^{1}, \cdots, \xi_{k-1}^{N}\right),\left(w_{k-1}^{1}, \cdots, w_{k-1}^{N}\right), Y_{k}\)
    output: \(\left(\xi_{k}^{1}, \cdots, \xi_{k}^{N}\right),\left(w_{k}^{1}, \cdots, w_{k}^{N}\right)\)
    for \(i=1\) to \(N\) do
        Sample the auxiliary variable
        Sample \(a\) from the auxiliary probability vector \(\lambda_{\text {aux }}=\left(\lambda_{\text {aux }}^{1}, \cdots, \lambda_{\text {aux }}^{N}\right)\)
        Sample the shuffling multi-index
        Sample \(\left(c_{1}, \cdots, c_{T}\right)\) from the \(a\)-th row of the auxiliary transition matrix \(\pi_{\text {aux }}\), i.e.
        from the probability vector \(\left(\pi_{\text {aux }}^{a,(1, \cdots, 1)}, \cdots, \pi_{\text {aux }}^{a,(N, \cdots, N)}\right)\)
        Propagate the multitarget state vector
        Sample \(\xi_{k}^{i} \sim Q_{k}\left(\xi_{k-1}^{\left(c_{1}, \cdots, c_{T}\right)}, d x^{\prime}\right)\)
        Evaluate the unnormalized weights
        Set \(w_{k}^{i}=g_{k}\left(\xi_{k}^{i}\right) \frac{w_{k-1}^{a}}{\lambda_{\text {aux }}^{a}} \frac{q_{k, t}\left(\xi_{k-1}^{a}, \xi_{k}^{i}\right)}{q_{k, t}\left(\xi_{k-1}^{\left(c_{1}, \cdots, c_{T}\right)}, \xi_{k}^{i}\right)}\)
    end
    Normalize the weights
```

Recall the particle approximation

$$
\left\langle\eta_{\mathrm{aux}}^{N}, g_{\mathrm{aux}}\right\rangle=\frac{1}{N} \sum_{i=1}^{N} g_{\mathrm{aux}}^{a_{k}^{i},\left(c_{k, 1}^{i}, \cdots, c_{k, T}^{i}\right)}\left(\xi_{k}^{i}\right)
$$

for the normalizing constant $\left\langle\eta_{\text {aux }}, g_{\text {aux }}\right\rangle$, where the random variables $\left(a_{k}^{i}, c_{k, 1}^{i}, \cdots, c_{k, T}^{i}, \xi_{k}^{i}\right)$ for $i=1, \cdots, N$ are i.i.d. with common probability distribution $\eta_{\text {aux }}^{a,\left(c_{1}, \cdots, c_{T}\right)}\left(d x^{\prime}\right)$, hence

$$
\mathbb{E}\left[\left\langle\eta_{\text {aux }}^{N}, g_{\text {aux }}\right\rangle\right]=\left\langle\eta_{\text {aux }}, g_{\text {aux }}\right\rangle
$$

i.e. the approximation is unbiased, and

$$
N \mathbb{E}\left|\left\langle\eta_{\text {aux }}^{N}, g_{\text {aux }}\right\rangle-\left\langle\eta_{\text {aux }}, g_{\text {aux }}\right\rangle\right|^{2}=\operatorname{var}\left(g_{\text {aux }}, \eta_{\text {aux }}\right)=\left\langle\eta_{\text {aux }}, g_{\text {aux }}^{2}\right\rangle-\left\langle\eta_{\text {aux }}, g_{\text {aux }}\right\rangle^{2}
$$

Remark 5.3 Using the identity 10 and the importance decomposition 11 yields

$$
\sum_{a=1}^{N} \sum_{c_{1}=1}^{N} \cdots \sum_{c_{T}=1}^{N} g_{\mathrm{aux}}^{a,\left(c_{1}, \cdots, c_{T}\right)}\left(x^{\prime}\right) \eta_{\mathrm{aux}}^{a,\left(c_{1}, \cdots, c_{T}\right)}\left(d x^{\prime}\right)=g\left(x^{\prime}\right) \eta\left(d x^{\prime}\right)
$$

an identity for unnormalized distributions, that implies identity for normalizing constants. Indeed, integration of both sides with respect to the variable $x^{\prime} \in E$ shows that the normalizing constant $\left\langle\eta_{\text {aux }}, g_{\text {aux }}\right\rangle$ associated with the importance decomposition (11) coincides with the normalizing constant $\langle\eta, g\rangle$.

Remark 5.4 Actually, $\left\langle\eta_{\mathrm{aux}}^{N}, g_{\mathrm{aux}}\right\rangle$ provides also an unbiased approximation of the normalizing constant $\langle\eta, g\rangle$, and the variance of the approximation error satisfies

$$
N \mathbb{E}\left|\left\langle\eta_{\mathrm{aux}}^{N}, g_{\mathrm{aux}}\right\rangle-\langle\eta, g\rangle\right|^{2}=\left\langle\eta_{\mathrm{aux}}, g_{\mathrm{aux}}^{2}\right\rangle-\langle\eta, g\rangle^{2}
$$

therefore minimizing this expression w.r.t. the auxiliary weights and the auxiliary transition matrix, reduces to minimizing $\left\langle\eta_{\text {aux }}, g_{\text {aux }}^{2}\right\rangle$ w.r.t. the auxiliary weights and the auxiliary transition matrix. Clearly, the minimum value is smaller than the value obtained for any choice of the auxiliary weights and the auxiliary transition matrix, and in particular is smaller than the value obtained for the special choice corresponding to the ordinary (non auxiliary) particle filter, hence

$$
\min _{\left(\lambda_{\mathrm{aux}}, \pi_{\mathrm{aux}}\right)}\left\langle\eta_{\mathrm{aux}}, g_{\mathrm{aux}}^{2}\right\rangle \leq\left\langle\eta, g^{2}\right\rangle \quad \text { and } \quad \min _{\left(\lambda_{\mathrm{aux}}, \pi_{\mathrm{aux}}\right)} \operatorname{var}\left(g_{\mathrm{aux}}, \eta_{\text {aux }}\right) \leq \operatorname{var}(g, \eta)
$$

Let

$$
\begin{equation*}
u_{a}^{\left(c_{1}, \cdots, c_{T}\right)}=\left\{\int_{E}\left|g_{k}\left(x^{\prime}\right) \frac{q_{k}\left(\xi_{k-1}^{a}, x^{\prime}\right)}{q_{k}\left(\xi_{k-1}^{\left(c_{1}, \cdots, c_{T}\right)}, x^{\prime}\right)}\right|^{2} Q_{k}\left(\xi_{k-1}^{\left(c_{1}, \cdots, c_{T}\right)}, d x^{\prime}\right)\right\}^{1 / 2} \tag{12}
\end{equation*}
$$

and note that in the special case where $c_{1}=\cdots=c_{T}=a$, this expression reduces to

$$
u_{a}^{(a, \cdots, a)}=\left\{\int_{E}\left|g_{k}\left(x^{\prime}\right)\right|^{2} Q_{k}\left(\xi_{k-1}^{a}, d x^{\prime}\right)\right\}^{1 / 2}=u_{a}
$$

which was defined in (3). The optimal design, that minimizes the variance of $\left\langle\eta_{\text {aux }}^{N}, g_{\text {aux }}\right\rangle$ seen as an unbiased approximation of the normalizing constant $\langle\eta, g\rangle$, is defined as follows.

Proposition 5.5 For any $a \in\{1 \cdots N\}$, let $u_{a}^{\bullet}$ denote the minimum value of $u_{a}^{\left(c_{1}, \cdots, c_{T}\right)}$ when $\left(c_{1}, \cdots, c_{T}\right) \in\{1 \cdots N\} \times \cdots \times\{1 \cdots N\}$ and assume that there exists a unique minimizer, i.e. a unique multi-index $\left(c_{a, 1}^{\bullet}, \cdots, c_{a, T}^{\bullet}\right)$ for which the minimum value is achieved. Then for any $a \in\{1 \cdots N\}$ the optimal choice for the $a-$ th row of the auxiliary transition matrix is such that

$$
\left.\pi_{\mathrm{opt}}^{a,\left(c_{1}, \cdots, c_{T}\right)}=1 \text { if }\left(c_{1}, \cdots, c_{T}\right)=c_{a, 1}^{\bullet}, \cdots, c_{a, T}^{\bullet}\right) \text { and } \pi_{\mathrm{opt}}^{a,\left(c_{1}, \cdots, c_{T}\right)}=0 \text { otherwise }
$$

the optimal choice for the auxiliary weight is

$$
\lambda_{\mathrm{opt}}^{a} \propto w_{k-1}^{a} u_{a}^{\bullet}
$$

and the minimum value is

$$
\min _{\left(\lambda_{\mathrm{aux}}, \pi_{\mathrm{aux}}\right)}\left\langle\eta_{\mathrm{aux}}, g_{\mathrm{aux}}^{2}\right\rangle=\left[\sum_{a=1}^{N} w_{k-1}^{a} u_{a}^{\bullet}\right]^{2}
$$

Proof. The variance of the approximation error is controlled by

$$
\begin{aligned}
&\left\langle\eta_{\mathrm{aux}}, g_{\mathrm{aux}}^{2}\right\rangle= \sum_{a=1}^{N} \sum_{c_{1}=1}^{N} \cdots \sum_{c_{T}=1}^{N} \int_{E}\left|g_{\mathrm{aux}}^{a,\left(c_{1}, \cdots, c_{T}\right)}\left(x^{\prime}\right)\right|^{2} \eta_{\mathrm{aux}}^{a,\left(c_{1}, \cdots, c_{T}\right)}\left(d x^{\prime}\right) \\
&= \sum_{a=1}^{N} \sum_{c_{1}=1}^{N} \cdots \sum_{c_{T}=1}^{N} \int_{E}\left|g_{k}\left(x^{\prime}\right) \frac{q_{k}\left(\xi_{k-1}^{a}, x^{\prime}\right)}{q_{k}\left(\xi_{k-1}^{\left(c_{1}, \cdots, c_{T}\right)}, x^{\prime}\right)} \frac{w_{k-1}^{a}}{\lambda_{\mathrm{aux}}^{a}}\right|^{2} \\
& \lambda_{\mathrm{aux}}^{a} \pi_{\mathrm{aux}}^{a,\left(c_{1}, \cdots, c_{T}\right)} Q_{k}\left(\xi_{k-1}^{\left(c_{1}, \cdots, c_{T}\right)}, d x^{\prime}\right)
\end{aligned}
$$

$$
\begin{aligned}
& =\sum_{a=1}^{N} \frac{\left|w_{k-1}^{a}\right|^{2}}{\lambda_{\text {aux }}^{a}} \sum_{c_{1}=1}^{N} \cdots \sum_{c_{T}=1}^{N} \pi_{\text {aux }}^{a,\left(c_{1}, \cdots, c_{T}\right)} \\
& \qquad \int_{E}\left|g_{k}\left(x^{\prime}\right) \frac{q_{k}\left(\xi_{k-1}^{a}, x^{\prime}\right)}{q_{k}\left(\xi_{k-1}^{\left(c_{1}, \cdots, c_{T}\right)}, x^{\prime}\right)}\right|^{2} Q_{k}\left(\xi_{k-1}^{\left(c_{1}, \cdots, c_{T}\right)}, d x^{\prime}\right) \\
& =\sum_{a=1}^{N} \frac{\left|w_{k-1}^{a}\right|^{2}}{\lambda_{\text {aux }}^{a}} \sum_{c_{1}=1}^{N} \cdots \sum_{c_{T}=1}^{N} \pi_{\text {aux }}^{a,\left(c_{1}, \cdots, c_{T}\right)}\left|u_{a}^{\left(c_{1}, \cdots, c_{T}\right)}\right|^{2} .
\end{aligned}
$$

Under the assumptions, it holds

$$
\sum_{c_{1}=1}^{N} \cdots \sum_{c_{T}=1}^{N} \pi_{\mathrm{aux}}^{a,\left(c_{1}, \cdots, c_{T}\right)}\left|u_{a}^{\left(c_{1}, \cdots, c_{T}\right)}\right|^{2} \geq\left|u_{a}^{\bullet}\right|^{2}
$$

and the lower bound is achieved if the $a$-th row of the $N \times(N \times \cdots \times N)$ transition matrix $\pi_{\text {aux }}$ charges the minimizer only, i.e. if it satisfies $\pi_{\text {aux }}^{a,\left(c_{1}, \cdots, c_{T}\right)}=1$ if $\left(c_{1}, \cdots, c_{T}\right)=\left(c_{a, 1}^{\bullet}, \cdots, c_{a, T}^{\bullet}\right)$ and $\pi_{\text {aux }}^{a,\left(c_{1}, \cdots, c_{T}\right)}=0$ otherwise. Plugging this expression yields

$$
\begin{aligned}
\min _{\pi_{\text {aux }}}\left\langle\eta_{\text {aux }}, g_{\text {aux }}^{2}\right\rangle & =\min _{\pi_{\text {aux }}} \sum_{a=1}^{N} \frac{\left|w_{k-1}^{a}\right|^{2}}{\lambda_{\text {aux }}^{a}} \sum_{c_{1}=1}^{N} \cdots \sum_{c_{T}=1}^{N} \pi_{\text {aux }}^{a,\left(c_{1}, \cdots, c_{T}\right)}\left|u_{a}^{\left(c_{1}, \cdots, c_{T}\right)}\right|^{2} \\
& =\sum_{a=1}^{N} \frac{\left|w_{k-1}^{a}\right|^{2}}{\lambda_{\text {aux }}^{a}} \sum_{c_{1}=1}^{N} \cdots \sum_{c_{T}=1}^{N} \pi_{\text {opt }}^{a,\left(c_{1}, \cdots, c_{T}\right)}\left|u_{a}^{\left(c_{1}, \cdots, c_{T}\right)}\right|^{2} \\
& =\sum_{a=1}^{N} \frac{\left|w_{k-1}^{a}\right|^{2}}{\lambda_{\text {aux }}^{a}}\left|u_{a}^{\bullet}\right|^{2}
\end{aligned}
$$

and it follows from Lemma 2.3 that the minimum w.r.t. the auxiliary weights is achieved for

$$
\lambda_{\mathrm{opt}}^{a} \propto w_{k-1}^{a} u_{a}^{\bullet},
$$

and

$$
\begin{aligned}
\min _{\left(\lambda_{\text {aux }}, \pi_{\text {aux }}\right)}\left\langle\eta_{\text {aux }}, g_{\text {aux }}^{2}\right\rangle & =\min _{\lambda_{\text {aux }}} \min _{\pi_{\text {aux }}}\left\langle\eta_{\text {aux }}, g_{\text {aux }}^{2}\right\rangle \\
& =\min _{\lambda_{\text {aux }}} \sum_{a=1}^{N} \frac{\left|w_{k-1}^{a} u_{a}^{\bullet}\right|^{2}}{\lambda_{\text {aux }}^{a}} \\
& =\left[\sum_{a=1}^{N} w_{k-1}^{a} u_{a}^{\bullet}\right]^{2} .
\end{aligned}
$$

Remark 5.6 Recall that $u_{a}^{\bullet}$ denotes the minimum value of $u_{a}^{\left(c_{1}, \cdots, c_{T}\right)}$ when $\left(c_{1}, \cdots, c_{T}\right) \in$ $\{1 \cdots N\} \times \cdots \times\{1 \cdots N\}$ and in particular $u_{a}^{\left(c_{1}, \cdots, c_{T}\right)} \leq u_{a}^{(a, \cdots, a)}=u_{a}$, hence

$$
\left[\sum_{a=1}^{N} w_{k-1}^{a} u_{a}^{\bullet}\right]^{2} \leq\left[\sum_{a=1}^{N} w_{k-1}^{a} u_{a}\right]^{2}
$$

In other words, the optimal design using an additional crossover step in the auxiliary particle filter improves the performance (reduces the variance) over the optimal design for the auxiliary particle filter.

Under the optimal design, independently for any $i \in\{1, \cdots, N\}$

- the index $a_{k}^{i}$ is sampled from the optimal probability vector $\left(\lambda_{\mathrm{opt}}^{1}, \cdots, \lambda_{\mathrm{opt}}^{N}\right)$,
then, setting $a=a_{k}^{i}$ and $\left(c_{1}, \cdots, c_{T}\right)=\left(c_{a, 1}^{\bullet}, \cdots, c_{a, T}^{\bullet}\right)$
- the particle $\xi_{k}^{i}$ is sampled from the probability distribution $Q_{k}\left(\xi_{k-1}^{\left(c_{1}, \cdots, c_{T}\right)}, d x^{\prime}\right)$,
- and it receives the weight $w_{k}^{i} \propto g_{\mathrm{opt}}^{a,\left(c_{1}, \cdots, c_{T}\right)}\left(\xi_{k}^{i}\right)$, i.e.

$$
w_{k}^{i} \propto g_{k}\left(\xi_{k}^{i}\right) \frac{q_{k}\left(\xi_{k-1}^{a}, \xi_{k}^{i}\right)}{q_{k}\left(\xi_{k-1}^{\left(c_{1}, \cdots, c_{T}\right)}, \xi_{k}^{i}\right)} \frac{w_{k-1}^{a}}{\lambda_{\mathrm{opt}}^{a}} \propto \frac{1}{u_{a}^{\bullet}} g_{k}\left(\xi_{k}^{i}\right) \frac{q_{k}\left(\xi_{k-1}^{a}, \xi_{k}^{i}\right)}{q_{k}\left(\xi_{k-1}^{\left(c_{1}, \cdots, c_{T}\right)}, \xi_{k}^{i}\right)}
$$

see Algorithm 8 .

```
Algorithm 8: Multitarget particle filter with optimal auxiliary transition matrix
    input : \(\left(\xi_{k-1}^{1}, \cdots, \xi_{k-1}^{N}\right),\left(w_{k-1}^{1}, \cdots, w_{k-1}^{N}\right), Y_{k}\)
    output: \(\left(\xi_{k}^{1}, \cdots, \xi_{k}^{N}\right),\left(w_{k}^{1}, \cdots, w_{k}^{N}\right)\)
    for \(a=1 \cdots N\) do
        Optimize the design parameters
        \(\overline{\text { Compute the minimum value } u_{a}^{\bullet}}\) and the minimizer \(c_{a}^{\bullet}=\left(c_{a, 1}^{\bullet}, \cdots, c_{a, T}^{\bullet}\right)\)
        Evaluate the unnormalized optimal weights
        Set \(\lambda_{\mathrm{opt}}^{a}=w_{k-1}^{a} u_{a}^{\bullet}\)
    end
    Normalize the optimal weights
    for \(i=1 \cdots N\) do
        Sample the auxiliary variable
        Sample \(a\) from the optimal probability vector \(\lambda_{\mathrm{opt}}=\left(\lambda_{\mathrm{opt}}^{1}, \cdots, \lambda_{\mathrm{opt}}^{N}\right)\)
        Propagate the multitarget state vector
        Set \(\left(c_{1}, \cdots, c_{T}\right)=\left(c_{a, 1}^{\bullet}, \cdots, c_{a, T}^{\bullet}\right)\) and sample \(\xi_{k}^{i} \sim Q_{k}\left(\xi_{k-1}^{\left(c_{1}, \cdots, c_{T}\right)}, d x^{\prime}\right)\)
        \(\underline{\text { Evaluate the unnormalized weight }}\)
        Set \(w_{k}^{i}=\frac{1}{u_{a}^{\bullet}} g_{k}\left(\xi_{k}^{i}\right) \frac{q_{k}\left(\xi_{k-1}^{a}, \xi_{k}^{i}\right)}{q_{k}\left(\xi_{k-1}^{\left(c_{1}, \cdots, c_{T}\right)}, \xi_{k}^{i}\right)}\)
    end
Normalize the weights
```

To implement this optimal design, the challenge is to compute

$$
u_{a}^{\left(c_{1}, \cdots, c_{T}\right)}=\left\{\int_{E}\left|g_{k}\left(x^{\prime}\right) \frac{q_{k}\left(\xi_{k-1}^{a}, x^{\prime}\right)}{q_{k}\left(\xi_{k-1}^{\left(c_{1}, \cdots, c_{T}\right)}, x^{\prime}\right)}\right|^{2} Q_{k}\left(\xi_{k-1}^{\left(c_{1}, \cdots, c_{T}\right)}, d x^{\prime}\right)\right\}^{1 / 2}
$$

which was defined in 12 , for any index $a \in\{1, \cdots, N\}$ and any multi-index $\left(c_{1}, \cdots, c_{T}\right) \in$ $\{1, \cdots, N\} \times \cdots \times\{1, \cdots, N\}$, so as to compute the minimum value $u_{a}^{\bullet}$, find the minimizer $\left(c_{a, 1}^{\bullet}, \cdots, c_{a, T}^{\bullet}\right)$ and set the optimal weight $\lambda_{\mathrm{opt}}^{a}$, for any $a \in\{1, \cdots, N\}$. Recall the expression of the mapping

$$
u_{a}(z)=\left\{\int_{E}\left|g_{k}\left(x^{\prime}\right) \frac{q_{k}\left(\xi_{k-1}^{a}, x^{\prime}\right)}{q_{k}\left(z, x^{\prime}\right)}\right|^{2} Q_{k}\left(z, d x^{\prime}\right)\right\}^{1 / 2}
$$

which was defined in (7) and note that in the special case where $z=\xi_{k-1}^{\left(c_{1}, \cdots, c_{T}\right)}$ this expression reduces to

$$
u_{a}\left(\xi_{k-1}^{\left(c_{1}, \cdots, c_{T}\right)}\right)=\left\{\int_{E}\left|g_{k}\left(x^{\prime}\right) \frac{q_{k}\left(\xi_{k-1}^{a}, x^{\prime}\right)}{q_{k}\left(\xi_{k-1}^{\left(c_{1}, \cdots, c_{T}\right)}, x^{\prime}\right)}\right|^{2} Q_{k}\left(\xi_{k-1}^{\left(c_{1}, \cdots, c_{T}\right)}, d x^{\prime}\right)\right\}^{1 / 2}=u_{a}^{\left(c_{1}, \cdots, c_{T}\right)}
$$

Remark 5.7 The problem of minimizing $u_{a}^{\left(c_{1}, \cdots, c_{T}\right)}=u_{a}\left(\xi_{k-1}^{\left(c_{1}, \cdots, c_{T}\right)}\right)$ with respect to the multiindex $\left(c_{1}, \cdots, c_{T}\right) \in\{1, \cdots, N\} \times \cdots \times\{1, \cdots, N\}$ considers all possible shuffled multitarget particles and can only be solved by exhaustive search within a finite (but huge) set. If this combinatorial minimization problem would be replaced by the wider problem of minimizing $u_{a}(z)$ with respect to the variable $z \in E$, as if there would be a continuum of possible choices and not a finite (but huge) number $N \times \cdots \times N$ ( $T$-times) of possible choices, then it would be possible to use numerical optimization procedures instead of exhaustive search.

The larger class of particle filters already considered in Section 4, with an auxiliary transition kernel, would make this possible and could be implemented as such, virtually without any adaptation.

Remark 5.8 With the approach presented in Section 4 , multitarget particles such as $\xi_{k-1}^{a}=$ $\left(\xi_{k-1,1}^{a}, \cdots, \xi_{k-1, T}^{a}\right)$ that are present in the population initially, can be replaced by practically any multitarget particles, not limited to shuffled multitarget particles such as $\xi_{k-1}^{\left(c_{1}, \cdots, c_{T}\right)}=$ $\left(\xi_{k-1,1}^{c_{1}}, \cdots, \xi_{k-1, T}^{c_{T}}\right)$. It is the role of the auxiliary transition kernel $\kappa_{\text {aux }}$ to make this proposition of new multitarget particles possible.

This class of particle filters depends upon several design parameters, that are the components of the auxiliary probability vector $\lambda_{\text {aux }}$ (a probability vector of dimension $N$ ) subject to normalization constraint and the $N$ 'rows' of the auxiliary transition kernel $\kappa_{\text {aux }}$ ( $N$ probability distributions defined on $E$ each). This class contains the class of particle filters defined above, with an auxiliary transition matrix - and a fortiori it contains the class of auxiliary particle filters - as a special case. Indeed

- if for any $a \in\{1, \cdots, N\}$ the $a$-th 'row' of auxiliary transition kernel $\kappa_{\text {aux }}$ charges the finite set of all possible shuffled multitarget particles $\xi_{k-1}^{\left(c_{1}, \cdots, c_{T}\right)}$ only, i.e. if

$$
\kappa_{\mathrm{aux}}^{a}(d z)=\sum_{c_{1}=1}^{N} \cdots \sum_{c_{T}=1}^{N} \pi_{\mathrm{aux}}^{a,\left(c_{1}, \cdots, c_{T}\right)} \delta_{\xi_{k-1}^{\left(c_{1}, \cdots, c_{T}\right)}}(d z)
$$

as a finite mixture, where the vector of mixture weights is given as the $a$-th row of some transition matrix $\pi_{\text {aux }}$ of dimension $N \times(N \times \cdots \times N)$, then the resulting particle filter belongs to the class of particle filters with an auxiliary transition matrix described at the beginning of this section.

## 6 Special case: linear Gaussian model transitions

Explicit calculations, and the proof of the existence of a unique minimizer for the mapping $u_{a}(z)$ defined in (7), are available in the special case where the hidden state is modelled as a linear Gaussian system

$$
X_{k}=F_{k} X_{k-1}+W_{k}
$$

where $W_{k}$ is a Gaussian random vector with zero mean and invertible covariance matrix $\Sigma_{k}$, so that the model transition densities are Gaussian densities of the form

$$
q_{k}\left(x, x^{\prime}\right) \propto \exp \left\{-\frac{1}{2}\left(x^{\prime}-F_{k} x\right)^{*} \Sigma_{k}^{-1}\left(x^{\prime}-F_{k} x\right)\right\}
$$

for any $x, x^{\prime} \in E$. For simplicity, the notation $m_{a}=\xi_{k-1}^{a}$ is used throughout this and the next sections.

Proposition 6.1 For any $a \in\{1, \cdots, N\}$, the mapping

$$
u_{a}(z)=\left\{\int_{E}\left|g_{k}\left(x^{\prime}\right) \frac{q_{k}\left(m_{a}, x^{\prime}\right)}{q_{k}\left(z, x^{\prime}\right)}\right|^{2} Q_{k}\left(z, d x^{\prime}\right)\right\}^{1 / 2}
$$

which was defined in (7), can be expressed as $u_{a}(z)=v_{a}\left(F_{k}\left(m_{a}-z\right)\right)$ in terms of the new variable $\theta=F_{k}\left(m_{a}-z\right)$ and the reduced mapping

$$
\begin{equation*}
v_{a}(\theta)=\exp \left\{\frac{1}{2} \theta^{*} \Sigma_{k}^{-1} \theta\right\}\left\{\int_{E}\left|g_{k}\left(x^{\prime \prime}+F_{k} m_{a}\right)\right|^{2} \exp \left\{-\frac{1}{2}\left(x^{\prime \prime}-\theta\right)^{*} \Sigma_{k}^{-1}\left(x^{\prime \prime}-\theta\right)\right\} d x^{\prime \prime}\right\}^{1 / 2} \tag{13}
\end{equation*}
$$

defined up to a multiplicative constant that does not depend on $\theta \in E$ nor on $a \in\{1, \cdots, N\}$.

Proof. For simplicity, write $F_{k}=F$ and $\Sigma_{k}=\Sigma$, i.e. the subscript index $k$ is dropped throughout the proof. It follows from (the first part of) Lemma A. 1 that

$$
\begin{aligned}
\frac{q_{k}\left(m_{a}, x^{\prime}\right)}{q_{k}\left(z, x^{\prime}\right)} & =\frac{\exp \left\{-\frac{1}{2}\left(x^{\prime}-F m_{a}\right)^{*} \Sigma^{-1}\left(x^{\prime}-F m_{a}\right)\right\}}{\exp \left\{-\frac{1}{2}\left(x^{\prime}-F z\right)^{*} \Sigma^{-1}\left(x^{\prime}-F z\right)\right\}} \\
& =\exp \left\{\left(m_{a}-z\right)^{*} F^{*} \Sigma^{-1}\left(x^{\prime}-F m_{a}\right)\right\} \exp \left\{\frac{1}{2}\left(m_{a}-z\right)^{*} F^{*} \Sigma^{-1} F\left(m_{a}-z\right)\right\}
\end{aligned}
$$

hence

$$
\begin{aligned}
g_{\mathrm{aux}}^{a}\left(z, x^{\prime}\right)= & g_{k}\left(x^{\prime}\right) \frac{q_{k}\left(m_{a}, x^{\prime}\right)}{q_{k}\left(z, x^{\prime}\right)} \frac{w_{k-1}^{a}}{\lambda_{\mathrm{aux}}^{a}} \\
= & g_{k}\left(x^{\prime}\right) \frac{w_{k-1}^{a}}{\lambda_{\mathrm{aux}}^{a}} \exp \left\{\left(m_{a}-z\right)^{*} F^{*} \Sigma^{-1}\left(x^{\prime}-F m_{a}\right)\right\} \\
& \quad \exp \left\{\frac{1}{2}\left(m_{a}-z\right)^{*} F^{*} \Sigma^{-1} F\left(m_{a}-z\right)\right\}
\end{aligned}
$$

for the weight function. It follows from (the second part of) Lemma A. 1 that

$$
\begin{aligned}
& \left|\frac{q_{k}\left(m_{a}, x^{\prime}\right)}{q_{k}\left(z, x^{\prime}\right)}\right|^{2} q_{k}\left(z, x^{\prime}\right) \\
& \quad=\left|\frac{\exp \left\{-\frac{1}{2}\left(x^{\prime}-F m_{a}\right)^{*} \Sigma^{-1}\left(x^{\prime}-F m_{a}\right)\right\}}{\exp \left\{-\frac{1}{2}\left(x^{\prime}-F z\right)^{*} \Sigma^{-1}\left(x^{\prime}-F z\right)\right\}}\right|^{2} \exp \left\{-\frac{1}{2}\left(x^{\prime}-F z\right)^{*} \Sigma^{-1}\left(x^{\prime}-F z\right)\right\} \\
& \quad=\exp \left\{-\frac{1}{2}\left(x^{\prime}-F\left(m_{a}+\left(m_{a}-z\right)\right)\right)^{*} \Sigma^{-1}\left(x^{\prime}-F\left(m_{a}+\left(m_{a}-z\right)\right)\right)\right\} \\
& \quad \exp \left\{\left(m_{a}-z\right)^{*} F^{*} \Sigma^{-1} F\left(m_{a}-z\right)\right\}
\end{aligned}
$$

hence integration with respect to the variable $x^{\prime} \in E$ yields

$$
\begin{aligned}
u_{a}(z)= & \left\{\int_{E}\left|g_{k}\left(x^{\prime}\right) \frac{q_{k}\left(m_{a}, x^{\prime}\right)}{q_{k}\left(z, x^{\prime}\right)}\right|^{2} Q_{k}\left(z, d x^{\prime}\right)\right\}^{1 / 2} \\
= & \exp \left\{\frac{1}{2}\left(m_{a}-z\right)^{*} F^{*} \Sigma^{-1} F\left(m_{a}-z\right)\right\}\left\{\int_{E}\left|g_{k}\left(x^{\prime}\right)\right|^{2}\right. \\
& \left.\quad \exp \left\{-\frac{1}{2}\left(x^{\prime}-F\left(m_{a}+\left(m_{a}-z\right)\right)\right)^{*} \Sigma^{-1}\left(x^{\prime}-F\left(m_{a}+\left(m_{a}-z\right)\right)\right)\right\} d x^{\prime}\right\}^{1 / 2} \\
= & \exp \left\{\frac{1}{2}\left(m_{a}-z\right)^{*} F^{*} \Sigma^{-1} F\left(m_{a}-z\right)\right\}\left\{\int_{E}\left|g_{k}\left(x^{\prime \prime}+F m_{a}\right)\right|^{2}\right. \\
& \left.\quad \exp \left\{-\frac{1}{2}\left(x^{\prime \prime}-F\left(m_{a}-z\right)\right)^{*} \Sigma^{-1}\left(x^{\prime \prime}-F\left(m_{a}-z\right)\right)\right\} d x^{\prime \prime}\right\}^{1 / 2},
\end{aligned}
$$

up to a multiplicative constant that does not depend on $z \in E$ nor on $a \in\{1, \cdots, N\}$. Notice that the model transition density $q_{k}\left(z, x^{\prime}\right)$ depends on $z$ only through $F z$ and the two functions $g_{\text {aux }}^{a}\left(z, x^{\prime}\right)$ and $u_{a}(z)$ depends on $z$ only through $F\left(m_{a}-z\right)$. Indeed, $u_{a}(z)=v_{a}\left(F\left(m_{a}-z\right)\right)$ and in particular $u_{a}\left(m_{a}\right)=v_{a}(0)$ with

$$
v_{a}(\theta)=\exp \left\{\frac{1}{2} \theta^{*} \Sigma^{-1} \theta\right\}\left\{\int_{E}\left|g_{k}\left(x^{\prime \prime}+F m_{a}\right)\right|^{2} \exp \left\{-\frac{1}{2}\left(x^{\prime \prime}-\theta\right)^{*} \Sigma^{-1}\left(x^{\prime \prime}-\theta\right)\right\} d x^{\prime \prime}\right\}^{1 / 2},
$$

and

$$
\int_{E}\left|u_{a}(z)\right|^{2} \kappa_{\mathrm{aux}}^{a}(d z)=\int_{E}\left|v_{a}\left(F\left(m_{a}-z\right)\right)\right|^{2} \kappa_{\mathrm{aux}}^{a}(d z)=\int_{\mathrm{range}(F)}\left|v_{a}(\theta)\right|^{2} \kappa_{\mathrm{aux}}^{a} \circ F_{a}^{-1}(d \theta),
$$

where $\kappa_{\text {aux }}^{a} \circ F_{a}^{-1}(d \theta)$ denotes the image (or pushforward) probability measure of $\kappa_{\text {aux }}^{a}(d z)$ under the change of variable $\theta=F_{a}(z)=F\left(m_{a}-z\right)$. In other words, this is the probability distribution of the random variable $F_{a}(Z)=F\left(m_{a}-Z\right)$ where the random variable $Z$ has probability distribution $\kappa_{\text {aux }}^{a}(d z)$.
It follows from Proposition A. 2 that the mapping $\theta \mapsto v_{a}(\theta)$ is strongly $\log$-convex (indeed, $\left(\log v_{a}\right)^{\prime \prime}(\theta) \geq c I$, where the positive constant $c$ does not depend on $\theta \in E$ nor on $\left.a \in\{1, \cdots, N\}\right)$ hence it has a unique minimizer, and so does the mapping $z \mapsto u_{a}(z)=v_{a}\left(F_{k}\left(m_{a}-z\right)\right)$ provided that the square matrix $F_{k}$ is invertible. However, if the square matrix $F_{k}$ is not invertible, then

- the mapping $z \mapsto u_{a}(z)=v_{a}\left(F_{k}\left(m_{a}-z\right)\right)$ is still log-convex but not strongly log-convex and it cannot have a unique minimizer (indeed, if $z$ is a minimizer, then $z+z_{0}$ is another minimizer, for any $z_{0}$ in the null space of $F_{k}$ ),
- when restricted to the range space of $F_{k}$, the mapping $\theta \mapsto v_{a}(\theta)$ is strongly log-convex, hence it has a unique minimizer.

The minimum value of $u_{a}(z)$ when $z \in E$, coincides with the minimum value of $v_{a}\left(F_{k}\left(m_{a}-z\right)\right)$ when $z \in E$, hence the minimum value $u_{a}^{\bullet \bullet}$ can be interpreted as the minimum value of $v_{a}(\theta)$ subject to $\theta \in \operatorname{range}\left(F_{k}\right)$. Even though the minimizer of $u_{a}(z)$ when $z \in E$ is not necessarily unique, any minimizer $z$ satisfies $F_{k}\left(m_{a}-z\right)=\theta_{a}^{\bullet \bullet}$ or equivalently $F_{k} z=F_{k} m_{a}-\theta_{a}^{\bullet \bullet}$, where $\theta_{a}^{\bullet \bullet}$ is the unique minimizer of $v_{a}(\theta)$ subject to $\theta \in \operatorname{range}\left(F_{k}\right)$. Then, setting $\theta=\theta_{a}^{\bullet \bullet}$

- the probability distribution $Q_{k}\left(z, d x^{\prime}\right)$ is a Gaussian probability distribution with mean $F_{k} z=F_{k} m_{a}-\theta$ and covariance matrix $\Sigma_{k}$,
- the particle $\xi_{k}^{i}$ sampled from the probability distribution $Q_{k}\left(z, d x^{\prime}\right)$ can be defined as $\xi_{k}^{i}=F_{k} m_{a}-\theta+\Xi_{k}^{i}$, where $\Xi_{k}^{i}$ is a Gaussian random vector with zero mean and covariance matrix $\Sigma_{k}$, hence $\xi_{k}^{i}-F_{k} m_{a}=-\theta+\Xi_{k}^{i}$,
and therefore

$$
\begin{aligned}
\frac{q_{k}\left(m_{a}, \xi_{k}^{i}\right)}{q_{k}\left(z, \xi_{k}^{i}\right)} & =\exp \left\{\left(m_{a}-z\right)^{*} F_{k}^{*} \Sigma_{k}^{-1}\left(\xi_{k}^{i}-F_{k} m_{a}\right)\right\} \exp \left\{\frac{1}{2}\left(m_{a}-z\right)^{*} F_{k}^{*} \Sigma_{k}^{-1} F_{k}\left(m_{a}-z\right)\right\} \\
& \left.=\exp \left\{\theta^{*} \Sigma_{k}^{-1}\left(-\theta+\Xi_{k}^{i}\right)\right\} \exp \left\{\frac{1}{2} \theta^{*} \Sigma_{k}^{-1} \theta\right)\right\} \\
& =\exp \left\{\theta^{*} \Sigma_{k}^{-1} \Xi_{k}^{i}-\frac{1}{2} \theta^{*} \Sigma_{k}^{-1} \theta\right\}
\end{aligned}
$$

Under the optimal design, independently for any $i \in\{1, \cdots, N\}$

- the index $a_{k}^{i}$ is sampled from the optimal probability vector $\left(\lambda_{\text {opt }}^{1}, \cdots, \lambda_{\text {opt }}^{N}\right)$,
then, setting $a=a_{k}^{i}$ and $\theta=\theta_{a}^{\bullet \bullet}$
- the particle $\xi_{k}^{i}$ is defined as $\xi_{k}^{i}=F_{k} \xi_{k-1}^{a}-\theta+\Xi_{k}^{i}$ where $\Xi_{k}^{i}$ is a Gaussian random vector with zero mean and covariance matrix $\Sigma_{k}$,
- and it receives the weight $w_{k}^{i} \propto g_{\mathrm{opt}}^{a}\left(z, \xi_{k}^{i}\right)$, i.e.

$$
w_{k}^{i} \propto g_{k}\left(\xi_{k}^{i}\right) \frac{q_{k}\left(\xi_{k-1}^{a}, \xi_{k}^{i}\right)}{q_{k}\left(z, \xi_{k}^{i}\right)} \frac{w_{k-1}^{a}}{\lambda_{\mathrm{opt}}^{a}} \propto \frac{1}{u_{a}^{\bullet \bullet}} g_{k}\left(\xi_{k}^{i}\right) \exp \left\{\theta^{*} \Sigma_{k}^{-1} \Xi_{k}^{i}-\frac{1}{2} \theta^{*} \Sigma_{k}^{-1} \theta\right\}
$$

see Algorithm 9
To implement this optimal design, the challenge is to compute

$$
v_{a}(\theta)=\exp \left\{\frac{1}{2} \theta^{*} \Sigma_{k}^{-1} \theta\right\}\left\{\int_{E}\left|g_{k}\left(x^{\prime \prime}+F_{k} m_{a}\right)\right|^{2} \exp \left\{-\frac{1}{2}\left(x^{\prime \prime}-\theta\right)^{*} \Sigma_{k}^{-1}\left(x^{\prime \prime}-\theta\right)\right\} d x^{\prime \prime}\right\}^{1 / 2},
$$

```
Algorithm 9: Particle filter with optimal transition kernel (Gaussian model)
    input : \(\left(\xi_{k-1}^{1}, \cdots, \xi_{k-1}^{N}\right),\left(w_{k-1}^{1}, \cdots, w_{k-1}^{N}\right), Y_{k}\)
    output: \(\left(\xi_{k}^{1}, \cdots, \xi_{k}^{N}\right),\left(w_{k}^{1}, \cdots, w_{k}^{N}\right)\)
    for \(a=1 \cdots N\) do
        Optimize the design parameters
        Compute the minimum value \(u_{a}^{\bullet \bullet}\) and the minimizer \(\theta_{a}^{\bullet \bullet}\)
        Evaluate the unnormalized optimal auxiliary weights
        Set \(\lambda_{\text {opt }}^{a}=w_{k-1}^{a} u_{a}^{\bullet \bullet}\)
    end
    Normalize the optimal auxiliary weights
    for \(i=1 \cdots N\) do
        Sample the auxiliary variable
        \(\overline{\text { Sample } a \text { from the auxiliary probability vector } \lambda_{\text {opt }}=\left(\lambda_{\text {opt }}^{1}, \cdots, \lambda_{\text {opt }}^{N}\right), ~(x)}\)
        Propagate the state vector
        \(\overline{\text { Set } \theta=\theta_{a}^{\bullet \bullet}}\) and sample \(\Xi \sim \mathcal{N}\left(0, \Sigma_{k}\right)\)
        Set \(\xi_{k}^{i}=\left(F_{k} \xi_{k-1}^{a}-\theta\right)+\Xi\)
        Evaluate the unnormalized weight
```



```
    end
    Normalize the weights
```

which was defined in (13), for any $a \in\{1, \cdots, N\}$ and any $\theta \in \operatorname{range}\left(F_{k}\right)$, so as to compute the minimum value $u_{a}^{\bullet \bullet}$, find the minimizer $\theta_{a}^{\bullet \bullet}$ and set the optimal weight $\lambda_{\text {opt }}^{a}$, for any $a \in$ $\{1, \cdots, N\}$. Finding the unique minimizer of the strongly convex mapping $\theta \mapsto \log v_{a}(\theta)$ is routinely transformed into finding the unique zero of the mapping $\theta \mapsto\left(\log v_{a}\right)^{\prime}(\theta)$, and this can be achieved using a stochastic approximation algorithm, see Appendix B.

## 7 Special case: linear Gaussian system

The purpose of this section is to consider a simple enough special case where it is possible for any $a \in\{1, \cdots, N\}$ to provide an explicit expression for the reduced mapping $v_{a}(\theta)$, and for the minimum value $u_{a}^{\bullet \bullet}$ and the unique minimizer $\theta_{a}^{\bullet \bullet}$. However this special case is of limited practical interest, since the Bayesian filter itself has an explicit expression in terms of the Kalman filter, and there is no need for a Monte Carlo numerical approximation in terms of particle filters.
Assume that the hidden state and the observations are modelled jointly as a linear Gaussian system

$$
\begin{gathered}
X_{k}=F_{k} X_{k-1}+W_{k}, \\
Y_{k}=H_{k} X_{k}+V_{k},
\end{gathered}
$$

where $W_{k}$ and $V_{k}$ are two independent Gaussian random vectors with zero mean and invertible covariance matrices $\Sigma_{k}$ and $R_{k}$ respectively, so that the model transition densities are Gaussian
densities of the form

$$
q_{k}\left(x, x^{\prime}\right) \propto \exp \left\{-\frac{1}{2}\left(x^{\prime}-F_{k} x\right)^{*} \Sigma_{k}^{-1}\left(x^{\prime}-F_{k} x\right)\right\}
$$

for any $x, x^{\prime} \in E$, the emission densities are Gaussian densities of the form

$$
\exp \left\{-\frac{1}{2}\left(y-H_{k} x^{\prime}\right)^{*} R_{k}^{-1}\left(y-H_{k} x^{\prime}\right)\right\}
$$

for any $x^{\prime} \in E$ and $y \in \mathbb{R}^{d}$, and the likelihood function is defined as

$$
g_{k}\left(x^{\prime}\right)=\exp \left\{-\frac{1}{2}\left(Y_{k}-H_{k} x^{\prime}\right)^{*} R_{k}^{-1}\left(Y_{k}-H_{k} x^{\prime}\right)\right\}
$$

for any $x^{\prime} \in E$. For simplicity, the notations $m_{a}=\xi_{k-1}^{a}$ and $I_{a}=Y_{k}-H_{k} F_{k} m_{a}$ for innovation are used throughout this section.

Proposition 7.1 For any $a \in\{1, \cdots, N\}$, the mapping

$$
v_{a}(\theta)=\exp \left\{\frac{1}{2} \theta^{*} \Sigma_{k}^{-1} \theta\right\}\left\{\int_{E}\left|g_{k}\left(x^{\prime \prime}+F_{k} m_{a}\right)\right|^{2} \exp \left\{-\frac{1}{2}\left(x^{\prime \prime}-\theta\right)^{*} \Sigma_{k}^{-1}\left(x^{\prime \prime}-\theta\right)\right\} d x^{\prime \prime}\right\}^{1 / 2}
$$

which was defined in (13), has the following explicit expression

$$
v_{a}(\theta)=\exp \left\{\frac{1}{2} \theta^{*} \Sigma_{k}^{-1} \theta\right\} \exp \left\{-\frac{1}{4}\left(I_{a}-H_{k} \theta\right)^{*}\left[H_{k} \Sigma_{k} H_{k}^{*}+\frac{1}{2} R_{k}\right]^{-1}\left(I_{a}-H_{k} \theta\right)\right\},
$$

up to a multiplicative constant that does not depend on $\theta \in E$ nor on $a \in\{1, \cdots, N\}$. Moreover, the symmetric matrix

$$
A=\Sigma_{k}^{-1}-\frac{1}{2} H_{k}^{*}\left[H_{k} \Sigma_{k} H_{k}^{*}+\frac{1}{2} R_{k}\right]^{-1} H_{k},
$$

associated with the quadratic form $\log v_{a}(\theta)$, is positive definite.
Equivalently

$$
\log v_{a}(\theta)=\frac{1}{2} \theta^{*} \Sigma_{k}^{-1} \theta-\frac{1}{4}\left(I_{a}-H_{k} \theta\right)^{*}\left[H_{k} \Sigma_{k} H_{k}^{*}+\frac{1}{2} R_{k}\right]^{-1}\left(I_{a}-H_{k} \theta\right)
$$

and in the special case where $\theta=0$, this expression reduces to

$$
\log u_{a}=\log v_{a}(0)=-\frac{1}{4} I_{a}^{*}\left[H_{k} \Sigma_{k} H_{k}^{*}+\frac{1}{2} R_{k}\right]^{-1} I_{a},
$$

up to an additive constant that does not depend on $\theta \in E$ nor on $a \in\{1, \cdots, N\}$.
Proof. For simplicity, write $F_{k}=F$ and $\Sigma_{k}=\Sigma$, and also $H_{k}=H$ and $R_{k}=R$, i.e. the subscript index $k$ is dropped throughout the proof. It holds

$$
\begin{aligned}
g_{k}\left(x^{\prime \prime}+F m_{a}\right) & =\exp \left\{-\frac{1}{2}\left(Y_{k}-H\left(x^{\prime \prime}+F m_{a}\right)\right)^{*} R^{-1}\left(Y_{k}-H\left(x^{\prime \prime}+F m_{a}\right)\right)\right\} \\
& =\exp \left\{-\frac{1}{2}\left(I_{a}-H x^{\prime \prime}\right)^{*} R^{-1}\left(I_{a}-H x^{\prime \prime}\right)\right\}
\end{aligned}
$$

hence

$$
\begin{aligned}
& \left|g_{k}\left(x^{\prime \prime}+F m_{a}\right)\right|^{2} \exp \left\{-\frac{1}{2}\left(x^{\prime \prime}-\theta\right)^{*} \Sigma^{-1}\left(x^{\prime \prime}-\theta\right)\right\} \\
& \quad=\exp \left\{-\left(I_{a}-H x^{\prime \prime}\right)^{*} R^{-1}\left(I_{a}-H x^{\prime \prime}\right)\right\} \exp \left\{-\frac{1}{2}\left(x^{\prime \prime}-\theta\right)^{*} \Sigma^{-1}\left(x^{\prime \prime}-\theta\right)\right\} \\
& \quad=\exp \left\{-\frac{1}{2}\left(I_{a}-H x^{\prime \prime}\right)^{*}\left(\frac{1}{2} R\right)^{-1}\left(I_{a}-H x^{\prime \prime}\right)\right\} \exp \left\{-\frac{1}{2}\left(x^{\prime \prime}-\theta\right)^{*} \Sigma^{-1}\left(x^{\prime \prime}-\theta\right)\right\}
\end{aligned}
$$

Notice that the expression

$$
\begin{equation*}
\exp \left\{-\frac{1}{2}\left(y-H x^{\prime \prime}\right)^{*}\left(\frac{1}{2} R\right)^{-1}\left(y-H x^{\prime \prime}\right)\right\} \exp \left\{-\frac{1}{2}\left(x^{\prime \prime}-\theta\right)^{*} \Sigma^{-1}\left(x^{\prime \prime}-\theta\right)\right\}, \tag{14}
\end{equation*}
$$

can be interpreted (up to a normalizing constant) as the joint density of the random vector ( $X, Y$ ) in the model $Y=H X+V$, where $X$ and $V$ are two independent Gaussian random vectors, with mean $\theta$ and 0 and with covariance matrix $\Sigma$ and $\frac{1}{2} R$, respectively. Alternatively, this joint density can be factored as the product of the density of the random vector $Y$, a Gaussian density with mean $H \theta$ and with covariance matrix $H \Sigma H^{*}+\frac{1}{2} R$, and of the conditional density of the random vector $X$ given $Y=y$, a Gaussian density with mean and covariance matrix

$$
\widehat{X}(y)=\theta+K(y-H \theta) \quad \text { and } \quad P=(I-K H) \Sigma,
$$

respectively, with the Kalman gain matrix

$$
K=\Sigma H^{*}\left[H \Sigma H^{*}+\frac{1}{2} R\right]^{-1} .
$$

Therefore, the expression (14) factors as

$$
\begin{gather*}
\exp \left\{-\frac{1}{2}\left(y-H x^{\prime \prime}\right)^{*}\left(\frac{1}{2} R\right)^{-1}\left(y-H x^{\prime \prime}\right)\right\} \exp \left\{-\frac{1}{2}\left(x^{\prime \prime}-\theta\right)^{*} \Sigma^{-1}\left(x^{\prime \prime}-\theta\right)\right\} \\
=\exp \left\{-\frac{1}{2}(y-H \theta)^{*}\left[H \Sigma H^{*}+\frac{1}{2} R\right]^{-1}(y-H \theta)\right\}  \tag{15}\\
\exp \left\{-\frac{1}{2}\left(x^{\prime \prime}-\widehat{X}(y)\right)^{*} P^{-1}\left(x^{\prime \prime}-\widehat{X}(y)\right\} .\right.
\end{gather*}
$$

Actually, this identity does not hold up to a multiplicative constant only. Indeed, keeping track of normalizing constants, the normalizing constant for the left-hand side should be

$$
\sqrt{ } \operatorname{det}\left(2 \pi \frac{1}{2} R\right) \sqrt{\operatorname{det}(2 \pi \Sigma)},
$$

and the normalizing constant for the right-hand side should be

$$
\sqrt{ } \operatorname{det}\left(2 \pi\left(H \Sigma H^{*}+\frac{1}{2} R\right)\right) \sqrt{\operatorname{det}(2 \pi P)} .
$$

However, introducing the covariance block-matrix

$$
\left(\begin{array}{lr}
\Sigma & \Sigma H^{*} \\
H \Sigma & H \Sigma H^{*}+\frac{1}{2} R
\end{array}\right),
$$

considering that

$$
\Sigma-\Sigma H^{*}\left[H \Sigma H^{*}+\frac{1}{2} R\right]^{-1} H \Sigma=P,
$$

is the Schur complement of $\left(H \Sigma H^{*}+\frac{1}{2} R\right)$ and that

$$
\left(H \Sigma H^{*}+\frac{1}{2} R\right)-H \Sigma \Sigma^{-1} \Sigma H^{*}=\frac{1}{2} R,
$$

is the Schur complement of $\Sigma$, and using the Schur determinant formula, yields

$$
\operatorname{det}\left(\frac{1}{2} R\right) \operatorname{det} \Sigma=\operatorname{det}\left(H \Sigma H^{*}+\frac{1}{2} R\right) \operatorname{det} P .
$$

In other words, the missing normalizing constant for the left-hand side is equal to the missing normalizing constant for the right-hand side. The factorization (15) yields

$$
\begin{aligned}
& \left|g_{k}\left(x^{\prime \prime}+F m_{a}\right)\right|^{2} \exp \left\{-\frac{1}{2}\left(x^{\prime \prime}-\theta\right)^{*} \Sigma^{-1}\left(x^{\prime \prime}-\theta\right)\right\} \\
& =\exp \left\{-\frac{1}{2}\left(I_{a}-H x^{\prime \prime}\right)^{*}\left(\frac{1}{2} R\right)^{-1}\left(I_{a}-H x^{\prime \prime}\right)\right\} \exp \left\{-\frac{1}{2}\left(x^{\prime \prime}-\theta\right)^{*} \Sigma^{-1}\left(x^{\prime \prime}-\theta\right)\right\} \\
& =\exp \left\{-\frac{1}{2}\left(I_{a}-H \theta\right)^{*}\left[H \Sigma H^{*}+\frac{1}{2} R\right]^{-1}\left(I_{a}-H \theta\right)\right\} \\
& \quad \exp \left\{-\frac{1}{2}\left(x^{\prime \prime}-\widehat{X}\left(I_{a}\right)\right)^{*} P^{-1}\left(x^{\prime \prime}-\widehat{X}\left(I_{a}\right)\right)\right\}
\end{aligned}
$$

Integration with respect to the variable $x^{\prime \prime}$ provides the normalizing constant, and normalization provides the expression for the normalized density $p(\theta, x)$, a Gaussian density with mean vector $\widehat{X}\left(I_{a}\right)$ and with covariance matrix $P$. Indeed, keeping track of the normalizing constants

$$
\begin{gathered}
\int_{E}\left|g_{k}\left(x^{\prime \prime}+F m_{a}\right)\right|^{2} \exp \left\{-\frac{1}{2}\left(x^{\prime \prime}-\theta\right)^{*} \Sigma^{-1}\left(x^{\prime \prime}-\theta\right)\right\} \frac{d x^{\prime \prime}}{\sqrt{\operatorname{det}(2 \pi \Sigma)}} \\
=\frac{\sqrt{\operatorname{det}(2 \pi P)}}{\sqrt{\operatorname{det}(2 \pi \Sigma)}} \exp \left\{-\frac{1}{2}\left(I_{a}-H \theta\right)^{*}\left[H \Sigma H^{*}+\frac{1}{2} R\right]^{-1}\left(I_{a}-H \theta\right)\right\} \\
\quad \int_{E} \exp \left\{-\frac{1}{2}\left(x^{\prime \prime}-\widehat{X}\left(I_{a}\right)\right)^{*} P^{-1}\left(x^{\prime \prime}-\widehat{X}\left(I_{a}\right)\right)\right\} \frac{d x^{\prime \prime}}{\sqrt{\operatorname{det}(2 \pi P)}} \\
=\frac{\sqrt{\operatorname{det} P}}{\sqrt{\operatorname{det} \Sigma}} \exp \left\{-\frac{1}{2}\left(I_{a}-H \theta\right)^{*}\left[H \Sigma H^{*}+\frac{1}{2} R\right]^{-1}\left(I_{a}-H \theta\right)\right\},
\end{gathered}
$$

hence

$$
v_{a}(\theta)=\left(\frac{\sqrt{\operatorname{det} P}}{\sqrt{\operatorname{det} \Sigma}}\right)^{1 / 2} \exp \left\{\frac{1}{2} \theta^{*} \Sigma^{-1} \theta\right\} \exp \left\{-\frac{1}{4}\left(I_{a}-H \theta\right)^{*}\left[H \Sigma H^{*}+\frac{1}{2} R\right]^{-1}\left(I_{a}-H \theta\right)\right\}
$$

and

$$
\log v_{a}(\theta)=\frac{1}{2} \theta^{*} \Sigma^{-1} \theta-\frac{1}{4}\left(I_{a}-H \theta\right)^{*}\left[H \Sigma H^{*}+\frac{1}{2} R\right]^{-1}\left(I_{a}-H \theta\right)+\frac{1}{4} \log \frac{\operatorname{det} P}{\operatorname{det} \Sigma}
$$

Note that the expression for $\log v_{a}(\theta)$ is the difference of two symmetric quadratic forms, a definite positive quadratic form and a semi-definite positive quadratic form, and this difference could in principle be any kind of a symmetric quadratic form. It follows from Proposition A. 2 that the mapping $\theta \mapsto \log v_{a}(\theta)$ is strongly convex, whatever the emission density could be. This general result can be obtained directly here, i.e. it can be shown that the symmetric matrix

$$
A=\Sigma^{-1}-\frac{1}{2} H^{*}\left[H \Sigma H^{*}+\frac{1}{2} R\right]^{-1} H
$$

associated with the quadratic form $\log v_{a}(\theta)$, is positive definite. Indeed, using the matrix inversion lemma yields

$$
\left[\Sigma+\Sigma H^{*}\left(\frac{1}{2} R\right)^{-1} H \Sigma\right]^{-1}=\Sigma^{-1}-H^{*}\left[H \Sigma H^{*}+\frac{1}{2} R\right]^{-1} H,
$$

hence

$$
\begin{aligned}
A & =\Sigma^{-1}-\frac{1}{2} H^{*}\left[H \Sigma H^{*}+\frac{1}{2} R\right]^{-1} H \\
& =\frac{1}{2} \Sigma^{-1}+\frac{1}{2} \Sigma^{-1}-\frac{1}{2} H^{*}\left[H \Sigma H^{*}+\frac{1}{2} R\right]^{-1} H \\
& =\frac{1}{2} \Sigma^{-1}+\frac{1}{2}\left[\Sigma+\Sigma H^{*}\left(\frac{1}{2} R\right)^{-1} H \Sigma\right]^{-1} \geq \frac{1}{2} \Sigma^{-1} .
\end{aligned}
$$

Rewriting

$$
\begin{aligned}
\log v_{a}(\theta) & =\frac{1}{2} \theta^{*} \Sigma_{k}^{-1} \theta-\frac{1}{4}\left(I_{a}-H_{k} \theta\right)^{*}\left[H_{k} \Sigma_{k} H_{k}^{*}+\frac{1}{2} R_{k}\right]^{-1}\left(I_{a}-H \theta\right)+\mathrm{cst} \\
& =\frac{1}{2} \theta^{*} A \theta+b^{*} \theta+e \\
& =\frac{1}{2}\left(\theta+A^{-1} b\right)^{*} A\left(\theta+A^{-1} b\right)+e-\frac{1}{2} b^{*} A^{-1} b,
\end{aligned}
$$

where

$$
b=\frac{1}{2} H_{k}^{*}\left[H_{k} \Sigma_{k} H_{k}^{*}+\frac{1}{2} R_{k}\right]^{-1} I_{a},
$$

and

$$
e=-\frac{1}{4} I_{a}^{*}\left[H_{k} \Sigma_{k} H_{k}^{*}+\frac{1}{2} R_{k}\right]^{-1} I_{a}+\text { cst }=\log u_{a},
$$

it appears that there is an explicit expression for both the minimizer

$$
\theta_{a}^{\bullet \bullet}=-A^{-1} b,
$$

and the minimum value

$$
u_{a}^{\bullet \bullet}=\exp \left\{e-\frac{1}{2} b^{*} A^{-1} b\right\}=u_{a} \exp \left\{-\frac{1}{2} b^{*} A^{-1} b\right\} \leq u_{a} .
$$

Note that
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## A Gaussian computations

To begin with, here are some results on ratios of two Gaussian densities with different mean vectors $m_{0}$ and $m$, and the same invertible covariance matrix $\Sigma$.

Lemma A. 1 Let $\Delta=m_{0}-m$ denote the difference of the two mean vectors. Then

$$
\begin{aligned}
& \frac{\exp \left\{-\frac{1}{2}\left(x-m_{0}\right)^{*} \Sigma^{-1}\left(x-m_{0}\right)\right\}}{\exp \left\{-\frac{1}{2}(x-m)^{*} \Sigma^{-1}(x-m)\right\}} \\
& \quad=\exp \left\{\frac{1}{2} \Delta^{*} \Sigma^{-1} \Delta\right\} \exp \left\{\Delta^{*} \Sigma^{-1}\left(x-m_{0}\right)\right\}
\end{aligned}
$$

and

$$
\begin{aligned}
& \left|\frac{\exp \left\{-\frac{1}{2}\left(x-m_{0}\right)^{*} \Sigma^{-1}\left(x-m_{0}\right)\right\}}{\exp \left\{-\frac{1}{2}(x-m)^{*} \Sigma^{-1}(x-m)\right\}}\right|^{2} \exp \left\{-\frac{1}{2}(x-m)^{*} \Sigma^{-1}(x-m)\right\} \\
& \quad=\exp \left\{\Delta^{*} \Sigma^{-1} \Delta\right\} \exp \left\{-\frac{1}{2}\left(x-\left(m_{0}+\Delta\right)\right)^{*} \Sigma^{-1}\left(x-\left(m_{0}+\Delta\right)\right)\right\}
\end{aligned}
$$

Proof. Clearly

$$
\begin{aligned}
& \frac{\exp \left\{-\frac{1}{2}\left(x-m_{0}\right)^{*} \Sigma^{-1}\left(x-m_{0}\right)\right\}}{\exp \left\{-\frac{1}{2}(x-m)^{*} \Sigma^{-1}(x-m)\right\}} \\
& \quad=\exp \left\{-\frac{1}{2}\left(x-m_{0}\right)^{*} \Sigma^{-1}\left(x-m_{0}\right)+\frac{1}{2}(x-m)^{*} \Sigma^{-1}(x-m)\right\}
\end{aligned}
$$

and note that

$$
\begin{align*}
& \frac{1}{2}(x-m)^{*} \Sigma^{-1}(x-m)=\frac{1}{2}\left(x-m_{0}+\Delta\right)^{*} \Sigma^{-1}\left(x-m_{0}+\Delta\right) \\
& \quad=\frac{1}{2}\left(x-m_{0}\right)^{*} \Sigma^{-1}\left(x-m_{0}\right)+\Delta^{*} \Sigma^{-1}\left(x-m_{0}\right)+\frac{1}{2} \Delta^{*} \Sigma^{-1} \Delta, \tag{16}
\end{align*}
$$

which shows the first part. Then

$$
\begin{aligned}
& \left|\frac{\exp \left\{-\frac{1}{2}\left(x-m_{0}\right)^{*} \Sigma^{-1}\left(x-m_{0}\right)\right\}}{\exp \left\{-\frac{1}{2}(x-m)^{*} \Sigma^{-1}(x-m)\right\}}\right|^{2} \exp \left\{-\frac{1}{2}(x-m)^{*} \Sigma^{-1}(x-m)\right\} \\
& \quad=\exp \left\{\Delta^{*} \Sigma^{-1} \Delta\right\} \exp \left\{2 \Delta^{*} \Sigma^{-1}\left(x-m_{0}\right)\right\} \exp \left\{-\frac{1}{2}(x-m)^{*} \Sigma^{-1}(x-m)\right\}
\end{aligned}
$$

and using 16 yields

$$
\begin{aligned}
& -\frac{1}{2}(x-m)^{*} \Sigma^{-1}(x-m)+2 \Delta^{*} \Sigma^{-1}\left(x-m_{0}\right) \\
& \quad=-\frac{1}{2}\left(x-m_{0}\right)^{*} \Sigma^{-1}\left(x-m_{0}\right)+\Delta^{*} \Sigma^{-1}\left(x-m_{0}\right)-\frac{1}{2} \Delta^{*} \Sigma^{-1} \Delta \\
& \quad=-\frac{1}{2}\left(x-m_{0}-\Delta\right)^{*} \Sigma^{-1}\left(x-m_{0}-\Delta\right)
\end{aligned}
$$

which shows the second part.
As a by-product, integration with respect to the variable $x$ provides the expression for the $\chi^{2}-$ divergence between two Gaussian densities with different mean vectors $m_{0}$ and $m$, and the same invertible covariance matrix $\Sigma$. Indeed

$$
\begin{aligned}
& \int_{E}\left(\left|\frac{\exp \left\{-\frac{1}{2}\left(x-m_{0}\right)^{*} \Sigma^{-1}\left(x-m_{0}\right)\right\}}{\exp \left\{-\frac{1}{2}(x-m)^{*} \Sigma^{-1}(x-m)\right\}}\right|^{2}-1\right) \exp \left\{-\frac{1}{2}(x-m)^{*} \Sigma^{-1}(x-m)\right\} \frac{d x}{\sqrt{\operatorname{det}(2 \pi \Sigma)}} \\
& \quad=\exp \left\{\Delta^{*} \Sigma^{-1} \Delta\right\}-1
\end{aligned}
$$

Note that the point $\mu=m_{0}+\Delta=2 m_{0}-m$ can be interpreted as the symmetric of the point $m$ with respect to the central point $m_{0}$, since (put in other words) the point $m_{0}=\frac{1}{2}(m+\mu)$ is the middle of the segment joining the two points $m$ and $\mu$.

Proposition A. 2 For any function $\phi$ defined on $E$, the mapping

$$
\theta \mapsto \exp \left\{\frac{1}{2} \theta^{*} \Sigma^{-1} \theta\right\}\left\{\int_{E}|\phi(x)|^{2} \exp \left\{-\frac{1}{2}(x-\theta)^{*} \Sigma^{-1}(x-\theta)\right\} d x\right\}^{1 / 2},
$$

defined up to a multiplicative constant that does not depend on $\theta \in E$, is strongly log-convex.

Proof. For a given function $\phi$ defined on $E$, consider the two mappings

$$
v(\theta)=\exp \left\{\frac{1}{2} \theta^{*} \Sigma^{-1} \theta\right\}\left\{\int_{E}|\phi(x)|^{2} \exp \left\{-\frac{1}{2}(x-\theta)^{*} \Sigma^{-1}(x-\theta)\right\} d x\right\}^{1 / 2},
$$

and

$$
v_{\mathrm{int}}(\theta)=\int_{E}|\phi(x)|^{2} \exp \left\{-\frac{1}{2}(x-\theta)^{*} \Sigma^{-1}(x-\theta)\right\} d x
$$

The first two derivatives (Jacobian row vector and Hessian symmetric matrix) are defined as

$$
v_{\mathrm{int}}^{\prime}(\theta)=\int_{E}|\phi(x)|^{2}(x-\theta)^{*} \Sigma^{-1} \exp \left\{-\frac{1}{2}(x-\theta)^{*} \Sigma^{-1}(x-\theta)\right\} d x
$$

and

$$
\begin{aligned}
v_{\mathrm{int}}^{\prime \prime}(\theta) & =\int_{E}|\phi(x)|^{2}\left[\Sigma^{-1}(x-\theta)(x-\theta)^{*} \Sigma^{-1}-\Sigma^{-1}\right] \exp \left\{-\frac{1}{2}(x-\theta)^{*} \Sigma^{-1}(x-\theta)\right\} d x \\
& =\int_{E}|\phi(x)|^{2} \Sigma^{-1}(x-\theta)(x-\theta)^{*} \Sigma^{-1} \exp \left\{-\frac{1}{2}(x-\theta)^{*} \Sigma^{-1}(x-\theta)\right\} d x-\Sigma^{-1} v_{\mathrm{int}}(\theta)
\end{aligned}
$$

respectively. Therefore

$$
\left(\log v_{\text {int }}\right)^{\prime}(\theta)=\frac{v_{\text {int }}^{\prime}(\theta)}{v_{\text {int }}(\theta)}=\int_{E}(x-\theta)^{*} \Sigma^{-1} p(\theta, x) d x
$$

and

$$
\begin{aligned}
\left(\log v_{\text {int }}\right)^{\prime \prime}(\theta)= & \frac{v_{\text {int }}^{\prime \prime}(\theta)}{v_{\text {int }}(\theta)}-\left(\frac{v_{\text {int }}^{\prime}(\theta)}{v_{\text {int }}(\theta)}\right)^{*} \frac{v_{\text {int }}^{\prime}(\theta)}{v_{\text {int }}(\theta)} \\
= & \int_{E} \Sigma^{-1}(x-\theta)(x-\theta)^{*} \Sigma^{-1} p(\theta, x) d x \\
& \quad-\left[\int_{E} \Sigma^{-1}(x-\theta) p(\theta, x) d x\right]\left[\int_{E}(x-\theta)^{*} \Sigma^{-1} p(\theta, x) d x\right]-\Sigma^{-1},
\end{aligned}
$$

with the probability density

$$
p(\theta, x) \propto|\phi(x)|^{2} \exp \left\{-\frac{1}{2}(x-\theta)^{*} \Sigma^{-1}(x-\theta)\right\},
$$

parametrized by $\theta$ and known up to the normalizing constant $v_{\text {int }}(\theta)$, i.e.

$$
p(\theta, x)=\frac{|\phi(x)|^{2} \exp \left\{-\frac{1}{2}(x-\theta)^{*} \Sigma^{-1}(x-\theta)\right\}}{\int_{E}\left|\phi\left(x^{\prime}\right)\right|^{2} \exp \left\{-\frac{1}{2}\left(x^{\prime}-\theta\right)^{*} \Sigma^{-1}\left(x^{\prime}-\theta\right)\right\} d x^{\prime}} .
$$

It follows from the Cauchy-Schwartz inequality that

$$
\left(\log v_{\text {int }}\right)^{\prime \prime}(\theta) \geq-\Sigma^{-1} \quad \text { hence } \quad(\log v)^{\prime \prime}(\theta)=\Sigma^{-1}+\frac{1}{2}\left(\log v_{\text {int }}\right)^{\prime \prime}(\theta) \geq \frac{1}{2} \Sigma^{-1} \geq c I
$$

in the sense of symmetric matrices (here, the positive constant $c$ is half the smallest eigenvalue of the matrix $\Sigma^{-1}$, i.e. half the inverse of the largest eigenvalue $\sigma_{\max }$ of the covariance matrix $\Sigma$ ). The Hessian matrix $(\log v)^{\prime \prime}(\theta)$ is bounded from below by a definite positive matrix that does not depend on $\theta$, hence the mapping $\theta \mapsto v(\theta)$ is strongly log-convex, and this property holds uniformly no matter what the function $\phi$ appearing in the definition of $v(\theta)$ may be. Notice also that

$$
(\log v)^{\prime}(\theta)=\theta^{*} \Sigma^{-1}+\frac{1}{2}\left(\log v_{\mathrm{int}}\right)^{\prime}(\theta)=\frac{1}{2} \int_{E}(x+\theta)^{*} \Sigma^{-1} p(\theta, x) d x
$$

Lemma A. 3 If the function $\phi$ is bounded, then the mappings $v_{\mathrm{int}}(\theta)$ and $v_{\mathrm{int}}^{1 / 2}(\theta)$ are bounded and globally Lipschitz continuous.

Proof. Clearly

$$
0 \leq v_{\mathrm{int}}(\theta)=\int_{E}|\phi(x)|^{2} \exp \left\{-\frac{1}{2}(x-\theta)^{*} \Sigma^{-1}(x-\theta)\right\} \frac{d x}{\sqrt{\operatorname{det}(2 \pi \Sigma)}} \leq \sup _{x \in E}|\phi(x)|^{2}
$$

Recall that, keeping track of the normalizing constant

$$
v_{\mathrm{int}}^{\prime}(\theta)=\int_{E}|\phi(x)|^{2}(x-\theta)^{*} \Sigma^{-1} \exp \left\{-\frac{1}{2}(x-\theta)^{*} \Sigma^{-1}(x-\theta)\right\} \frac{d x}{\sqrt{\operatorname{det}(2 \pi \Sigma)}}
$$

hence

$$
\begin{aligned}
\left|v_{\mathrm{int}}^{\prime}(\theta)\right| & \leq \int_{E}|\phi(x)|^{2}\left|(x-\theta)^{*} \Sigma^{-1}\right| \exp \left\{-\frac{1}{2}(x-\theta)^{*} \Sigma^{-1}(x-\theta)\right\} \frac{d x}{\sqrt{\operatorname{det}(2 \pi \Sigma)}} \\
& \leq \sup _{x \in E}|\phi(x)|^{2} \int_{E}\left|u^{*} \Sigma^{-1}\right| \exp \left\{-\frac{1}{2} u^{*} \Sigma^{-1} u\right\} \frac{d u}{\sqrt{\operatorname{det}(2 \pi \Sigma)}}
\end{aligned}
$$

which shows the first statement. Using the Cauchy-Schwartz inequality yields

$$
\begin{aligned}
\left|v_{\mathrm{int}}^{\prime}(\theta)\right| \leq & \int_{E}|\phi(x)|^{2}\left|(x-\theta)^{*} \Sigma^{-1}\right| \exp \left\{-\frac{1}{2}(x-\theta)^{*} \Sigma^{-1}(x-\theta)\right\} \frac{d x}{\sqrt{\operatorname{det}(2 \pi \Sigma)}} \\
\leq & \left\{\int_{E}|\phi(x)|^{2} \exp \left\{-\frac{1}{2}(x-\theta)^{*} \Sigma^{-1}(x-\theta)\right\} \frac{d x}{\sqrt{\operatorname{det}(2 \pi \Sigma)}}\right\}^{1 / 2} \\
& \quad\left\{\int_{E}|\phi(x)|^{2}\left|(x-\theta)^{*} \Sigma^{-1}\right|^{2} \exp \left\{-\frac{1}{2}(x-\theta)^{*} \Sigma^{-1}(x-\theta)\right\} \frac{d x}{\sqrt{\operatorname{det}(2 \pi \Sigma)}}\right\}^{1 / 2} \\
\leq & v_{\mathrm{int}}^{1 / 2}(\theta) \sup _{x \in E}|\phi(x)|\left\{\int_{E}\left|u^{*} \Sigma^{-1}\right|^{2} \exp \left\{-\frac{1}{2} u^{*} \Sigma^{-1} u\right\} \frac{d u}{\sqrt{\operatorname{det}(2 \pi \Sigma)}}\right\}^{1 / 2}
\end{aligned}
$$

hence

$$
\left|\left(v_{\mathrm{int}}^{1 / 2}\right)^{\prime}(\theta)\right|=\frac{1}{2} \frac{\left|v_{\mathrm{int}}^{\prime}(\theta)\right|}{v_{\mathrm{int}}^{1 / 2}(\theta)} \leq \frac{1}{2} \sup _{x \in E}|\phi(x)|\left\{\int_{E}\left|u^{*} \Sigma^{-1}\right|^{2} \exp \left\{-\frac{1}{2} u^{*} \Sigma^{-1} u\right\} \frac{d u}{\sqrt{\operatorname{det}(2 \pi \Sigma)}}\right\}^{1 / 2}
$$

which shows the second statement.
Remark A. 4 Clearly, the mapping $\theta \mapsto \exp \left\{\frac{1}{2} \theta^{*} \Sigma^{-1} \theta\right\}$ is locally bounded and Lipschitz continuous, and it follows from Lemma A.3 that the mapping $v(\theta)=\exp \left\{\frac{1}{2} \theta^{*} \Sigma^{-1} \theta\right\} v_{\text {int }}^{1 / 2}(\theta)$ is locally Lipschitz continuous.

In many cases, the state variable $x$ has two components, say $x_{\mathrm{o}}$ and $x_{\mathrm{no}}$, and the function $\phi(x)=\phi\left(x_{\mathrm{o}}\right)$ depends on the component $x_{\mathrm{o}}$ only. In such a case, the minimization problem can be further simplified, i.e. its dimension can be reduced.

Proposition A. 5 Let

$$
x=\left(\begin{array}{c}
x_{\mathrm{o}} \\
\\
x_{\mathrm{no}}
\end{array}\right), \quad \theta=\binom{\theta_{\mathrm{o}}}{\theta_{\mathrm{no}}} \quad \text { and } \quad \Sigma=\left(\begin{array}{cc}
\Sigma_{\mathrm{o}} & \Sigma_{\mathrm{o}, \mathrm{no}} \\
\Sigma_{\mathrm{no}, \mathrm{o}} & \Sigma_{\mathrm{no}}
\end{array}\right)
$$

If the function $\phi(x)=\phi\left(x_{\mathrm{o}}\right)$ depends on the component $x_{\mathrm{o}}$ only, then the unique minimizer of

$$
v(\theta)=\exp \left\{\frac{1}{2} \theta^{*} \Sigma^{-1} \theta\right\}\left\{\int_{E}|\phi(x)|^{2} \exp \left\{-\frac{1}{2}(x-\theta)^{*} \Sigma^{-1}(x-\theta)\right\} d x\right\}^{1 / 2}
$$

takes the form $\theta^{\bullet \bullet}=\left(\theta_{\mathrm{o}}^{\bullet \bullet}, \theta_{\mathrm{no}}^{\bullet \bullet}\right)$ where $\theta_{\mathrm{o}}^{\bullet \bullet}$ denotes the unique minimizer of

$$
v_{\mathrm{o}}\left(\theta_{\mathrm{o}}\right)=\exp \left\{\frac{1}{2} \theta_{\mathrm{o}}^{*} \Sigma_{\mathrm{o}}^{-1} \theta_{\mathrm{o}}\right\}\left\{\int_{E_{\mathrm{o}}}\left|\phi\left(x_{\mathrm{o}}\right)\right|^{2} \exp \left\{-\frac{1}{2}\left(x_{\mathrm{o}}-\theta_{\mathrm{o}}\right)^{*} \Sigma_{\mathrm{o}}^{-1}\left(x_{\mathrm{o}}-\theta_{\mathrm{o}}\right)\right\} d x_{\mathrm{o}}\right\}^{1 / 2}
$$

and where $\theta_{\mathrm{no}}^{\bullet \bullet}=\Sigma_{\mathrm{no}, \mathrm{o}} \Sigma_{\mathrm{o}}^{-1} \theta_{\mathrm{o}}^{\bullet \bullet}$.

Proof. Clearly

$$
\begin{aligned}
& \int_{E}|\phi(x)|^{2} \exp \left\{-\frac{1}{2}(x-\theta)^{*} \Sigma^{-1}(x-\theta)\right\} d x \\
& \quad=\int_{E_{\mathrm{o}}}\left|\phi\left(x_{\mathrm{o}}\right)\right|^{2} \exp \left\{-\frac{1}{2}\left(x_{\mathrm{o}}-\theta_{\mathrm{o}}\right)^{*} \Sigma_{\mathrm{o}}^{-1}\left(x_{\mathrm{o}}-\theta_{\mathrm{o}}\right)\right\} d x_{\mathrm{o}}
\end{aligned}
$$

up to a multiplicative constant that does not depend on $\theta$, or keeping track of normalizing constants

$$
\begin{aligned}
& \int_{E}|\phi(x)|^{2} \exp \left\{-\frac{1}{2}(x-\theta)^{*} \Sigma^{-1}(x-\theta)\right\} \frac{d x}{\sqrt{\operatorname{det}(2 \pi \Sigma)}} \\
& \quad=\int_{E_{\mathrm{o}}}\left|\phi\left(x_{\mathrm{o}}\right)\right|^{2} \exp \left\{-\frac{1}{2}\left(x_{\mathrm{o}}-\theta_{\mathrm{o}}\right)^{*} \Sigma_{\mathrm{o}}^{-1}\left(x_{\mathrm{o}}-\theta_{\mathrm{o}}\right)\right\} \frac{d x_{\mathrm{o}}}{\sqrt{\operatorname{det}\left(2 \pi \Sigma_{\mathrm{o}}\right)}} .
\end{aligned}
$$

Introducing the Schur complement $\Delta=\Sigma_{\mathrm{no}}-\Sigma_{\mathrm{no}, \mathrm{o}} \Sigma_{\mathrm{o}}^{-1} \Sigma_{\mathrm{o}, \mathrm{no}}$ of the matrix $\Sigma_{\mathrm{o}}$ in the blockmatrix $\Sigma$, it holds

$$
\Sigma=\left(\begin{array}{cc}
\Sigma_{\mathrm{o}} & \Sigma_{\mathrm{o}, \mathrm{no}} \\
\Sigma_{\mathrm{no}, \mathrm{o}} & \Sigma_{\mathrm{no}}
\end{array}\right)=\left(\begin{array}{ll}
I & 0 \\
\Sigma_{\mathrm{no}, \mathrm{o}} \Sigma_{\mathrm{o}}^{-1} & I
\end{array}\right)\left(\begin{array}{ll}
\Sigma_{\mathrm{o}} & 0 \\
0 & \Delta
\end{array}\right)\left(\begin{array}{rr}
I & \Sigma_{\mathrm{o}}^{-1} \Sigma_{\mathrm{o}, \mathrm{no}} \\
0 & I
\end{array}\right),
$$

hence

$$
\Sigma^{-1}=\left(\begin{array}{rr}
I & -\Sigma_{\mathrm{o}}^{-1} \Sigma_{\mathrm{o}, \mathrm{no}} \\
0 & I
\end{array}\right)\left(\begin{array}{lr}
\Sigma_{\mathrm{o}}^{-1} & 0 \\
0 & \Delta^{-1}
\end{array}\right)\left(\begin{array}{ll}
I & 0 \\
-\Sigma_{\mathrm{no}, \mathrm{o}} \Sigma_{\mathrm{o}}^{-1} & I
\end{array}\right),
$$

and

$$
\begin{aligned}
\theta^{*} \Sigma^{-1} \theta=\left(\theta_{\mathrm{no}}\right. & \left.-\Sigma_{\mathrm{no}, \mathrm{o}} \Sigma_{\mathrm{o}}^{-1} \theta_{\mathrm{o}}\right)^{*}\left(\Sigma_{\mathrm{no}}-\Sigma_{\mathrm{no}, \mathrm{o}} \Sigma_{\mathrm{o}}^{-1} \Sigma_{\mathrm{o}, \mathrm{no}}\right)^{-1}\left(\theta_{\mathrm{no}}-\Sigma_{\mathrm{no}, \mathrm{o}} \Sigma_{\mathrm{o}}^{-1} \theta_{\mathrm{o}}\right) \\
& +\theta_{\mathrm{o}}^{*} \Sigma_{\mathrm{o}}^{-1} \theta_{\mathrm{o}} .
\end{aligned}
$$

Therefore

$$
\begin{aligned}
v(\theta)= & \exp \left\{\frac{1}{2} \theta^{*} \Sigma^{-1} \theta\right\}\left\{\int_{E}|\phi(x)|^{2} \exp \left\{-\frac{1}{2}(x-\theta)^{*} \Sigma^{-1}(x-\theta)\right\} d x\right\}^{1 / 2} \\
= & \exp \left\{\frac{1}{2}\left(\theta_{\mathrm{no}}-\Sigma_{\mathrm{no}, \mathrm{o}} \Sigma_{\mathrm{o}}^{-1} \theta_{\mathrm{o}}\right)^{*}\left(\Sigma_{\mathrm{no}}-\Sigma_{\mathrm{no}, \mathrm{o}} \Sigma_{\mathrm{o}}^{-1} \Sigma_{\mathrm{o}, \mathrm{no}}\right)^{-1}\left(\theta_{\mathrm{no}}-\Sigma_{\mathrm{no}, \mathrm{o}} \Sigma_{\mathrm{o}}^{-1} \theta_{\mathrm{o}}\right)\right\} \\
& \quad \exp \left\{\frac{1}{2} \theta_{\mathrm{o}}^{*} \Sigma_{\mathrm{o}}^{-1} \theta_{\mathrm{o}}\right\}\left\{\int_{E_{\mathrm{o}}}\left|\phi\left(x_{\mathrm{o}}\right)\right|^{2} \exp \left\{-\frac{1}{2}\left(x_{\mathrm{o}}-\theta_{\mathrm{o}}\right)^{*} \Sigma_{\mathrm{o}}^{-1}\left(x_{\mathrm{o}}-\theta_{\mathrm{o}}\right)\right\} d x_{\mathrm{o}}\right\}^{1 / 2} \\
= & \exp \left\{\frac{1}{2}\left(\theta_{\mathrm{no}}-\Sigma_{\mathrm{no}, \mathrm{o}} \Sigma_{\mathrm{o}}^{-1} \theta_{\mathrm{o}}\right)^{*}\left(\Sigma_{\mathrm{no}}-\Sigma_{\mathrm{no}, \mathrm{o}} \Sigma_{\mathrm{o}}^{-1} \Sigma_{\mathrm{o}, \mathrm{no}}\right)^{-1}\left(\theta_{\mathrm{no}}-\Sigma_{\mathrm{no}, \mathrm{o}} \Sigma_{\mathrm{o}}^{-1} \theta_{\mathrm{o}}\right)\right\} v_{\mathrm{o}}\left(\theta_{\mathrm{o}}\right),
\end{aligned}
$$

where

$$
v_{\mathrm{o}}\left(\theta_{\mathrm{o}}\right)=\exp \left\{\frac{1}{2} \theta_{\mathrm{o}}^{*} \Sigma_{\mathrm{o}}^{-1} \theta_{\mathrm{o}}\right\}\left\{\int_{E_{\mathrm{o}}}\left|\phi\left(x_{\mathrm{o}}\right)\right|^{2} \exp \left\{-\frac{1}{2}\left(x_{\mathrm{o}}-\theta_{\mathrm{o}}\right)^{*} \Sigma_{\mathrm{o}}^{-1}\left(x_{\mathrm{o}}-\theta_{\mathrm{o}}\right)\right\} d x_{\mathrm{o}}\right\}^{1 / 2},
$$

up to a multiplicative constant that does not depend on $\theta$. Clearly, the unique minimizer of $v(\theta)$ takes the form $\theta^{\bullet \bullet}=\left(\theta_{\mathrm{o}}^{\bullet \bullet}, \theta_{\mathrm{no}}^{\bullet \bullet}\right)$ where $\theta_{\mathrm{o}}^{\bullet \bullet}$ denotes the unique minimizer of $v_{\mathrm{o}}\left(\theta_{\mathrm{o}}\right)$ and where $\theta_{\mathrm{no}}^{\bullet \bullet}=\Sigma_{\mathrm{no}, \mathrm{o}} \Sigma_{\mathrm{o}}^{-1} \theta_{\mathrm{o}}^{\bullet \bullet}$.
Finding the unique minimizer of the strongly convex mapping $\theta \mapsto \log v(\theta)$ is routinely transformed into finding the unique zero of the mapping $\theta \mapsto(\log v)^{\prime}(\theta)$, and this can be achieved using a stochastic approximation algorithm. Indeed, recall that

$$
(\log v)^{\prime}(\theta)=\frac{1}{2} \int_{E}(x+\theta)^{*} \Sigma^{-1} p(\theta, x) d x
$$

hence the (column vector) gradient has the following integral expression

$$
\nabla(\log v)(\theta)=\frac{1}{2} \Sigma^{-1} \int_{E}(x+\theta) p(\theta, x) d x
$$

with the probability density

$$
p(\theta, x) \propto|\phi(x)|^{2} \exp \left\{-\frac{1}{2}(x-\theta)^{*} \Sigma^{-1}(x-\theta)\right\},
$$

parametrized by $\theta$ and known up to the (usually untractable) normalizing constant

$$
v_{\mathrm{int}}(\theta)=\int_{E}|\phi(x)|^{2} \exp \left\{-\frac{1}{2}(x-\theta)^{*} \Sigma^{-1}(x-\theta)\right\} d x .
$$

An iteration of the stochastic gradient algorithm would take the form

$$
\theta_{n+1}=\theta_{n}-\gamma_{n} H_{n},
$$

where $H_{n}$ is some random possibly biased approximation of the gradient $\nabla(\log v)\left(\theta_{n}\right)$. This class of stochastic approximation algorithms is studied in Appendix B.

## B Stochastic approximation

To summarize the situation, here are some features of the minimization problem presented at the end of Appendix A

- the objective function $\ell(\theta)$ is strongly convex (hence it has a unique minimizer $\theta_{\text {opt }}$ ), but is does not have an integral expression,
- its gradient does have an integral expression of the form

$$
\nabla \ell(\theta)=\int_{E} H(\theta, x) p(\theta, x) d x
$$

- the probability density $p(\theta, x)=\pi(\theta, x) / Z(\theta)$ depends on the parameter $\theta$, and it is known up to some untractable normalizing constant

$$
Z(\theta)=\int_{E} \pi(\theta, x) d x
$$

Indeed, the connection with the minimization problem presented at the end of Appendix $A$ is made through the following identification

$$
\begin{gathered}
\ell(\theta)=\log v(\theta), \quad H(x, \theta)=\frac{1}{2} \Sigma^{-1}(x+\theta), \\
\pi(\theta, x)=|\phi(x)|^{2} \exp \left\{-\frac{1}{2}(x-\theta)^{*} \Sigma^{-1}(x-\theta)\right\} \quad \text { and } \quad Z(\theta)=v_{\text {int }}(\theta) .
\end{gathered}
$$

The key step in a stochastic gradient algorithm for this minimization problem is to provide at each iteration of the algorithm an approximation of the gradient $\nabla \ell\left(\theta_{n}\right)$ by some random variable $H_{n}$, for instance

A if an oracle is available, or if it is possible to sample directly from the current probability density $p\left(\theta_{n}, x\right)$, e.g. using an accept/reject method, then set

$$
H_{n}=\frac{1}{N_{n}} \sum_{j=1}^{N_{n}} H\left(\theta_{n}, X_{j}\right),
$$

an unbiased estimator of $\nabla \ell\left(\theta_{n}\right)$, where $\left(X_{1}, \cdots, X_{N_{n}}\right)$ are i.i.d. random variables with common probability density $p\left(\theta_{n}, x\right)$,

B if it is not possible to sample directly from the current probability density $p\left(\theta_{n}, x\right)$, but it is possible to sample from a dominating probability density $\rho\left(\theta_{n}, x\right)$, then introduce the ratio

$$
w\left(\theta_{n}, x\right)=\frac{\pi\left(\theta_{n}, x\right)}{\rho\left(\theta_{n}, x\right)} \quad \text { for any } x \in E
$$

and set

$$
H_{n}=\frac{\sum_{j=1}^{N_{n}} H\left(\theta_{n}, X_{j}\right) w\left(\theta_{n}, X_{j}\right)}{\sum_{j=1}^{N_{n}} w\left(\theta_{n}, X_{j}\right)} \quad \text { and } \quad Z_{n}=\frac{1}{N_{n}} \sum_{j=1}^{N_{n}} w\left(\theta_{n}, X_{j}\right),
$$

a biased estimator of $\nabla \ell\left(\theta_{n}\right)$ and an unbiased estimator of $Z\left(\theta_{n}\right)$ respectively, where $\left(X_{1}, \cdots, X_{N_{n}}\right)$ are i.i.d. random variables with common probability density $\rho\left(\theta_{n}, x\right)$,

C alternatively, if it is not possible to sample directly from the current probability density $p\left(\theta_{n}, x\right)$, but it is possible to sample from a probability transition density $M_{n}\left(x, x^{\prime}\right)$ that admits the current probability density $p\left(\theta_{n}, x\right)$ as its unique invariant density, e.g. using a Metropolis-Hastings algorithm, then set

$$
H_{n}=\frac{1}{N_{n}} \sum_{j=1}^{N_{n}} H\left(\theta_{n}, X_{j}\right),
$$

a biased estimator of $\nabla \ell\left(\theta_{n}\right)$, where $\left(X_{1}, \cdots, X_{N_{n}}\right)$ is a Markov chain with some initial probability density and with probability transition density $M_{n}\left(x, x^{\prime}\right)$.

Nemirovskii et al. [2] considers the case A, Atchadé et al. [1] considers the case C, while the focus here is on the case B. The estimator is updated as

$$
\theta_{n+1}=\theta_{n}-\gamma_{n} H_{n},
$$

hence the design parameters are the gain sequence $\left\{\gamma_{n}\right\}$ and the Monte Carlo batch-size sequence $\left\{N_{n}\right\}$. Write

$$
H_{n}=\nabla \ell\left(\theta_{n}\right)+\varepsilon_{n},
$$

where $\varepsilon_{n}$ denotes the approximation error, and let

$$
B_{n}=\mathbb{E}\left[\varepsilon_{n} \mid \mathcal{F}_{n}\right] \quad \text { and } \quad M_{n}=\mathbb{E}\left[\left|\varepsilon_{n}\right|^{2} \mid \mathcal{F}_{n}\right],
$$

denote the conditional bias and the conditional mean-square error, respectively. If importance sampling (case B) is used, then both the bias $B_{n}$ and the mean-square error $M_{n}$ are of order $O\left(1 / N_{n}\right)$.

Bound on the gradient approximation Clearly

$$
\left|H_{n}\right|^{2}=\left|\nabla \ell\left(\theta_{n}\right)\right|^{2}+2 \varepsilon_{n}^{*} \nabla \ell\left(\theta_{n}\right)+\left|\varepsilon_{n}\right|^{2} .
$$

If the approximation error is unbiased, i.e. if $\mathbb{E}\left[\varepsilon_{n} \mid \mathcal{F}_{n}\right]=0$, then

$$
\mathbb{E}\left[\left|H_{n}\right|^{2} \mid \mathcal{F}_{n}\right]=\left|\nabla \ell\left(\theta_{n}\right)\right|^{2}+M_{n},
$$

hence

$$
\mathbb{E}\left|H_{n}\right|^{2}=\mathbb{E}\left|\nabla \ell\left(\theta_{n}\right)\right|^{2}+\mathbb{E}\left[M_{n}\right] .
$$

Otherwise, if the approximation error is biased, then using the Young inequality yields

$$
\begin{aligned}
\mathbb{E}\left[\left|H_{n}\right|^{2} \mid \mathcal{F}_{n}\right] & =\left|\nabla \ell\left(\theta_{n}\right)\right|^{2}+2 B_{n}^{*} \nabla \ell\left(\theta_{n}\right)+M_{n} \\
& \leq(1+A)\left|\nabla \ell\left(\theta_{n}\right)\right|^{2}+\frac{\left|B_{n}\right|^{2}}{A}+M_{n},
\end{aligned}
$$

hence

$$
\mathbb{E}\left|H_{n}\right|^{2} \leq(1+A) \mathbb{E}\left|\nabla \ell\left(\theta_{n}\right)\right|^{2}+\frac{\mathbb{E}\left|B_{n}\right|^{2}}{A}+\mathbb{E}\left[M_{n}\right] .
$$

and taking $A=a / N_{n}$ yields

$$
\mathbb{E}\left|H_{n}\right|^{2} \leq\left(1+\frac{a}{N_{n}}\right) \mathbb{E}\left|\nabla \ell\left(\theta_{n}\right)\right|^{2}+N_{n} \frac{\mathbb{E}\left|B_{n}\right|^{2}}{a}+\mathbb{E}\left[M_{n}\right] .
$$

Approximation of the minimizer Clearly

$$
\theta_{n+1}-\theta_{\text {opt }}=\theta_{n}-\theta_{\text {opt }}-\gamma_{n} H_{n} \quad \text { with } \quad H_{n}=\nabla \ell\left(\theta_{n}\right)+\varepsilon_{n},
$$

and strong convexity, see Nesterov [3, Theorem 2.1.9], yields

$$
\left(\theta_{n}-\theta_{\mathrm{opt}}\right)^{*} \nabla \ell\left(\theta_{n}\right)=\left(\theta_{n}-\theta_{\mathrm{opt}}\right)^{*}\left(\nabla \ell\left(\theta_{n}\right)-\nabla \ell\left(\theta_{\mathrm{opt}}\right)\right) \geq c\left|\theta_{n}-\theta_{\mathrm{opt}}\right|^{2},
$$

hence

$$
\begin{aligned}
\left|\theta_{n+1}-\theta_{\mathrm{opt}}\right|^{2}= & \left|\theta_{n}-\theta_{\mathrm{opt}}\right|^{2}-2 \gamma_{n}\left(\theta_{n}-\theta_{\mathrm{opt}}\right)^{*} \nabla \ell\left(\theta_{n}\right) \\
& -2 \gamma_{n}\left(\theta_{n}-\theta_{\mathrm{opt}}\right)^{*} \varepsilon_{n}+\gamma_{n}^{2}\left|H_{n}\right|^{2} \\
\leq & \left(1-2 \gamma_{n} c\right)\left|\theta_{n}-\theta_{\mathrm{opt}}\right|^{2}-2 \gamma_{n}\left(\theta_{n}-\theta_{\mathrm{opt}}\right)^{*} \varepsilon_{n}+\gamma_{n}^{2}\left|H_{n}\right|^{2} .
\end{aligned}
$$

If the approximation error is unbiased, i.e. if $\mathbb{E}\left[\varepsilon_{n} \mid \mathcal{F}_{n}\right]=0$, then

$$
\mathbb{E}\left[\left|\theta_{n+1}-\theta_{\text {opt }}\right|^{2} \mid \mathcal{F}_{n}\right] \leq\left(1-2 \gamma_{n} c\right)\left|\theta_{n}-\theta_{\text {opt }}\right|^{2}+\gamma_{n}^{2} \mathbb{E}\left[\left|H_{n}\right|^{2} \mid \mathcal{F}_{n}\right],
$$

hence

$$
\mathbb{E}\left|\theta_{n+1}-\theta_{\text {opt }}\right|^{2} \leq\left(1-2 \gamma_{n} c\right) \mathbb{E}\left|\theta_{n}-\theta_{\text {opt }}\right|^{2}+\gamma_{n}^{2} \mathbb{E}\left|H_{n}\right|^{2}
$$

This is equation (2.8) in Nemirovskii et al. [2]. Otherwise, if the approximation error is biased, then using the Young inequality yields

$$
\begin{aligned}
\mathbb{E}\left[\left|\theta_{n+1}-\theta_{\mathrm{opt}}\right|^{2} \mid \mathcal{F}_{n}\right] \leq & \left(1-2 c \gamma_{n}\right)\left|\theta_{n}-\theta_{\mathrm{opt}}\right|^{2} \\
& -2 \gamma_{n}\left(\theta_{n}-\theta_{\mathrm{opt}}\right)^{*} B_{n}+\gamma_{n}^{2} \mathbb{E}\left[\left|H_{n}\right|^{2} \mid \mathcal{F}_{n}\right] \\
\leq & \left(1-(2 c-A) \gamma_{n}\right)\left|\theta_{n}-\theta_{\mathrm{opt}}\right|^{2} \\
& \quad+\gamma_{n} \frac{\left|B_{n}\right|^{2}}{A}+\gamma_{n}^{2} \mathbb{E}\left[\left|H_{n}\right|^{2} \mid \mathcal{F}_{n}\right]
\end{aligned}
$$

and taking $A=c$ yields

$$
\mathbb{E}\left|\theta_{n+1}-\theta_{\text {opt }}\right|^{2} \leq\left(1-\gamma_{n} c\right) \mathbb{E}\left|\theta_{n}-\theta_{\text {opt }}\right|^{2}+\gamma_{n} \frac{\mathbb{E}\left|B_{n}\right|^{2}}{c}+\gamma_{n}^{2} \mathbb{E}\left|H_{n}\right|^{2} .
$$

Approximation of the minimum value It would be possible, following Nemirovskii et al. [2] or Atchade at al. [1], to get bounds for the approximation of the minimum value of the mapping $\ell(\theta)=\log v(\theta)$, i.e. to bound the approximation error $\ell\left(\theta_{n}\right)-\ell\left(\theta_{\text {opt }}\right)$. However, it would still remain to explain how to compute $\ell\left(\theta_{n}\right)$ in practice, and besides, recall that the ultimate objective here is to get bounds for the approximation of the minimum value of the mapping $v(\theta)=\exp \left\{\theta^{*} \Sigma^{-1} \theta\right\} v_{\text {int }}^{1 / 2}(\theta)$. Clearly

$$
\exp \left\{\frac{1}{2} \theta_{n}^{*} \Sigma^{-1} \theta_{n}\right\} Z_{n}^{1 / 2}-v\left(\theta_{\text {opt }}\right)=\exp \left\{\frac{1}{2} \theta_{n}^{*} \Sigma^{-1} \theta_{n}\right\}\left(Z_{n}^{1 / 2}-v_{\mathrm{int}}^{1 / 2}\left(\theta_{n}\right)\right)+v\left(\theta_{n}\right)-v\left(\theta_{\mathrm{opt}}\right),
$$

and using the bound $(\sqrt{z}-\sqrt{v})^{2} \leq|z-v|$ yields

$$
\begin{aligned}
\left|\exp \left\{\frac{1}{2} \theta_{n}^{*} \Sigma^{-1} \theta_{n}\right\} Z_{n}^{1 / 2}-v\left(\theta_{\text {opt }}\right)\right|^{2} & \leq 2 \exp \left\{\theta_{n}^{*} \Sigma^{-1} \theta_{n}\right\}\left|Z_{n}^{1 / 2}-v_{\text {int }}^{1 / 2}\left(\theta_{n}\right)\right|^{2}+2\left|v\left(\theta_{n}\right)-v\left(\theta_{\mathrm{opt}}\right)\right|^{2} \\
& \leq 2 K^{2}\left|Z_{n}-v_{\text {int }}\left(\theta_{n}\right)\right|+2 L^{2}\left|\theta_{n}-\theta_{\text {opt }}\right|^{2},
\end{aligned}
$$

hence

$$
\mathbb{E}\left|\exp \left\{\frac{1}{2} \theta_{n}^{*} \Sigma^{-1} \theta_{n}\right\} Z_{n}^{1 / 2}-v\left(\theta_{\text {opt }}\right)\right|^{2} \leq 2 K^{2}\left\{\mathbb{E}\left|Z_{n}-v_{\text {int }}\left(\theta_{n}\right)\right|^{2}\right\}^{1 / 2}+L^{2} \mathbb{E}\left|\theta_{n}-\theta_{\text {opt }}\right|^{2} .
$$

