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Abstract

This work introduces a new class of particle filters, that include an auxiliary Markov
transition in their design. Actually, it was motivated by potential application to multitarget
tracking, but the solution provided may be of practical interest elsewhere.

This work also shows how to include a crossover step in sequential Monte Carlo meth-
ods. It is well known that sequential Monte Carlo methods can be interpreted in terms of
implementing selection and mutation steps, using the language of evolutionary algorithms.
However, most general evolutionary algorithms also include a crossover step that has not
been considered so far in sequential Monte Carlo methods.

A prototypical situation where crossover is needed, or at least could be useful, is multi-
target tracking. In multitarget tracking, it may happen that some targets in a multitarget
particle are good proxies, but are not going to be selected just because the other targets in
the same multitarget particle are bad proxies. This is unfair, and a better design would be
to produce shuffled multitarget particles such that the particle for each different target can
be replicated from a different multitarget particle.

An efficient solution has been proposed in the literature under a posterior independence
assumption that unfortunately is almost never met in practical situations. This work provides
another solution that does not rely on the posterior independence assumption and that is
based on introducing an auxiliary Markov transition in the design. This approach can be
seen as an extension of the auxiliary particle filter, and may be of independent interest,
outside the application to crossover and to multitarget tracking. Optimization of the design
parameters is also addressed.

Keywords: Bayesian filtering, particle filtering, mutation/selection/crossover, optimal design,
convex optimization, stochastic approximation

1 Introduction

To fix ideas, consider a hidden Markov model, i.e. a hidden (not observed) Markov chain { X}
with model transition kernel

Qk(l’,dl’l) = P[Xk € dIL‘/ | Xk:—l = x] )



and an observation sequence {Y}} related to hidden states, e.g.
Yi=he(Xp) + Vi with  Vi~g) (v)dv,
which defines a likelihood function
ge(@') = @ (Vi — hy(2")) |

up to a normalizing constant. The solution to the Bayesian or MMSE estimation relies on the
Bayesian filter
,uk(da:’) = P[Xk € da’ ’ Yo Yk] s

i.e. on the conditionnal distribution of the current state X}, given past observations (Yp, -, Y%).
The Bayesian filter satisfies a simple recurrent equation

prediction correction
Hk—1 M = pe—1 Qk Pk = Gk - Mk

where the predictor
() = s Qulde') = [ i1 (de) Qula, ')
E

is obtained by acting the transition kernel Q(z,dz’) on the filter pp_1(dz), and the filter

pu(da’) = (gr - i) (dz’) oc gp(a”) ne(da’)

is obtained by applying the Bayes rule with the predictor 7 (dz’) and the likelihood function
gr(2"). The idea behind particle filtering, or sequential Monte Carlo methods, is to look for an
approximation of the Bayesian filter as a weighted empirical probability distribution

N N
MkzMéV:szé&i with Zwi.:l,
i=1 i=1

associated with a population of N particles characterized by their positions ({,1, ‘e ,5,53\7 ) in E,
and their non-negative normalized weights (wy, - - ,w,]cv ). Plugging the particle approximation
N
N i
1= W1 Opi
Hi—1 ; k-1 g

in the recurrent equation, one obtains the finite mixture

N
a1 Qu(da’) = wj_y Qu(&_y,da’)

i=1

as an approximation of the predictor ny = ur_1 Qk, and the probability distribution (up to a
normalizing constant)

N
gk(x,) sz;—l Qk(élﬁ;—hdxl) 9
i=1



as an approximation of the filter uiy = gr - . To further approximate the ’target’ probability
distribution

N N

ge(@) > wiy Qe(€h_y,da’)  with > wh o, =1,
=1 =1

g(a") n(dz")

seen as a Boltzmann—Gibbs probability distribution, where n(dz’) is a mixture probability dis-
tribution, the simplest importance sampling approximation is obtained as

N
:u]kv = Z wj, 5£i )
=1 k

where independently for any ¢ = 1,---, N the i—th particle §,i is sampled from n(dz’) and is
assigned a weight wj, using g(2'). This is just a possible approximation, and it is well known that
most sequential Monte Carlo methods exhibit a similar pattern and can be interpreted in terms
of implementing selection and mutation steps, using the language of evolutionary algorithms.
However, most general evolutionary algorithms also include a crossover step that is not present
in sequential Monte Carlo methods. It is the objective of this work to make it possible to include
a crossover step in sequential Monte Carlo methods.

A prototypical situation where crossover is needed, or at least could be useful, is multitarget
tracking. In multitarget tracking, many particle approximations are available to sample from
the filtering probability distribution, with the effect that a new multitarget particle is obtained
by replicating globally an existing multitarget particle, i.e. in the new multitarget particle, the
particle for each different target is replicated from the same multitarget particle. However, it may
happen that a multitarget particle provides a good proxy for some targets and a bad proxy for
the other targets, i.e. it may happen that some targets in a multitarget particle are good proxies,
but are not going to be selected just because the other targets in the same multitarget particle
are bad proxies. In other words, a multitarget particle is likely to be selected only if jointly
all the targets deserve to be selected. This is unfair, and a better design would be to produce
shuffled multitarget particles such that the particle for each different target can be replicated
from a different multitarget particle. An efficient solution has been proposed by Ubéda—Medina
et al. [5] under a posterior independence assumption, see Yi et al. [6], that unfortunately is almost
never met in practical situations. The objective of this work is to propose another solution that
does not rely on the posterior independence assumption and that is based on introducing an
auxiliary Markov transition. This approach can be seen as an extension of the auxiliary particle
filter, see Pitt and Shephard [4], and may be of independent interest, outside the application to
crossover and to multitarget tracking.

This paper contains several sections, with many repetitions between the first four sections.
Section [2] reviews the auxiliary particle filter. The next two sections, Section [3] and Section []
consider the effect of adding a Markov transition in the design, using an auxiliary transition
matrix and an auxiliary transition kernel, respectively. Section [5| uses this additional degree of
freedom so as to introduce crossover between particles in association with a given partition of
the state vector. Each of these four sections is organized along the same lines

e interpret the target probability distribution as the marginal of another probability distri-
bution defined on a suitable augmented state space,



e design a class of particle filters on the augmented state space, based on a suitable impor-
tance decomposition and on the importance sampling principle,

e check that the more general class of particle filters contains known (and less general) classes
of particle filters as special cases, i.e. generalization holds,

e check that the particle approximation of the normalization constant is an unbiased estima-
tor, provide an expression of the variance of the approximation, characterize the optimum
design parameters, and evaluate the associated minimum variance.

The last two sections, Section [6] and Section [7], consider two special cases where optimization of
the design parameters is made simple, if not explicit, and the existence of a unique minimizer
can be proved.

2 Basics on the auxiliary particle filter

Consider the probability distribution

N N
pu(dz") o< gg (') Zw2—1 Qk(fli—pdiﬂl) with Zwiq =1,
i=1 =1

g(x") n(dx’)

defined on E, seen as a Boltzmann—Gibbs probability distribution, where n(dz’) is a mixture
probability distribution, and its importance sampling approximation

N
N 7
= wy 6.
a Zi_lkfz

where independently for any ¢ = 1,--- , N the i—th particle fl’ﬂ is sampled from 7(dz’) and is
assigned a weight w}, using g(z'). In practice, independently for any i =1, ,N

e the index a! is sampled from the probability vector (wj ;- ,wi ),
then, setting a = afC

e the particle 5,2 is sampled from the probability distribution Qx(&f_,, dz’),
e and it receives the weight w} o g(£}), i.e.
w}, o< gr (&) -

The idea behind auxiliary particle filtering is to see u(dz’) as the marginal probability distribu-
tion on E of the joint probability distribution

P (dz') oc gi(a) wii_y Qu(&k—y,da’) |



defined on the augmented space {1,--- , N} x E. Indeed, summation with respect to the index
a€c{l,---,N} yields

N
gr@’) S wh ) QuEl . do’) = g(a') n(de’) (1)
a=1

an identity for unnormalized distributions, that carries over to normalized probability distribu-

tions. Introducing the auxiliary probability vector (AL, ---,AN.), the components of which

are known as the auziliary weights, makes it possible to define the importance decomposition

a / / “’%71 a a /
/Laux(dl‘ ) X gk(x ) o )‘aux Qk(gk—lv dx ) ) (2)
aux
Jarux (') Mo (d2”)

the Monte Carlo approximation for the predictor

N N
1 1 i .
nglx = N E 5(@2 é‘]lf) hence <77é\{1xa9aux> = N E Qgﬁx(&i) ’
i=1 ’ i=1

and the importance sampling approximation for the filter

N N
N i . . N i
= w0, i i and its marginal = wy 0.
Haux ; k (at, &8) g K Z; k &

where independently for any i = 1,---, N the i-th particle (a},&}) is sampled from 72, (dz’)
and is assigned a weight w/,ic using g% (2'). In practice, independently for any i = 1,--- | N

..,)\N ),

e the index a, is sampled from the auxiliary probability vector (A} X

aux’
then, setting a = aj,

e the particle §,i is sampled from the probability distribution Qx(&f_,, dz’),

e and it receives the weight wi o g%, (£8), i.e.

a
Wy

A

aux

wj, < gr(&k)

see Algorithm

This class of particle filters depends upon N —1 design parameters, that are the components of the
auxiliary probability vector Aaux (a probability vector of dimension N') subject to normalization
constraint. This class of particle filters contains the class of ordinary particle filters as a special
case. Indeed, if A%, = w{_, for any a € {1,--- , N}, then the resulting particle filter reduces to
the ordinary (non auxiliary) particle filter.

Recall the particle approximation

N
1 i )
<77é\{1x’gaux> = N E ggﬁx(fi) .
=1



Algorithm 1: Particle filter with auxiliary weights

iHPUt : Aauux> (é.li_p e afl]gv_l)v (wllg_p e aw]]gv_l)a Yk
OUtPUt: (5]%) e 76]{’\[)) (w]iv o aw]]gv)

fori=1---N do

Sample the auxiliary variable

Sample a from the auxiliary probability vector Aaux = (Mlys =+ 5 AN L)

Propagate the state vector

Sample & ~ Qr(£8_,dz’)
Evaluate the unnormalized weight

) o w?
Set wi, = gp(&l) ~=L

)‘gux
end
Normalize the weights

for the normalizing constant (faux, gaux), Where the random variables (aj,&;) for i = 1,--- , N
are i.i.d. with common probability distribution 75, (dz’), hence

E[<"7;]1\1[1x>gaux>] = <"7aux>gaux> s

i.e. the approximation is unbiased, and

N E’<77;]1\{1X79aux> - <nauxagaux>‘2 = Var(gau)u naux) = <77auxyg§ux> - <77aux7 gaux>2

Remark 2.1 Using the identity and the importance decomposition yields

N
;/E‘gaux(x )naux(dx) = g(l’ )n(da:) ,

an identity for unnormalized distributions, that implies identity for normalizing constants. In-
deed, integration of both sides with respect to the variable 2’ € E shows that the normalizing
constant (Naux, gaux) associated with the importance decomposition coincides with the nor-
malizing constant (1, g).

Remark 2.2 Actually, <77£1\1[1x> Jaux) provides also an unbiased approximation of the normalizing
constant (7, g), and the variance of the approximation error satisfies

N E’<77g4xugaux> - <7779>‘2 = <77aux)g§ux> - <777g>2 ’

hence minimizing this expression w.r.t. the auxiliary weights, reduces to minimizing (Nausx, g2y
w.r.t. the auxiliary weights. Clearly, the minimum value is smaller than the value obtained for
any choice of the auxiliary weights, and in particular is smaller than the valued obtained for the
special choice corresponding to the ordinary (non auxiliary) particle filter, hence

min (naux,ggux) < <77,gz> and min var(gaux, Naux) < var(g,n) .

aux Aaux



Lemma 2.3 Let x = (x1,--- ,2N) be a non—zero vector of nonnegative real numbers. Minimiz-

ing the expression
N 2
>
>
a1 Pa

over all probability vectors p = (p1,--- ,pNn) has a unique solution p proportional to z, and the
minimum value is
N 1:2 N
min Z—“ = [Z:ca]2 .
P = Pa —
a=1 a=1

PROOF. The problem is reformulated as a constrained optimization problem
a2
min

N
— subject to Zpa =1,
P1; PN DPa
a=1 a=1

the Lagrange multiplier p is introduced and the Lagrangian

N

Z,U2 N
Dot (Y pa—1),
Pa |

is considered. First order optimality condition yields

x
(%2 4+ u=0  hence p,=cx,,
Pa
for any a € {1,---, N}. The constant ¢ must be such that the constraint is satisfied, i.e.
opt __ Zq
a - N ’
D
b=1

for any a € {1,--- , N}. Plugging this expression yields

N (L’2 N {L’2 N x2 N N
min Yo SE =N SE =[S Y m] = [y w0
p a—1 DPa azlpa a=1 "9 =1 a—1
Let
wo = { [ lon@) Qulet 1. e} 3)

The optimal design, that minimizes the variance of (n¥., gaux) seen as an unbiased approxima-
tion of the normalizing constant (1, g), is defined as follows.

Proposition 2.4 For any a € {1--- N}, the optimal choice for the auziliary weight is
/\gpt X WE_q Ug

and the minimum value s

N
&nin <77auX7gzux> = [Zwlaﬁfl ua]z .
a=1

aux

7



PROOF. The variance of the approximation error is controlled by

N
(o 2) = > /E 08 ()2 1o (d2”)
a=1

_ Z / ) s o Qule )

aux

al lw 1|2

=Y [P Qo)
a=1 aux E
N 2

o ‘wzfﬂ |U ‘2

- a
a=1 )‘gux ’

and the result follows from Lemma 2.3 O

Remark 2.5 It follows from from the Cauchy—-Schwartz inequality that

N N
D> wh o ual® <Y wiy fudl
a=1 a=1

and note that

N N
S wfy =3 wp / k()2 Qu(€fy, da’) = (n,6°) .
a=1 a=1 E

In other words, the optimal design for the auxiliary particle filter improves the performance
(reduces the variance) over the classical particle filter.

Under the optimal design, independently for any i € {1,--- , N}
e the index a} is sampled from the optimal probability vector ()\})pt, e ,)\é\;t),
then, setting a = aj,

e the particle &} is sampled from the probability distribution Qg (¢ ,,dz’),
e and it receives the weight w! o Gopt (&), ie
wy_y 1

wk X gk(sz) )\ai uf Qk(flic) s
opt a

see Algorithm
To implement this optimal design, the challenge is to compute
o = ([ lon(a!) Quet a2

which was defined in (3)), so as to set the optimal probability vector AJ., for any a € {1,--- ,N}.

8



Algorithm 2: Particle filter with optimal auxiliary weights

input : (fé_p"' 75]]gv—1)7 (wilg_p"' wk 1) Yy
OUtPUt: (6}%7 e 75]5;\[)) (w]iv o aw]]gv)
fora=1---N do

Optimize the design parameter

Compute ug
Evaluate the unnormalized optimal auxiliary weight
Set AQpy = wi_1 Uq

end
Normalize the optimal auxiliary weights

fori=1---N do
Sample the auxiliary variable

Sample a from the optimal probability vector Aopt = (A, -+ 5 AN
Propagate the state vector

Sample & ~ Qu(€_,, d’)

Evaluate the unnormalized weight

. 1 .
Set wy = — gx(&},)
Ugq,
end
Normalize the weights

3 Particle filter with an auxiliary transition matrix

Introducing the auxiliary N x N transition probability matrix mayuy = (Waux) from {1,--- , N} to
{1,---, N}, equivalently seen as a collection indexed by i € {1,--- , N} of probablhty vectors on
{1,---, N}, the idea is to see p(dz’') as the marginal probability distribution on F of the joint
probability distribution

fan (da’) oc gr(2') wii_y mh Qr(&_y, da’)

defined on the augmented space {1,--- ,N} x {1,--- , N} x E. Indeed, summation with respect
to the indices a € {1,--- , N} and c € {1,--- , N} yields

Zwk 1 Z?Taux Qr(&fi—1, da’) = g(a') n(da') , (4)

an identity for unnormalized distributions, that carries over to normalized probability distribu-
tions. Assuming that the model transition kernels have a density, i.e. assuming that

Qr(z,dx’) = qp(x,2") da’ |
makes it possible to define the importance decomposition

qk(§Z_17 1'/) wk 1
c )‘gux Taux Q f 7d$ ) )
Qk(gk;—lv x/) Agux k( bl ) ( )

Naux(d‘r) X gk(x/)

Gt (2) Mt (')



the Monte Carlo approximation for the predictor

1 1 Y
N N at 7c
Naux = N Z 5((12:7 Cﬁ:a glzq) hence <77auxa gaux = N Zl Jatix k gk

i=1

and the importance sampling approximation for the filter

N
pN = Zwk (ak, b €1 and its marginal pN = ;wi 0 i
where independently for any 1 =1,---, N the i—th particle (ak, ck, & k) is sampled from naix (dz’)
and is assigned a weight wj, using gaux( ). In practice, independently for any i =1,--- | N
e the index a} is sampled from the auxiliary probability vector (Al » ANy,
then, setting a = a,ﬁ'€
e the index c}'c is sampled from the probability vector (ﬂg{}x, . Faux) the a—th row of the

auxiliary transition probability matrix maux,
then, setting ¢ = ¢},

e the particle f,i is sampled from the probability distribution Qx(&5_,, dz’),

e and it receives the weight w/,ic x gg{f)((gli), i.e

Qk(ég_17gli) wg—l
Qk(ﬁﬁ_pg;@) )‘gux ’

wj, < gi(€1,)

see Algorithm

This class of particle filters depends upon (N —1)+ N (N —1) = N2 —1 design parameters, that
are the components of the auxiliary probability vector A\yux (a probability vector of dimension
N), and the components of the N rows of the auxiliary transition matrix mauyx (/N probability
vectors of dimension N each), subject to normalization constraints. This class of particle filters
contains the class of auxiliary particle filters — and a fortiori it contains the class of ordinary
(non auxiliary) particle filters — as a special case. Indeed

e if for any a € {1,---, N} the a—th row of the auxiliary transition matrix 7, satisfies
Tanx = 1 if ¢ = a and maax = 0 otherwise, then the resulting particle filter belongs to the

class of auxiliary particle filters described in Section

e moreover, if A%, = w}_, for any a € {1,---, N}, then it further reduces to the ordinary
(non auxiliary) particle filter algorithm.

10



Algorithm 3: Particle filter with auxiliary transition matrix

iHPUt : Aauux> Taux (gli_la o 76]];\7_1)7 (w]i_lv o wk 1) Yk
OUtPUt: (5]%) e 76]{’\[)) (w]iv o aw]]gv)

fori=1---N do

Sample the auxiliary variable

Sample a from the auxiliary probability vector Aaux = (Mlys =+ 5 AN L)
Sample the shuffling index

Sample ¢ from the a—th row of the auxiliary transition matrix mauy, i.e. from the

e a,l a,N

probability vector (maux, -+ , Taux )
Propagate the state vector

Sample & ~ Qx(&_,, da’)

Evaluate the unnormalized weight
: L wi oy qre(ER156L)

Set wi, = gx(&; kol .
F ( k) )‘gux Qk(glf;—l?g}g)

end
Normalize the weights

Recall the particle approximation

1 N
ot
<né\{1xagaux = N Z k k gk y
=1

for the normalizing constant (naux, gaux), where the random variables (at, ct, &) fori=1,---

are i.i.d. with common probability distribution 735 (dz’), hence

E[(”ﬁlx’gauX” = <77auxagaux> )

i.e. the approximation is unbiased, and

N E’<né\{1xygaux> - <nauxagaux>‘2 = Var(gau)u naux) = <nauxag§ux> - <77auxa gaux>2

Remark 3.1 Using the identity and the importance decomposition yields

Zzgaux ) (da') = g(a') n(da’) |

a=1 c=1

, N

an identity for unnormalized distributions, that implies identity for normalizing constants. In-
deed, integration of both sides with respect to the variable 2’ € E shows that the normalizing
constant (Naux, Jaux) associated with the importance decomposition coincides with the nor-

malizing constant (1, g).

Remark 3.2 Actually, (né\(lx, gaux) provides also an unbiased approximation of the normalizing

constant (1, g), and the variance of the approximation error satisfies

N E[(nlic: Gaux) — (1, 9)1* = (Naux, Goux) — (0, 9)*

11



hence minimizing this expression w.r.t. the auxiliary weights and the auxiliary transition matrix,
reduces to minimizing (Naux, g2,x) W.I.t. the auxiliary weights and the auxiliary transition matrix.
Clearly, the minimum value is smaller than the value obtained for any choice of the auxiliary
weights and the auxiliary transition matrix, and in particular is smaller than the value obtained
for the special choice corresponding to the auxiliary particle filter or the ordinary (non auxiliary)
particle filter, hence

o min <77auxag§ux> < <77,g2> and 0 min Var(gaumnaux) < Vaf(gvﬁ) .
Let € o )
Qk k— , T
i =4[ lonte 1T 2 (e, da') 12, (©)
fk 1’ )

and note that in the special case where ¢ = a, this expression reduces to

~ ¢ / 0e(a) P Qu(€_,da)}V? = uy |

which was defined in . The optimal design, that minimizes the variance of (n., gaux) seen
as an unbiased approximation of the normalizing constant (7, g), is defined as follows.

Proposition 3.3 For any a € {1---N}, let ul denote the minimum value of uS when ¢ €
{1--- N} and assume that there exists a unique minimizer, i.e. a unique index ¢ for which the
minimum value is achieved. Then for any a € {1--- N} the optimal choice for the a-th row of
the auxiliary transition matrix is such that

a,c
Tope = 1 if ¢ = ¢§ and w3 = 0 otherwise,

the optimal choice for the auxiliary weight is
Aapt X wk 1 ’LL )

and the minimum value is

min - (Faux; ggux> = [Z Wi_1 Ug ]2

(>\aUX77raux

PROOF. The variance of the approximation error is controlled by

<773«11X7gaux Z Z/ |gaux naux(dm )

a=1 c=1
ar(&q, ") Wiy 2\
= ’g ‘ aux aux Qk(f ,dﬂ?)
;;/ a2 i i
N a 2
[wi_4| ar(&f_1,2)
= Z ;a : aux / ’g bl |2 Qk(ﬁk lﬂdx)
a=1 aux 5k 1T )

a‘QN

|wii_y
= ZT Z aux ’ua‘z

12



Under the assumptions, it holds
N
D oma lug? > ug
c=1
and the lower bound is achieved if the a—th row of the auxiliary transition matrix 7. charges

the minimizer only, i.e. if it satisfies manx = 1 if ¢ = ¢2 and maux = 0 otherwise. Plugging this
expression yields

Traux Traux aux

al |wi; 1|2 al
i (e, g = min 0 e e g
a=1 c=1

N N

\w,‘;_1|2
- S S

a
a=1 )‘aux

and it follows from Lemma that the minimum w.r.t. the auxiliary probability vector is

achieved for
a a [ ]
Aopt X Wg—1 Uq

and

min <77aux,9§ux> = min min <77auX7g§ux>

()\aux yTTaux >\aux Taux

N

) Z w4 “;|2
= min —_—
)\aux Aa

a=1 aux
N
= [Y w2 O
a=1

Remark 3.4 Recall that u$ denotes the minimum value of u when ¢ € {1,---, N} and in
particular v, < u? = u,, hence

N N
[Zw;‘i_luﬁ < [ng—l Ua]z )
a=1 a=1
forany a € {1,---, N}. In other words, the optimal design for the particle filter with an auxiliary
transition matrix improves the performance (reduces the variance) over the optimal design for

the auxiliary particle filter, and a fortiori it improves the performance over the ordinary (non
auxiliary) particle filter.

Under the optimal design, independently for any i € {1,--- , N}

e the index a}; is sampled from the optimal probability vector ()\Cl,pt, e ,)\é\gt),

13



then, setting a = a}, and ¢ = ¢
e the particle §,i is sampled from the probability distribution Qx(&5_,, dz’),
e and it receives the weight w! o gopt L€, i

Qk(é}‘i,l,fi) w;‘ifl o (D) %(5271,52)
Qe (€51, €D N u; M)

wj, o< g (&)

see Algorithm

Algorithm 4: Particle filter with optimal auxiliary transition matrix

input : (51£,1»"' 7£k 1) (wk ER wk 1) Yk

output: (&1, -+, &), (wy,- -, wy)
fora=1---N do
Optimize the design parameters

Compute the minimum value ug and the minimizer c,
Evaluate the unnormalized optimal auxiliary weight
Set AQLy = wi_qug

end
Normalize the optimal auxiliary weights

fori=1---N do
Sample the auxiliary variable
N

Sample a from the optimal probability vector Aops = (Adpts -+ > Aopt)
Propagate the state vector

Set ¢ = ¢5 and sample & ~ Qx(£5_,,da’)

Evaluate the unnormalized weight

; 1 ; Qk(fzfl»gi)
Set, wi, = — gy (€]) ookl Sk

end
Normalize the weights

To implement this optimal design, the challenge is to compute

_ Qk fk 15 )2 1/2
e {/| ae | el i)

which was ddefined in (6]), for any index a € {1,--- , N} and any index ¢ € {1,--- , N}, so as
to compute the minimum value «}, find the minimizer ¢? and set the optimal probability vector
AL, for any a € {1,--- , N}. Introduce the mapping

wle) = { [ lovte quk 1’>)|2 (e da )} | )

and note that in the special case where z = 5271 this expression reduces to

wal€i) =1 [ vt ?; o imk@k L)V =

14



Remark 3.5 The problem of minimizing u§ = uq(&f,_,) with respect to the indexc € {1,--- , N}
can only be solved by exhaustive search within a finite (but large) set. If this combinatorial
minimization problem would be replaced by the wider problem of minimizing u,(z) with respect
to the variable z € E, as if there would be a continuum of possible choices and not a finite (but
large) number N of possible choices, then it would be possible to use numerical optimization
procedures instead of exhaustive search.

This motivates the introduction in Section [4] of another (and larger) class of particle filters, with
an auxiliary transition kernel.

4 Particle filter with an auxiliary transition kernel

Introducing the auxiliary transition probability kernel kaux = (K&, (d2)) from {1,--- N} to E,
equivalently seen as a collection indexed by i € {1,---, N} of probability distributions on E,
the idea is to see p(dx’) as the marginal probability distribution on E of the joint probability
distribution

(2, da’) o6 gi(a') Wiy K (d2) Qu(Ef_y,da) |

defined on the augmented space {1,--- , N} x E x E. Indeed, summation with respect to the
index a € {1,--- , N} and integration with respect to the variable z € F yields
N
aa) S w1 | wtueld2)] Quet1.de') = (@) i) 0
a=1

an identity for unnormalized distributions, that carries over to normalized probability distribu-
tions. Assuming that the model transition kernels have a density, i.e. assuming that

Qu(z,da’) = qp(z,2') da’ |
makes it possible to define the importance decomposition

G (&1, ') Wiy
a d d / / )\a a Cl d /
:U’aux< 2, .Z‘) X gk(x) Qk(z,l'/) \a aux "iaux( Z) Qk(Z, 1’) ) (9)

aux

Gaux (2, 27) Mo (d2, d2’)

the Monte Carlo approximation for the predictor
T T
N N ag (40 g
= — O/ i i wi hence == i ) )
Naux N Zz: (az” C]Zm 5]143) <nauxa gaux> N Zz; gaux(Ck gk)
and the importance sampling approximation for the filter

N N
N i . . N i

= WO, i i i and its marginal = wy, O
b = 20k O(ai . 6f) ginal =3 ui O

where independently for any ¢ = 1,--- , N the i—th particle (afc, C,i, 5}6) is sampled from 1, (dz, dx’)
and is assigned a weight w/,ic using g% (z,2). In practice, independently for any i =1,--- | N
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e the index a! is sampled from the auxiliary probability vector (AL, -+ s ANy),

then, setting a = aj,

dz), the a—th row of the

aux (

e the particle Ck is sampled from the probability distribution xZ
auxiliary transition probability kernel Kjux,

then, setting z = C,i

e the particle §Z is sampled from the probability distribution Q(z, dz’),
e and it receives the weight w} oc g% (2,}), i.e

Qk(ég—p g;c) wg 1

gk(gk) Qk(zafli) )‘gux ’

see Algorithm

Algorithm 5: Particle filter with auxiliary transition kernel

input : A\, Kaux, (5]% 17" 7§k 1) (wk 10" wk 1) Yy

output: (¢}, &Y), (wh,-- wl)

fori=1---N do
Sample the auxiliary variable

Sample a from the auxiliary probability vector Aaux = (A, 5 ANL)

Sample the shuffled state vector

Sample z from the a—th row’ of the auxiliary transition kernel Kaux, i.e. from the
probability distribution k%, (dz)

Propagate the state vector

Sample £ ~ Qg (z, dz’)

Evaluate the unnormalized weight
wy_q Qk(fﬁ,pf}c)

Agux qk (Zv fllg)

aux (

Set w = gx(&})

end
Normalize the weights

This class of particle filters depends upon several design parameters, that are the components
of the auxiliary probability vector Auux (a probability vector of dimension N) subject to nor-
malization constraint, and the N ’rows’ of the auxiliary transition kernel kaux (/N probability
distributions defined on E each). This class of particle filters contains the class of particle filters
with an auxiliary transition matrix — and a fortiori it contains the class of auxiliary particle
filters and the class of ordinary (non auxiliary) particle filters — as a special case. Indeed

e if for any a € {1,--- , N} the a—th 'row’ of the auxiliary transition kernel £,,x charges the
finite set of available particles only, i.e. if

aux Z 7raux 650 ) )
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as a finite mixture, where the vector of mixture weights is given as the a—th row of some
transition matrix m,ux of dimension N x N, then the resulting particle filter belongs to the
class of particle filters with an auxiliary transition matrix described in Section

e moreover, if for any a € {1,---, N} the a—th row of the auxiliary transition matrix maux
satisfies maux = 1 if ¢ = a and 7waux = 0 otherwise, then the a—th row’ of the auxiliary
transition kernel s,y charges the particle £_, only, i.e.

a .
Koy (dz) = 55%_1(dz) ,

aux

and the resulting particle filter belongs to the class of auxiliary particle filters described
in Section [2]

e moreover, if A%, = w} , for any a € {1,---, N}, then it further reduces to the ordinary
(non auxiliary) particle filter.

Recall the particle approximation
1 X o
a’L . .
<77£1/1xagaux> = N ZQaﬁx(C}é,f}c) .
i=1

for the normalizing constant (Naux, gaux), Where the random variables (at, ¢, &) fori=1,--- N
are i.i.d. with common probability distribution 7%, (dz, dz’), hence

EKné\lle?gauX” = <77aux>gaux> s

i.e. the approximation is unbiased, and

N E|<77;]1\{1x’gaux> - <77auxygaux>‘2 = Var(gaum 77aux) = <naux’g§ux> - <77auxv gaux>2

Remark 4.1 Using the identity and the importance decomposition @D yields

N
3 / (2 2) t(dz, do’) = g(a') n(de) |
a=1 E

an identity for unnormalized distributions, that implies identity for normalizing constants. In-
deed, integration of both sides with respect to the variable 2’ € E shows that the normalizing
constant (Naux, Jaux) associated with the importance decomposition @ coincides with the nor-
malizing constant (1, g).

Remark 4.2 Actually, (né\{lx, Jaux) Provides also an unbiased approximation of the normalizing
constant (1, g), and the variance of the approximation error satisfies

N E|(ny, Gaux) — (1, 9)* = (Maux, Gouxe) — (1, 9)%

therefore minimizing this expression w.r.t. the auxiliary weights and the auxiliary transition
kernel, reduces to minimizing (Naux, g2, W-I-t. the auxiliary weights and the auxiliary transition
kernel. Clearly, the minimum value is smaller than the value obtained for any choice of the
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auxiliary weights and the auxiliary transition kernel, and in particular is smaller than the value
obtained for the special choice corresponding to the particle filter with an auxiliary transition
matrix, the auxiliary particle filter or the ordinary (non auxiliary) particle filter, hence

min <77auxa ggux> < <777 g2> and min Var(gaum naux) < var(g, 77) .

(Aaux yRaux (Aaum’ﬁaux

Let

—{/’ ) & S >\2 k(2 da' )}

qr(z,x")

which was defined in . The optimal design, that minimizes the variance of (n)_, gaux) seen
as an unbiased approximation of the normalizing constant (1, g), is defined as follows.

Proposition 4.3 For any a € {1---N}, let u}® denote the minimum value of uq(z) when
z € E and assume that there exists a unique minimizer, i.e. a unique vector z3° for which the
minimum value is achieved. Then for any a € {1--- N} the optimal choice for the a—th ’row’ of
the auxiliary transition kernel is

opt(dz) = 5Z;°(dz) )

the optimal choice for the auxiliary weight is
)\“pt X wy_; ug

and the minimum value s

: 2 oo
min <nauxygaux = E :wk 1 Uq

(/\aux yRaux

PRrROOF. The variance of the approximation error is controlled by

N
s ) = 3 [ [ Iatues ) {2,
a=1"EJE

- Z//r ) B ) Bt s i (02) Qe

Qk z .T) aux

we |2
:Z‘ f1l //‘k Qkfk 1’>)]2Qk(zdx)} Ke(d2)

a=1 aux

Under the assumptions, it holds
[ a2 ki) = st
E
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and the lower bound is achieved if the a—th 'row’ of the transition probability kernel s,y charges

the minimizer only, i.e. if it satisfies kg, (dz) = § ee(dz). Plugging this expression yields
a

. |wk |2
min (s 022 =mm§j 1 / 1t (2)? w2 (d2)

KRaux KRaux aux

and it follows from Lemma that the minimum w.r.t. the auxiliary probability vector is
achieved for
)\apt X wk 1 U )

and

min <773«11X? gzux> = min min <77&11X7 ggux>

>\aUX7K/aux Aaux Kaux

N a 00 |2
. ’wk 1 Ug
= min T

/\aux a:1 aux
N
_ a 00 12
- [§ W1 Ug, ] . u
a=1

Remark 4.4 Recall that u2® denotes the minimum value of u,(z) when z € E, while u$ denotes
the minimum value of uf = wu,({;_;) when ¢ € {1,--- N}, hence u}® < u} for any a €
{1,---,N} and

N N
Y wiut P <[> wiyug)?
a=1 a=1
In other words, the optimal design for the particle filter with an auxiliary transition kernel
improves the performance (reduces the variance) over the optimal design for the particle filter

with an auxiliary transition matrix, and a fortiori it improves the performance over the optimal
design for the auxiliary particle filter and over the ordinary (non auxiliary) particle filter.

Under the optimal design, independently for any i € {1,--- , N}
e the index a} is sampled from the optimal probability vector (A(l)pt, . )\é\;t)

then, setting a = a}, and z = 23°

e the particle 5,’; is sampled from the probability distribution Qy(z,dx’),
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e and it receives the weight wj, o« g%,(2,£}), i.e

a1 &) w1 e (&1, €})
(2 6)) A, uge TR TGy

wj, < gr (&)

see Algorithm [6]

Algorithm 6: Particle filter with optimal auxiliary transition kernel

input : (511—17"' afllgv—ﬂv (wli—p"' wk 1) Yk

OUtPUt: (glia T 75]]gv)7 (wlia T 7wl]gv)

fora=1---N do
Optimize the design parameters
Compute the minimum value u3® and the minimizer z3*
Evaluate the unnormalized optimal auxiliary weights
Set AQ,y = wi_qug®

end

Normalize the optimal auxiliary weights

fori=1---N do
Sample the auxiliary variable

Sample a from the auxiliary probability vector Aopt = (Abpi, -+ s AY)
Propagate the state vector

Set z = z3* and sample &} ~ Qy(z,dz’)

Evaluate the unnormalized weight

ar(&8_1,€))
Set wj, = 7 9v(€0) ar(z, &)

end
Normalize the weights

To implement this optimal design, the challenge is to compute
2= ([ louta) B e, a2

which was defined in , foranya € {1,--- ,N } and any z € F, so as to compute the minimum
value u2°, find the minimizer z3°* and set the optimal weight ¢, for any @ € {1,--- ,N}. As
noticed earlier, it is not really necessary to compute u,(z) for any z € E, it is only necessary to
compute the minimum value and find the minimizer, which can be achieved after a few iterations
of a numerical optimization procedure. This is illustrated in Section [6]in the special case where
the hidden state is modelled as a linear Gaussian system, a special case of practical interest in
applications.

5 Application to crossover and to multitarget tracking

It is well known that sequential Monte Carlo methods can be interpreted in terms of implement-
ing selection and mutation steps, using the language of evolutionary algorithms. However, most
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general evolutionary algorithms also include a crossover step that is not present in sequential
Monte Carlo methods. The approach presented in the previous two sections can be adapted to
include such a crossover step.

Assume that the state space £ = Fq X --- X Ep is decomposed as a product space. For instance
in multitarget tracking, each different subspace would be the state space for a different target,
and the multitarget state variable x = (z1,--- ,z7) would be the concatenation of individual
target state variables, with x; € E; the state variable of the t-th target for any t =1,--- ,T.

The approach presented in Section (3], that uses an auxiliary transition matrix, can be adapted
as follows (conceptually, the only difference is that the index ¢ should be replaced by the multi—
index (cy,- - ,cr)). Introducing the auxiliary N x (N x --- x N) transition probability matrix
Taux = (w;&l “’jT)) from {1,--- ,N} to {1,--- ,N} x --- x {1,--- , N}, equivalently seen as a
collection indexed by i € {1,---, N} of probability vectors on {1,--- , N} x --- x {1,--- N},
the idea is to see u(dz’) as the marginal probability distribution on FE of the joint probability
distribution

ail T (da') oc gr (') wi_y ml ) Qu(éiy. da')

defined on the augmented space {1,--- , N} x {1,--- N} x -+ x {1,--- N} x E. Indeed,
summation with respect to the index a € {1,---, N} and to the multi-index (¢, -+ ,cr) €
{1,--- N} x---x{1,--- , N}, yields

Zwk ) Z Zw:m?" 1)) Qu(&f_y,da’) = g(a’) n(da’) | (10)

c1=1 cr

an identity for unnormalized distributions, that carries over to normalized probability distribu-
tions.

Definition 5.1 For any multi-index (¢1,--- ,cp) € {1,--- N} x --- x {1,--- , N}, the shuffled
multitarget particle 5(01’ °r) (&1 115+ &5, ) is obtained by taking its first component
from the ¢;—th particle, its second component from the co—th particle, and so forth up to taking

its last component from the cp—th particle.

Assuming that the model transition kernels have a density, i.e. assuming that
Qi(z,da’) = qp(z,2') da’ |

makes it possible to define the importance decomposition

a !
e e o) o go(af) —REELE) Wit o e gyl en) gy, (1)

\@ aux Maux

(5(01, ' ,33/) aux

a,(c1,---,cT)(xl) a,(c1,---,cT)(dx/)

aux aux

the Monte Carlo approximation for the predictor

N ) C )"t Ciy ) )
naux — A7 Z a A 52) hence <naux7gaux = Z allix o T (5]7;;) )
=1 k> “k,1> ) “k, Ty Sk 1
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and the importance sampling approximation for the filter

N N
Haux = wy 0, i 4 i i and its marginal uo= wy, 04
P (akvck,l"" ka,Tagk) P 3

where independently for any ¢ = 1,--- , N the i—th particle (a};, 02,17 “ee ,c};’T, 5,2) is sampled from
nZ{fQ"“ ’CT)(da:’ ) and is assigned a weight w}, using gg;f;l"“ ’CT)(:U’ ). In practice, independently for

anyt=1,--- N

e the index a} is sampled from the auxiliary probability vector (Al -+ ANy),
then, setting a = aj,
e the multi-index (¢ ;,---,ct ;) is sampled from the N x --- x N-dimensional joint prob-
ability vector (Wgu(i ’1), e ,ﬂg{l(xN’“' ’N)), the a—th row of the auxiliary transition matrix
Taux
then, setting (c1,--- ,cp) = (cﬁg EE ,c}C T)

e the particle ¢! is sampled from the probability distribution Qp( ,(f_ll ’CT), dx'),

e and it receives the weight w! o gg{l(fl"" ’CT)(ﬁ}i), ie.

qk (52717 é-lzg) w]%—l
ae(§7 €6 A

wi o< gk (&})
see Algorithm [7]

Remark 5.2 With this approach, multitarget particles such as & | = (5,‘;_171, e ,f,‘j_l’T) that
are present in the population initially, can be replaced by shuffled multitarget particles such as
f,(:_l’lm’cT) = ( 21_1,1, e ,§Z‘iLT). It is the role of the auxiliary transition matrix m,ux to make
this crossover between the target particles possible.

This class of particle filters depends upon (N—1)+N(NT—1) = N7+ —1 design parameters, that
are the components of the auxiliary probability vector Ay (a probability vector of dimension
N) and the components of the N rows of the auxiliary transition matrix maux (N probability
vectors of dimension N7 each), subject to normalization constraints. This class of particle filters
contains the class of auxiliary particle filters as a special case. Indeed

e if for any a € {1,---, N}, the a—th row of the auxiliary transition matrix m,ux satisfies
wg{ﬁf””’cﬂ =1ife; = - =cp =a and w;l{lﬁfl"”’CT) = 0 otherwise, then the resulting

particle filter belongs to the class of auxiliary particle filters described in Section
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Algorithm 7: Multitarget particle filter with auxiliary transition matrix

iHPUt : /\aux> Taux (gli_la"' 7§l]g\7—1)> (w]i_lv"' wk 1) Yk
output: (&, ,&Y), (wi, -+ ,wy)
for i =1 to N do

Sample the auxiliary variable
Sample a from the auxiliary probability vector Aaux = (Mlys =+ 5 AN L)
Sample the shuffling multi-index
Sample (¢1,- -+, cr) from the a—th row of the auxiliary transition matrix myx, i.e.
from the probability vector (7rau(X 1), . ,wg{f)ﬁv ’“"N))
Propagate the mult1target state vector
Sample 51: Qr(&” Cl" , dx')
Evaluate the unnormahzed weights
wa_ gkt (6}% ; 5]2;)
Set wk = gk(ﬁk) e : 01,- 1CT) ;
aux (g t(£ ) gk)
end
Normalize the weights
Recall the particle approximation
N g (S 1 oGk, .
<77auxagaux> = N Zgaﬁx " e (glzc) )
i=1
for the normalizing constant (naux, gaux), Where the random variables (ai, c}'ﬂ, . ,CZ7T, 512) for
i=1,---,N are ii.d. with common probability distribution 73 (}fl’ )(da:’), hence

E[<ni\1{1x7gaux>] = <77aux7gaux> )

i.e. the approximation is unbiased, and

N E|<n;]1\1[1x7.gaux> - <77aux>gaux>|2 = Var(gau)u naux) = <77aux,g§ux> - (nauXa gaux>2

Remark 5.3 Using the identity and the importance decomposition yields

ZZ Zg () et o) (da') = g(a') n(da’) |

a=1c1=1 cr

an identity for unnormalized distributions, that implies identity for normalizing constants. In-
deed, integration of both sides with respect to the variable 2’ € E shows that the normalizing
constant (Naux, Jaux) associated with the importance decomposition coincides with the nor-
malizing constant (1, g).

Remark 5.4 Actually, (72, gaux) provides also an unbiased approximation of the normalizing
constant (7, g), and the variance of the approximation error satisfies

N E[(nlic: Gaux) — (1,912 = (Naux, Goux) — (0 9)%
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therefore minimizing this expression w.r.t. the auxiliary weights and the auxiliary transition
matrix, reduces to minimizing (Naux, g2, ) W.I.t. the auxiliary weights and the auxiliary transition
matrix. Clearly, the minimum value is smaller than the value obtained for any choice of the
auxiliary weights and the auxiliary transition matrix, and in particular is smaller than the value
obtained for the special choice corresponding to the ordinary (non auxiliary) particle filter, hence

min <77auXaQZux> < <77,g2> and min  var(gaux, Maux) < var(g,n) .

()\aux:ﬂ'aux ()\aux:ﬂ'aux

Let (5 )
Ak\Sp_15 T €
017 er) {/ |9k Cl = |2 (5 01 ,dl‘/)}1/2 ’ (12)
k] 5C /
&1 )
and note that in the special case where ¢; = --- = ¢y = a, this expression reduces to

—{/ (@) QuE8_y, da)}V? = ug |

which was defined in . The optimal design, that minimizes the variance of (nY., gaux) Seen
as an unbiased approximation of the normalizing constant (7, g), is defined as follows.

Proposition 5.5 For any a € {1--- N}, let u} denote the minimum value of w7 ) when
(c1, - ,er) €{1l-- N} x---x{1---N} and assume that there exists a unique minimizer, i.e.
a unique multi—index (c;’l, e ,c;T) for which the minimum value is achieved. Then for any

a € {1--- N} the optimal choice for the a—th row of the auziliary transition matriz is such that

a,(c1,,cr)

plleter) — if (c1, - ,er) = Calr , Ca,r) and 770pt

opt = 0 otherwise,

the optimal choice for the auxiliary weight is
)‘gpt X wz—l u(; )

and the minimum value s

(Aaux:ﬂ'aux

N
min (77aux> ggux> = [Z w%*l u(.l ]2 .
a=1

PRrROOF. The variance of the approximation error is controlled by

(s ) = ZZ Z / gl en) (o) 2 qtenen) (i

a=1c1=1 cr=1

Al Qk(fk 1) Wiy
:ZZ Z/’k (617 ’T),x’> \@ ’

a=1c1=1 cr=1 k—1 aux

N Tl o) Qu(efy ", da)

aux aux
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w
-3l S S e
ux

a=1 a c1=1
q;e(ék ')
o) S Qe )
Qk 5 71‘)
|wk 1‘2 Y a,(c1,,cr) |, (c1,5e7) |2
== Z Z Z 7Ta»ux ‘ua ’
a=1 aux c1=1 cr=1

Under the assumptions, it holds

Z Zwau;h'v fufer e |2 > g2 |

c1=1

and the lower bound is achieved if the a—th row of the N x (N X - x N) transition matrix mayux

charges the minimizer only, i.e. if it satisfies wgu(fl’ o) i (c1, -+ yer) = (o1, ,chp) and
Wgu(f" °T) — () otherwise. Plugging this expression yields
p Yy
2
Z wy_| Z
. 9 . ’ k—1 } : (c1,++ 4 C1,,eT) |2
min <77aUX7gaux> - I’Illn 71-aux ‘ut(z )‘
Taux Taux aux
2
_ |wk ].| a 617' 5C | (017"'7CT)‘2
- opt Ug
a=1 aux Cl—
a 2
|wk 1 lu .|2
a, )
a=1 Agux

and it follows from Lemma that the minimum w.r.t. the auxiliary weights is achieved for
Aapt X wk 1 u )
and

min <77auxagz21ux> = min min <77auX7ge21ux>

()\aux,ﬂ'aux >\aux Taux
N a o2
. Z wi_y ug]
= min o
Aaux a=1 )‘aux
N
_ a ® 12
- [ § W1 ua] . O
a=1
(c1,5er)

Remark 5.6 Recall that u) denotes the minimum value of wugy when (¢, -+ ,cp) €
{1---N} x---x{1--- N} and in particular uleter) < o) o = ug, hence

N N
[ngfl UZ]Q < [szfl Ua]z
a=1 a=1
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In other words, the optimal design using an additional crossover step in the auxiliary particle
filter improves the performance (reduces the variance) over the optimal design for the auxiliary
particle filter.

Under the optimal design, independently for any i € {1,--- , N}
e the index a! is sampled from the optimal probability vector ()\épt, e ,)\é\gt),
then, setting a = a}; and (c1,--+,er) = (¢, ,c;T)
e the particle &} is sampled from the probability distribution Qy (&t Cl’ e ), dx'),
e and it receives the weight wk, x ggp(tcl’ e (§,’i,)7 ie

ar (61, 1) Wi ar(€) ar(§h_15€3)
€1, ,C i a e k Cl,e,C i
qk( ](6_11 T)agk) )\Op Ua Qk( ]E;_ll T)vé.]g)

wj, o gi(&})

see Algorithm

Algorithm 8: Multitarget particle filter with optimal auxiliary transition matrix

input : (&71»"' 7§k 1) (wk TR wk 1)s Vi
. 1 N

output: (§,- - vfk ), (wk, cLwy)

fora=1---N do

Optimize the design parameters

Compute the minimum value u§ and the minimizer ¢§ = (¢§ 1, -+, ¢} 1)
Evaluate the unnormalized optimal weights

Set /\gpt = wj_,ug

end
Normalize the optimal weights

fori=1---N do
Sample the auxiliary variable

Sample a from the optimal probability vector Aopt = ()\épt, e ,)\é\gt)
Propagate the multitarget state vector
Set (1, ,er) = (c§ 15+, ¢h ) and sample &~ Qr(§™! cl" r) ,dx’)

Evaluate the unnormalized weight

.1 i a(E1.8)
Set wy, = —; 9k (&) (clk..-lcT)k '
Uq e ( k—1 ,f;i)

end
Normalize the weights

To implement this optimal design, the challenge is to compute

cl, ,C _{/ ’ k qk gk 1> ) |2 Qk(f cl, R ,d$/)}1/2,

k61717 ;')
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which was defined in , for any index a € {1,---, N} and any multi-index (cq,--- ,cr) €
{1,--- N} x --- x {1,--- N}, so as to compute the minimum value ), find the minimizer
(char s aT) and set the optimal weight \% ., for any a € {1,---, N}. Recall the expression
of the mapping

opt?

wl@) = 1 [ larts) quk 1’>)|2 (zrda )}V

which was defined in and note that in the spemal case where z = £~ Cl’ 1) thig expression
reduces to

wl € ) —{/ o) LT R Qe = e

Cl:"'ch) /
1 )

Remark 5.7 The problem of minimizing ulerer) = uq (&)~ Cl’ e ) with respect to the multi-
index (c1,---,er) € {1,-- ,N} x -+ x {1,--- ,N} cons1ders all possible shuffled multitarget
particles and can only be solved by exhaustive search within a finite (but huge) set. If this
combinatorial minimization problem would be replaced by the wider problem of minimizing
uq(2) with respect to the variable z € E, as if there would be a continuum of possible choices
and not a finite (but huge) number N X --- x N (T—-times) of possible choices, then it would be
possible to use numerical optimization procedures instead of exhaustive search.

The larger class of particle filters already considered in Section 4] with an auxiliary transition
kernel, would make this possible and could be implemented as such, virtually without any
adaptation.

Remark 5.8 With the approach presented in Section {4} multitarget particles such as §;_; =

(& 11 i T) that are present in the population initially, can be replaced by practically
any multitarget particles, not limited to shuffled multitarget particles such as 561" er)
(& IRIAE &7 7). Tt is the role of the auxiliary transition kernel kaux to make this propo-

sition of new multitarget particles possible.

This class of particle filters depends upon several design parameters, that are the components
of the auxiliary probability vector A\,ux (a probability vector of dimension N) subject to nor-
malization constraint and the N ’'rows’ of the auxiliary transition kernel k,ux (N probability
distributions defined on F each). This class contains the class of particle filters defined above,
with an auxiliary transition matrix — and a fortiori it contains the class of auxiliary particle
filters — as a special case. Indeed

e if for any a € {1,---, N} the a—th row’ of auxiliary transition kernel k.. charges the
finite set of all possible shuffled multitarget particles £ ,E:C_ll er) only, i.e. if

aux Z Z 7TaLu;h "er) glicji’CT) (dZ) s

c1=1 cr
as a finite mixture, where the vector of mixture weights is given as the a—th row of some
transition matrix m,u of dimension N x (N X --- x N), then the resulting particle filter
belongs to the class of particle filters with an auxiliary transition matrix described at the
beginning of this section.
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6 Special case: linear Gaussian model transitions

Explicit calculations, and the proof of the existence of a unique minimizer for the mapping u/(2)
defined in @, are available in the special case where the hidden state is modelled as a linear

Gaussian system
Xy = Fyp X1 + Wy,

where W, is a Gaussian random vector with zero mean and invertible covariance matrix X, so
that the model transition densities are Gaussian densities of the form

qi(x, ') ocexp{—3 (z' — Frx)* 5" (2 — Fz)}

for any x,2’ € E. For simplicity, the notation m, = £_, is used throughout this and the next
sections.

Proposition 6.1 For any a € {1,---, N}, the mapping

Qk ma, )2 5 da! V12
—{/g B Quleda')

which was defined in (1), can be expressed as uq(z) = va(F) (mq — 2)) in terms of the new
variable 0 = Fy, (mg — z) and the reduced mapping

va(0) = exp{3 0" E;l 0} {/ gk (2" + Fpmg)|? exp{—3 (2" — 0)" Z,;l (" —0)Ydz"}/? | (13)
E
defined up to a multiplicative constant that does not depend on 6 € E nor ona € {1,--- ,N}.

PRrROOF. For simplicity, write F, = F and ¥ = 3, i.e. the subscript index k is dropped through-
out the proof. It follows from (the first part of) Lemma that

qr(ma, ) exp{—% (2 — Fmy)* 7 (2" — Fmg)}
(2, 2') exp{—3 (z/ — F2)*S~! (2/ — F2)}

= exp{(mq — 2)* F*S71 (2' — Fmy,)} exp{3 (mq — 2)* F* YL (mg — 2)}
hence

Qk(mayx/) wg 1
Qk(za l'/) Agux

gaux(z :U/) = gk(x/

—L exp{(mq — 2)* F*S7 (&' — Fmyg)}

exp{% (mg —2)" F* ylp (mg —2)}
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for the weight function. It follows from (the second part of) Lemma that
dk (maa wl) |2
(2, @)

exp{—1 (2/ = Fm,)* S (2/ — Fmy,)}
exp{—3 (2/ — F2)* 31 (2! — F 2)}

qi(z,7")

= | |2 exp{—% (2 — Fz)* E_l(x'—Fz)}

= exp{—3 (' = F (mq + (ma — 2)))" 7" (2" = F (mq + (ma — 2)))}

exp{(mg — z)* F* Y F (mg —2)},

hence integration with respect to the variable 2’ € E yields

ua(z) {/ ’g Qk maa ))‘2 (z,dx’)}1/2

= exp(} (ma =2 P F (ma =2} lon(e!)F

exp{—1 (2 — F (mg + (mg — 2)))* 271 (&' — F (mg + (mg — 2)))} da’}1/?

= exp(} (ma =) P F (ma = )} [ |on(a” + P )

exp{—3 (2" — F(mg — 2))* 7! (2" — F (mg — 2))} da"}V/?

up to a multiplicative constant that does not depend on z € E nor on a € {1,---, N}. Notice
that the model transition density gx(z,2’) depends on z only through F z and the two functions
9% (z,2") and u,(z) depends on z only through F (m, — z). Indeed, u,(2) = va(F (mq — 2))
and in particular u,(mg) = v4(0) with

va(0) = exp{% o* 1 0} {/ lgr (2" + FTrLa)]2 exp{—% (2" —6)* »! (2" —0)} dar:”}l/2 ,
E

and
[ 1o wu(d2) = [ [0l (o= P @) = [ (a0 w0 Fr ).
E E range(F)
where k2 o F=1(df) denotes the image (or pushforward) probability measure of 2 (dz) under

the change of Varlable 0 = Fy(z) = F (mg—2). In other words, this is the probability distribution
of the random variable F,(Z) = F (m, — Z) where the random variable Z has probability
distribution k% (dz). O

aux(
It follows from Proposition that the mapping 6 +— v,(0) is strongly log—convex (indeed,
(logvg)"(0) > cI, where the positive constant ¢ does not depend on § € Enorona € {1,--- ,N})
hence it has a unique minimizer, and so does the mapping z — u4(2) = vq(Fk (mq — 2)) provided
that the square matrix Fy, is invertible. However, if the square matrix F} is not invertible, then
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e the mapping z — uy(z) = va(Fi (mq — z)) is still log—convex but not strongly log—convex
and it cannot have a unique minimizer (indeed, if z is a minimizer, then z + z( is another
minimizer, for any zg in the null space of Fy),

e when restricted to the range space of Fj, the mapping 6 — v,(0) is strongly log—convex,
hence it has a unique minimizer.

The minimum value of u,(z) when z € E, coincides with the minimum value of v, (F}) (mg — 2))
when z € E, hence the minimum value u2® can be interpreted as the minimum value of v,(6)
subject to € € range(Fy). Even though the minimizer of u,(z) when z € E is not necessarily
unique, any minimizer z satisfies Fj, (mq, — z) = 02° or equivalently Fj z = Fjm, — 02°, where
65° is the unique minimizer of v,(#) subject to 6 € range(Fy). Then, setting 6 = 65°

e the probability distribution Q(z,dz’) is a Gaussian probability distribution with mean
Fp. z = Fj, m, — 0 and covariance matrix Xy,

e the particle £ sampled from the probability distribution Q(z,dz’) can be defined as
& = Fpmy—0+Z], where =} is a Gaussian random vector with zero mean and covariance
matrix Y, hence §}€ —Fprmg=—-0+ E};,

and therefore

Qk(ma, ‘Sllg)

= exp{(mq — 2)* F}; E,;l (f}; — Frmg)} exp{% (mq — 2)" Fy; E,;l Fy(mg —2)}
Qk(zugk)

= exp{0* S, (=0 +E,)} exp{3 0", 0)}
= exp{0* 5,15, - 307210} .
Under the optimal design, independently for any i € {1,--- , N}
e the index a} is sampled from the optimal probability vector ()\épt, e ,)\é\;t),
then, setting a = a}, and 6 = 62°

e the particle &! is defined as & = Fi &0 | — 0 + =} where Z} is a Gaussian random vector
with zero mean and covariance matrix X,

e and it receives the weight w} o 9opt (2, ), ie.

ar (€81, &) wi_ 1 : o] i R
bl ok P1x o gr (&) exp{0 Zklzg—%ﬁ Ekl‘g}a

w}, o gr (& : o
k k> qdk (Z’ é-k) )‘opt Ug

see Algorithm [9

To implement this optimal design, the challenge is to compute

va(0) = exp{% o* E;l 0} {/E \gr(z" + Fy, ma)|2 exp{—% (2" —0)* E,:l (2" — 9)}dx"}1/2 ,
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Algorithm 9: Particle filter with optimal transition kernel (Gaussian model)

inI)Ut : (E]i_p e >£l]gv_1)7 (wllg_p e 7w]1€\7_1)7 Yk
OUtPUt: (6]%7 o 7£IJgV)7 (w]iv o aw]]gv)
fora=1---N do

Optimize the design parameters

Compute the minimum value u3® and the minimizer 63°
Evaluate the unnormalized optimal auxiliary weights
Set )\gpt = wji_jug®

end
Normalize the optimal auxiliary weights

fort:=1---N do
Sample the auxiliary variable

Sample a from the auxiliary probability vector Aopt = (Abpe, -+ s AN,)
Propagate the state vector

Set 6§ = 63° and sample Z ~ N(0, 3y)

Set & = (F &8, —0)+E

Evaluate the unnormalized weight

Set w! = % ge(€L) exp{6* Z,;l = - % 0* E;l 0}

a

end
Normalize the weights

which was defined in (13), for any a € {1,---,N} and any 6 € range(F}), so as to compute
the minimum value ug®, find the minimizer 63° and set the optimal weight A, for any a €
{1,--+,N}. Finding the unique minimizer of the strongly convex mapping 6 — logv,() is
routinely transformed into finding the unique zero of the mapping 6 — (logv,)’(#), and this can
be achieved using a stochastic approximation algorithm, see Appendix

7 Special case: linear Gaussian system

The purpose of this section is to consider a simple enough special case where it is possible for
any a € {1,---, N} to provide an explicit expression for the reduced mapping v,(0), and for
the minimum value u2® and the unique minimizer 635°. However this special case is of limited
practical interest, since the Bayesian filter itself has an explicit expression in terms of the Kalman
filter, and there is no need for a Monte Carlo numerical approximation in terms of particle filters.

Assume that the hidden state and the observations are modelled jointly as a linear Gaussian
system

Xy = Fp X1 + Wy,

Y = H Xpe + Vi,

where W), and V}, are two independent Gaussian random vectors with zero mean and invertible
covariance matrices ¥ and Ry respectively, so that the model transition densities are Gaussian
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densities of the form

qi(w,2") o exp{—3 (z' — Frx)* 3" (2 — Fro)}
for any x,2’ € E, the emission densities are Gaussian densities of the form

exp{—3 (y — Hy ') R (y — Hp ')}

for any 2’ € E and y € R%, and the likelihood function is defined as

gr(a') = exp{—5 (Vi — Hy2')" Ry' (Y — Hy.2')}
for any 2’ € E. For simplicity, the notations m, = £, and I, = Y}, — Hy, I}, m, for innovation
are used throughout this section.
Proposition 7.1 For any a € {1,--- , N}, the mapping

va(0) = exp{% 0" E,;l 0} {/E lgr (2" + Fj,mq)|? exp{—% (2" —6)* E,;l (2" — )} da"}/?
which was defined in , has the following explicit expression
va(0) = exp{3 0" S, 0} exp{—1 (I, — Hy )" [Hy S Hy + 3 Ri| ™' (I, — Hp 0)}

up to a multiplicative constant that does not depend on 6 € E nor ona € {1,--- ,N}. Moreover,
the symmetric matrix
A= - 1HH, S Hy+ 3R] Hy

associated with the quadratic form logv,(0), is positive definite.
Equivalently
logva(0) = 20° 5,10 — L (I, — H, 0)* [Hy Sy Hi + 3 Ry) ™' (I, — Hi 0) ,
and in the special case where 6 = 0, this expression reduces to
log u, = log v, (0) = —% I [Hpy X, Hy + %Rk]_l I, ,
up to an additive constant that does not depend on § € E nor on a € {1,--- ,N}.

Proor. For simplicity, write F, = F and ¥, = ¥, and also Hy = H and R; = R, i.e. the
subscript index k is dropped throughout the proof. It holds

92" + Fmg) = exp{—3 (Vs — H (2" + Fm,))* R~ (Y, — H (2" + Fm,))}

= eXp{_% (Ia — HQZU)* R (Ia — Hx//)} )
hence

g (2" + Frmg)|* exp{—3 («" = 6)*T7" (2" — )}
=exp{—(I, — Hz")*R™' (I, - Ha")} exp{-3 (2" —0)*=7! (2" - 0)}
= exp{_% (Ia _ Hl’”)* (% R)—l (Ia _ HZL'”)} exp{—% (IL‘” _ 0)* E_l (.fL'H _ 9)} .
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Notice that the expression
exp{—5 (y—Ha")* (3 R) ™" (y — Ha")} exp{—5 (2" —6)"E7" (2" - )}, (14)

can be interpreted (up to a normalizing constant) as the joint density of the random vector (X,Y)
in the model Y = H X + V, where X and V are two independent Gaussian random vectors,
with mean 6 and 0 and with covariance matrix ¥ and % R, respectively. Alternatively, this joint
density can be factored as the product of the density of the random vector Y, a Gaussian density
with mean H 6 and with covariance matrix H X H* + % R, and of the conditional density of the
random vector X given Y = y, a Gaussian density with mean and covariance matrix

X(y)=0+K (y—H and P=(I-KH)X,
respectively, with the Kalman gain matrix
K=SH*[HSH*+1R™".
Therefore, the expression factors as
exp{—5 (y = Ha")" (3 R)™" (y — Ha")} exp{—5 (2" - 0)*T~" (2" - 0)}
—oxp{-1(y— HO [HSH* + LR\ (y — HO)} (15)
exp{—} (@’ = X(y))* P (@" = X(y)} .

Actually, this identity does not hold up to a multiplicative constant only. Indeed, keeping track
of normalizing constants, the normalizing constant for the left—hand side should be

Jdet(2r L) /A2 |
and the normalizing constant for the right—hand side should be
Jdet@r(HE H* + 3 R)) \/det(27P) .
However, introducing the covariance block—matrix
by S H*
HY HYH*+iR

considering that
S-SH*HSH*+iR™HX=P,

is the Schur complement of (H £ H* + 3 R) and that
(HSH*+ 1R -HYS 'SH*=1R,
is the Schur complement of 3, and using the Schur determinant formula, yields

det(2 R) det¥ = det(HX H* + 3 R) det P .
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In other words, the missing normalizing constant for the left—hand side is equal to the missing
normalizing constant for the right—hand side. The factorization yields

g (2" + Frma)|* exp{~3 (a" = )" S7" (2" — 0)}
— eXP{_% (I, — H2")* (% R)_l (I, — Ha")} exp{—% (" — )" 51 (@ — 0)}

=exp{—3(l,—HO)*[HSH*+ iR (I, - HO)}

~

exp{~4 (¢ = X(I.))" P! (2" = X (I.))} -

Integration with respect to the variable z” provides the normalizing constant, and normalization
provides the expression for the normalized density p(f, x), a Gaussian density with mean vector
X(1I,) and with covariance matrix P. Indeed, keeping track of the normalizing constants

df.U//

2"+ Fmy)? exp{—L (" =027 (2 — )} ———
[ 1ot ) expl b (" —0y 57 (0~ 0) L

_ VAP (- HOY HSH + LR (I, - HO))

/det(27Y)
R dx//

det(27P)

— exp{—3 (I, —HO"HESH*+ 1R (I,- HO)},

hence

va(6) = (\/detP
¢ ety

and

)2 exp{l0* 2710} exp{-1 (I, - HO)*[HEH*+ 1R (I,- HO)},

det P
det®

logvg(0) = 20*S710 -1 (I,—HO) [HEH*+ LR (I, - HO) + 1 log
Note that the expression for logv,(0) is the difference of two symmetric quadratic forms, a
definite positive quadratic form and a semi—definite positive quadratic form, and this difference
could in principle be any kind of a symmetric quadratic form. It follows from Proposition
that the mapping 6 — logv,(#) is strongly convex, whatever the emission density could be. This
general result can be obtained directly here, i.e. it can be shown that the symmetric matrix

A=y"'-IH*HSH*+1R™"H,

associated with the quadratic form logwv,(f), is positive definite. Indeed, using the matrix
inversion lemma yields

ES+XH* (SR 'HY ' =2 - H*HEH*+ LR H,

1
2
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hence

A=x'-L1H*"HYH +iR ™" H
=iyl I HYSH +iR'H

=iy IS+ SH GRTTHY T > in O
Rewriting

logva(0) = 20* %10 — 1 (I, — H, 0)* [H, Sy Hy + 3 Ry] ™ (I, — H ) + cst
= $0°A0+b 0+e

=1(0+ATD) AO+A D) +e— b AT D,

where
b= H;[H, Sy Hi + 3R] ' I,

and
e=—1T%[H, Sy Hy + 3 Ri] ' I, + cst = logug |

it appears that there is an explicit expression for both the minimizer
020 = —-A"10b,
and the minimum value
ug® = expfe — 10* A7 b} = ug exp{—3b* A7 b} <y .

Note that
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A Gaussian computations

To begin with, here are some results on ratios of two Gaussian densities with different mean
vectors mg and m, and the same invertible covariance matrix X.

Lemma A.1 Let A = mg — m denote the difference of the two mean vectors. Then

exp{—3% (x — m)* X! (z — mo)}
exp{—3 (z —m)* X7 (z —m)}

= exp{3 A* YT A} exp{A* S (z —mg)}
and

exp{—3 (x —mo)* L7 (z — mo)}
exp{—3 (x —m)* S~ (z —m)}

[ exp{—5 (& —m)" 7" (z —m)}
= exp{A* ST A} exp{—1 (z — (mo + A))* 27! (x — (mo + A))} .

Proor. Clearly

exp{—% (x —mo)* Y~ (z —mg)}
exp(—1 (@ —m) 51 (o —m)}

= exp{—% (x —mp)* »t (x —mo) + % (x —m)* »! (x—m)},
and note that

(:c—m)*Z_l(x—m):%(x—mo—l-A)*E_l(:v—mo—l—A)

o=

(16)
=3(@—mo) L (—mp) + A LT (w—mp) + JATTTA,
which shows the first part. Then
exp{—1 (z —mo)* T~ (& — mo)}
exp{—% (x —m)* X~ (z —m)}

= exp{A* S A} exp{2A* S (2 — mg)} exp{-3 (2 —-m)*T ! (z —m)},

* exp{—5 (z —m)* 57" (2 —m)}
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and using yields
— 3 (@-m)*S (z—m)+2A* S (z —my)

= 1@ —mo)* 7 (& —mp) + A* 27 (& —mg) — LA*DTIA

L @-—mo—AX T (z—mg—A),

wh—t

which shows the second part. O

As a by product, integration with respect to the variable  provides the expression for the y2—
divergence between two Gaussian densities with different mean vectors mgy and m, and the same
invertible covariance matrix ¥. Indeed

exp{—1 (x —mo)* =7 (x —mo)} . el dx
/ ol —myrs T @omy | Y exp{=5 (2 —m)" 57 (o —m)} det(27Y)

= exp{A*EZTA} 1.

Note that the point u = mg + A = 2mg — m can be interpreted as the symmetric of the point
m with respect to the central point mg, since (put in other words) the point mg = (m + p) is
the middle of the segment joining the two points m and u.

Proposition A.2 For any function ¢ defined on E, the mapping
0 exp(307 5716} { [ joa)f exp{-} (o~ 0)' =7 (o - 0)} a2
E
defined up to a multiplicative constant that does not depend on 6 € E, is strongly log—convez.

PRrROOF. For a given function ¢ defined on F, consider the two mappings

v(0) = exp{5 0" X" 0} {[E [¢(@)* exp{—5 (z —0)* =" (x — 0)} da}'/?

and

v (0) = /E 6(@)? exp{~1(z—0) S (- 0)} du

The first two derivatives (Jacobian row vector and Hessian symmetric matrix) are defined as

/ 6@) (x— 0 S exp{—L(z—0)* S (z— 0)} du |
and

(@) = [ o@)P 27 @=0) 0= )" 57 =57 expl = 0= 0)" 57 (0= 0)} da
_ /E G(@)2 S (@ — 0) (x— 8)* S0 exp{—L(x—0) S} (x — 8)} dr — 51 vy (6) |
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respectively. Therefore

(log ving) () =

and

e - 518 (418) 40

] =@ 0) 0.0 da] [ (- 07 = p(0,0)da] ~ =7
E
with the probability density
p(8, ) o [p(x)* exp{—3 (z —0)" S (z —0)} ,
parametrized by 6 and known up to the normalizing constant viy (), i.e.
( )!2 exp{—3(z—0)*S7" (z - 0)}
/ 6(")? exp{—L (& — )" S (2! — B)} o’

It follows from the Cauchy—Schwartz inequality that
(logving)"(0) > =271 hence  (logv)"(6) = =7! + 5 (logvint)"(6) > 3 X7 > 1,

in the sense of symmetric matrices (here, the positive constant c is half the smallest eigenvalue
of the matrix ¥ 71, i.e. half the inverse of the largest eigenvalue 0.y of the covariance matrix ).
The Hessian matrix (logv)”(#) is bounded from below by a definite positive matrix that does
not depend on 6, hence the mapping 6 — v(#) is strongly log—convex, and this property holds
uniformly no matter what the function ¢ appearing in the definition of v(#) may be. Notice also
that

(logv)'(0) = 0* 71 + % (logvine)(0) = 1 /E(:n +0)* 27! p(9, z) dx . O

Lemma A.3 If the function ¢ is bounded, then the mappings vint(6) and vm/f(e) are bounded
and globally Lipschitz continuous.

ProoF. Clearly

dx
0<vin9:/ )2 exp{-Lt(z—-02 2 —-0) ——
<vm®) = [ 16 exp(=} (= 0)" 37 (0= 0} s < s o)l
Recall that, keeping track of the normalizing constant
dx
2 *Ylexp{—-L(z—-02(z—0 .
@ = [ W@P @07 S el 05T - 0) —E

38



hence

dx
vl (0 </ ) (z—0) S exp{-(z—-0)*S (2 —0)) ———
a1 < [ 6@ 1@ =027 epl-} =0 D7 @ 0)
du
< su T 2/ WY exp{—tu Y )} ————
_Ieg\qb( )| E\ | exp{—3 ¥ )
which shows the first statement. Using the Cauchy—Schwartz inequality yields
dx
vl (0 </ |z -0 exp{-3 (x-S (z—0)} ——m—ex
a1 < [ 0GP 1@ =0 57 expl—} =0 27 (- 0)
< ([ PP exp{-} (@) 5 (2 -0)) 2
-~ JE 2 det(27Y)
{/ () |(z = 0) S exp{—5 (z - 0)" =" (x — 0)} Ly
E 2 det(27Y)
1/2 % y1—112 1, % y—1 du 1/2
< v./7(0) su x /uZ exp{—su* Y u} —— ,
hence
1/2ys 1 v (O] _ 4 / *1—1)2 1, %y—1 du 1/2
v; o) =5 <3 su T ut X expi—su" Y U} ——= ,
YO = T 0 < s lotoll ([ 57 expl-fu 570 s
which shows the second statement. O

Remark A.4 Clearly, the mapping 6 — exp{ % 6* >~1 0} is locally bounded and Lipschitz con-

tinuous, and it follows from Lemma that the mapping v(#) = exp{6* £~ 6} viln/t2(9) is

locally Lipschitz continuous.
In many cases, the state variable z has two components, say x, and z,,, and the function
¢(x) = ¢(xo) depends on the component x, only. In such a case, the minimization problem can
be further simplified, i.e. its dimension can be reduced.
Proposition A.5 Let

Lo 90 Z:0 Z:o,no

T = , 0= and Y= .

Tno 9110 Z:no,o Z:no

If the function ¢(x) = ¢(x,) depends on the component z, only, then the unique minimizer of
v(0) = exp{5 6" =71 6} {/ [6(@)]* exp{—% (x—60)" L7 (& — 0)} da}'/?
E

takes the form 0°® = (02°,02°) where 03° denotes the unique minimizer of

vo(o) = exp{5 05 55" 60} { / |6(20)|* exp{—3 (o — 00)* B! (z0 — 00)} dzo}'/?
Eo

and where 056 = Yno o Xg L 02°.
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Proor. Clearly
/E (@) exp{—1(z—6)* S (z — 0)} da

- /E 16(2o)]? exp{=1 (20 — 00)" T2 (o — 60)} do |

up to a multiplicative constant that does not depend on 6, or keeping track of normalizing
constants

dx
det(27Y)

B /E [B(o)* exp{—3 (20 — 00)" £ (w0 — bo)}

/E 6(2) exp{—1 (z — 0)* = (z - 0)}

dz,
Vdet(2r%,)

—1 Yoo of the matrix X, in the block-

o

Introducing the Schur complement A = 3, — X002
matrix X, it holds

S Zomo I 0 S 0 I 35 Yoo
Z = = s
Shoo  Tno Shoo Xyt T 0 A 0 I
hence
I —371%0 500 ot 0 I 0
»l=
0 I 0 Al ~Snoo Xyt T
and
0 S0 = (Bno — Znoo 2o 00)" (Zno — Znoo Do Zomo)  (Fno — Znoo Xy ' o)
+0:2710, .
Therefore

v(0) = exp{36* 37" 6} {/E |6()|* exp{—3 (z — 6)* =" (x — 0)} du}'/?
= eXp{% (ano - E1’10,0 Egl 90)* (Eno - Eno,o 251 Eo,no)i1 ('9110 - 2no,o Z(:l 90)}
exp{5 05 55" 0o} { /E |B(o)* exp{—3 (w0 — 00)" Ty " (w0 — 0o)} do}/?

= exp{% (gno - Eno,o E(:l 90)* (Eno - Eno,o 251 Eo,no)_1 (9n0 - Zno,o 251 ‘90)} Uo(eo) 9

where

Vo(00) = exp{% 05 Egl 0o} {/ “Zs(xo)‘Q exp{—% (xo — 0)" 251 (o —0o)} dxo}l/z )
E,
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up to a multiplicative constant that does not depend on . Clearly, the unique minimizer of

v(0) takes the form 0°® = (03°,6%2) where 62° denotes the unique minimizer of v,(6,) and where

028 = oo Dol 000 0

Finding the unique minimizer of the strongly convex mapping 6 — logv(#) is routinely trans-
formed into finding the unique zero of the mapping 6 — (logv)’(6), and this can be achieved
using a stochastic approximation algorithm. Indeed, recall that

(logv)/(6) = } /E (4 6) S p(6,x) dr

hence the (column vector) gradient has the following integral expression

V(logv)(#) = s 71 /E(x—i-ﬁ)p(Q,x) dx |

with the probability density
p(0,x) o< [p(2)[* exp{—5 (x — )" =" (z — )},

parametrized by 6 and known up to the (usually untractable) normalizing constant
() = [ [0(@)? exp{~} (o —0)" = (o - O)} da
E

An iteration of the stochastic gradient algorithm would take the form
0n+1 =0, — W Hy

where H,, is some random possibly biased approximation of the gradient V(logv)(6,). This
class of stochastic approximation algorithms is studied in Appendix

B Stochastic approximation

To summarize the situation, here are some features of the minimization problem presented at
the end of Appendix [A]

e the objective function ¢(6) is strongly convex (hence it has a unique minimizer 6 ), but
is does not have an integral expression,

e its gradient does have an integral expression of the form
Ve(0) = / HO, 2) p(0,2) dz ,
E

e the probability density p(6,z) = 7(6,x)/Z(6) depends on the parameter 6, and it is known
up to some untractable normalizing constant

Z(0) = /Eﬂ'(@,x) dx .
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Indeed, the connection with the minimization problem presented at the end of Appendix [A] is
made through the following identification

0(0) =logw(h) , H(z,0)=i%71(z+0),
7(0,x) = |¢p(z)]* exp{— (:L’ —0)S 1 (z—0)} and Z(0) = vint (0) .

The key step in a stochastic gradient algorithm for this minimization problem is to provide
at each iteration of the algorithm an approximation of the gradient V/(6,,) by some random
variable H,,, for instance

A if an oracle is available, or if it is possible to sample directly from the current probability
density p(0,,z), e.g. using an accept/reject method, then set

N,
1 n
H, = N E H(6n, X;) ,
()

an unbiased estimator of V/(0,), where (Xi,---, Xy, ) are i.i.d. random variables with
common probability density p(6,, z),

B if it is not possible to sample directly from the current probability density p(6,,x), but it
is possible to sample from a dominating probability density p(6,,z), then introduce the

ratio 0
(0, ) ZEQZ:; for any x € F,
and set
Ny,
(O, X;) w(bn, X;) N
i 1 n
anjl and Zn FZ w(bn, X;)

a biased estimator of V/(#,) and an unbiased estimator of Z(6,) respectively, where
(X1,---,Xn,) are i.i.d. random variables with common probability density p(6, ),

C alternatively, if it is not possible to sample directly from the current probability density
p(0y,x), but it is possible to sample from a probability transition density M, (z, ') that
admits the current probability density p(6,, ) as its unique invariant density, e.g. using a
Metropolis—Hastings algorithm, then set

1
Ho = 3 ZH(an,Xj) ,
7=1
a biased estimator of V/¢(6,), where (X1, -, Xy, ) is a Markov chain with some initial

probability density and with probability transition density M, (z,z').
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Nemirovskii et al. [2] considers the case A, Atchadé et al. [I] considers the case C, while the
focus here is on the case B. The estimator is updated as

9n+1 =0n — v Hy

hence the design parameters are the gain sequence {~,} and the Monte Carlo batch—size sequence
{N,}. Write
H, =V{(0,)+e, ,

where €,, denotes the approximation error, and let
B, =Ele, |F,] and M, =E[|e,|* | F.],
denote the conditional bias and the conditional mean—square error, respectively. If importance
sampling (case B) is used, then both the bias B, and the mean-square error M,, are of order
O(1/Ny,).
Bound on the gradient approximation Clearly
|Hy,|* = |VE(0,)]? +2¢e5 VE(O,) + |en]”
If the approximation error is unbiased, i.e. if E[e,, | F,] = 0, then
E[[Hnl* | Fn] = [VE(O)* + My

hence

E’Hn‘Q = E’Vﬂ(@n)‘Q + E[Mn] :

Otherwise, if the approximation error is biased, then using the Young inequality yields

E[|H,|? | F.] = |V4(0,)]> +2 B VE(0,) + M,

B, |?
< (14 A) yvz(an)\2+| A' + M, ,
hence
2 o, E|Byl?
E|H,|* < (14 A)E|VL0,)|” + 1 + E[M,] .
and taking A = a/N,, yields
E|B,|?
E|H,* < (1+ Ni)E\W(en)l2 + N, ’a‘ +E[M,] .

n

Approximation of the minimizer Clearly
Ont1 — Oopt = On — Oopt — v Hp, with H, =V{0,)+en,
and strong convexity, see Nesterov [3, Theorem 2.1.9], yields

(en - HOpt)* Vf(@n) = (Gn - HOpt)* (Vﬁ(@n) - VE(HOpt)) >c |9n - 90pt|2 )

43



hence

|‘9n+1 - 00pt|2 = |9n - 90pt|2 - 2'7n (en - eopt)* Vg(en)
—29, (971 - eopt)* En + '7721 |Hn|2

< (1 - 2’771 C) |9n - Hopt’2 - 2'771 (en - eopt)>’< En + 'Yr2L |Hn|2 .
If the approximation error is unbiased, i.e. if E[e,, | ] = 0, then
E[|0nt1 — 90pt|2 | Fn] < (1 —=2y5¢) |0n — 90pt|2 ""Y?zE[ |Hn|2 | Fnl

hence
E|f0p 41 — 90pt|2 < (1—2yc)Elf, - ‘90pt|2 + ’772L]E|Hn|2 .

This is equation (2.8) in Nemirovskii et al. [2]. Otherwise, if the approximation error is biased,
then using the Young inequality yields

E[|0n+1 — 60pt’2 | Fn] < (1 —=2c) |00 — 00pt|2
- 2771 (en - 90pt>>.< Bn + '7721E[ ‘Hn|2 | EFn]

< (1= (2= A) ) [0 — bope |

|Bn?

2 2
E[|Hn|” | Fnl ,
L A2 B[ | 5

+

and taking A = ¢ yields

E|B,|?
Blon i~ fopel? < (1= 700) i — foel? +2 " 52 BJH,

Approximation of the minimum value It would be possible, following Nemirovskii et
al. 2] or Atchadé at al. [I], to get bounds for the approximation of the minimum value of the
mapping ¢(0) = logv(#), i.e. to bound the approximation error £(6,,) —€(fopt). However, it would
still remain to explain how to compute £(6,) in practice, and besides, recall that the ultimate
objective here is to get bounds for the approximation of the minimum value of the mapping
v(0) = exp{0* ©71 0} viln/tQ(O). Clearly
exp{3 05, 57" 00} Z1/? = v(0opt) = exp{} 05 270} (Z3/2 = 032 (02)) + 0(0) — v(0ps)

and using the bound (y/z — /v)? < |z — v| yields

lexp{L 0557 0,} Z/% — 0(0opt) > < 2 expl0 £ 0,) | 212 — 0l (00) 2 + 2 0(6n) — v(Bopt)

int

S 2K2 |Zn - Uint(en” + 2L2 |0n - 90pt|2 )
hence

Elexp{3 0, £7" 0n} Z/* — 0(0opt)* < 2 K> {ElZy — vina (00) > }/2 + L |6y, — Oopel* .
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