Abstract—Digital Twins are an emerging concept which is gaining importance in several fields. It refers to a comprehensive software representation of an actual system, which includes structures, properties, conditions, behaviours, history and possible futures of that system through models and data to be continuously synchronized.

Digital Twins can be built for different purposes, such as for the design, development, analysis, simulation, and operations of non-digital systems in order to understand, monitor, and/or optimize the actual system. To realize Digital Twins, data and models originated from diverse engineering disciplines have to be integrated, synchronized, and managed to leverage the benefits provided by software (digital) technologies. However, properly arranging the different models, data sources, and their relations to engineer Digital Twins is challenging. We, therefore, propose a conceptual modeling framework for Digital Twins that captures the combined usage of heterogeneous models and their respective evolving data for the twin’s entire life-cycle.
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I. INTRODUCTION

Digital Twins (DTs) are appearing everywhere, from agriculture, construction, engineering, production, medicine, to mention just a few prominent examples. Research and industry have produced various definitions [9], [11], ranging from underspecified (digital replica or virtual counterpart), over narrow (virtual representation based on augmented reality technology), to utopian (complete digital representation) approaches. The concepts found in literature range between (a) high-fidelity design-time models used for design-space exploration, dimensioning, or validation, and (b) software systems used to monitor, comprehend, and optimize the behavior of another system during its runtime.

A DT is a virtual representation (or replica) of an Actual System (AS) that is continuously updated with real-time data throughout its life-cycle and, at the same time, can interact with and influence the AS [2]. DTs can be built for a variety of purposes, such as for the design, development, analysis, simulation, and operations of non-digital systems in order to understand, monitor, and/or optimize the AS. Many domains employ DTs to better understand, control, and optimize the behavior of complex systems, either during their design-time (e.g., for design-space exploration) or at runtime (e.g., to improve performance/productivity or prevent failures). Hence, DTs are becoming an important software engineering tool to harness the complexity of software engineering in a wide range of application domains. To this effect, we consider a DT of an AS to comprise a set of models of that AS and provides a set of services that use data, possibly obtained from the AS, and models for specific purposes with respect to the AS [1].

The complexity of systems grows fast and models have become crucial to understand them. Consequently, today’s sophisticated systems are engineered with models from different engineering domains. Hence, also their DTs need to integrate various heterogeneous models to address the different aspects of the system. These models may be engineering models (e.g., BIM, Modelica, Simulink, mathematical equations) or software models (e.g., AADL, MontiArc, SysML, UML, or models in some kind of DSL).

To make sense of these models during a system’s design-time and its runtime, they must be connected to data obtained from the AS and its environment. The models and data enable implementing services related to the AS. How the different models, data, and services of a DT relate depends on its purpose and application.

We investigated different characterizations of DTs [9], [11] to distill their essentials in a conceptual modeling framework focused on making data, models, and relations explicit. To this end, we present the framework and its instantiations aiming to support conceptualizing DTs and systematically engineering novel DT applications. The framework details the core parts of DTs and its instantiations are blueprints for software engineers that describe which DT parts they need to provide, interconnect, and integrate to achieve different DT utilizations.

II. A CONCEPTUAL FRAMEWORK FOR DIGITAL TWINS

We consider a DT to be comprised of a set of models and data associated with the AS that enables the creation of a set of services [1], corresponding to the functionalities provided by the DT. For instance, the DT can use simulation (even in communication with other DTs) helping decision-making for maintenance or improvement of the AS based on new requirements and/or available resources.

Fig. 1 presents a conceptual framework for DTs described using the MODA framework [3], a conceptual modeling [13] framework that aims at supporting the description of data-centric systems in terms of models, data, and transformations. By proposing a conceptual framework, we do not discuss particular tools or technologies for realizing DTs, but we categorize the different roles and the relationships of artefacts on a conceptual level. By this, we follow but also extend the viewpoints of existing frameworks proposed in the literature [9], [11].
A DT is a virtual representation of an actual system (AS) that exists within its environment. The AS produces data, which is related to different aspects of the system, and the DT captures this data and uses a set of models to conduct different types of operations/actions on the AS (as we will see later, the selection of the models depends on the purpose of the DT). The main components of the framework we are proposing are as follows.

- **Actual system and its environment.** The AS refers to the system associated with the DT. Collecting and storing as well as calculating and inferring data—depending on the system itself—is mandatory for a DT, that should capture the relevant aspects, including the required features and relationships, of the AS with respect to the contexts and environments (System Environment) in which it operates [11]. The AS is an essential element for the existence of the DT itself.

- **Data.** This component is related to the storage and representation of the current and past data of the AS relevant for the DT. Data and information are needed to represent the AS in the specific digital models of the DT. A DT comprises different types of data flows (see the arrow labeled Monitoring in Fig. 1): data obtained from monitoring and sensing, measured data, and external/historical data from the system or its environment (e.g., environmental data, technical data, constraints, etc.). To this end, DTs comprise Digital Shadows, i.e., purposefully abstracted and aggregated data structures [1], that represent one-way data flow between the state of the AS and its digital representation.

- **Models.** This component is represented by one or more models of the system, or its parts [9]. Models address different aspects and disciplines of a system (e.g., engineering models, software models, scientific models) and can be of various language types [2].

As defined in the MODA framework [3], we identify three roles that models can play in a DT: Descriptive Model, Predictive Model, and Prescriptive Model. A Descriptive Model reflects the system or the system’s environment in a descriptive manner, representing current or past aspects of the actual system, facilitating understanding, and enabling analysis [3]. The arrow labeled Generalizing (between Digital Shadow and Descriptive Model) represents the application of techniques that generalize the different kinds of data to yield (or calibrate) a descriptive model. In addition, models may also reflect the actual or future system behaviour in a predictive or prescriptive manner. A Predictive Model is used to predict information that has not been measured, allowing decision-making and trade-off analyses. This can include models for analysis (e.g., Petri nets), simulation (e.g., Simulink), and machine learning (e.g., different types of neural networks). In contrast, a Prescriptive Model is a description of the system to be realized, driving the constructive process, including runtime evolution in the case of self-adaptive systems [3]. The arrows labeled Analysis and Planning represent decision support activities (e.g., what-if analysis) in order to feed and update the prescriptive model. Finally, and to close the loop between DT and AS, the arrow labeled Executing involves deploying and executing the actions on the AS and/or its environment, based on the prescriptive model.

III. Digital Twin Applications

Research and practice have produced various DT implementations. We identified a representative set of DT applications that involve different stages of a system life-cycle, notably design, manufacturing, maintenance and utilization [14]. In the following, we characterize these applications using our conceptual framework. Fig. 2 illustrates the set of DT applications as instances of the DT conceptual framework.

A. Design

The design of new systems requires the development team to collaborate with stakeholders through exchanging and sharing design data and relevant information [14] to investigate alternatives and validate design decisions. In application domains like aerospace, automotive, construction, health care, and manufacturing, DTs are used during the system design phase to improve/optimize the system by enabling different types of analysis and simulation that allows exploring different design alternatives based on actual data.

In such cases, data is collected both from the System being designed and from the Environment (Stakeholders). It can relate system functions and appearance, technical and process data, tests results from the design process, and stakeholder/customer feedback. This data is recorded and managed by the DT using a set of Digital Shadows, each focused on data related to different design aspects.

On the models side, this data, together with historical data of similar systems, is used to produce different types of Descriptive Models, e.g., feature models, structure models, behavior models, and domain models. Beside allowing to better understand different aspects of the system design, these
models are used to produce Predictive Models that enable different types of analysis, simulation, and tests. For example, a predictive model can be used to simulate different scenarios to allow to accurately predict specific properties related to performance. Finally, decisions to improve the system design (e.g., configuration, adaptation, and refactoring) are encoded in Prescriptive Models and then applied in the system design.

B. Manufacturing
Manufacturing refers to the overall process used to transform raw materials into finished products. DTs are used in domains such as Industry 4.0, processor manufacturing, and automotive, to help optimizing different aspects of the manufacturing process, including production flow, product quality, resource management, waste reduction, and maintenance intervals [15].

In this context, the DT monitors different types of data related to both the Manufacturing System and its environment. It typically includes time required at the different production phases, waiting time, resource usage, different measures related to product quality, temperature, and humidity.

On the modeling side, Descriptive Models are used to extract different types of process information and metrics from the data, e.g., lead time, percentage of productive time, and different quality metrics. Descriptive Models are also used to accurately describe the manufacturing system (structure, behavior, and state), using different types of system modeling techniques, and the process in the form of process models [12] and Value Stream Maps (VSM) [6]. Then, Predictive Models can be produced to analyze and simulate the different aspects of the manufacturing process to improve/optimize it. Once decisions are taken based on the results of the predictive models, Prescriptive Models are produced and used to drive the execution of the decided strategies to improve the product manufacturing system.

C. Maintenance
Complex systems (e.g., aircraft, robots, automobile, and electric power equipment) comprise complex structures, heterogeneous components and materials, and inconsistent degradation and malfunctioning, impacting, for instance, safety and performance. Whereas, static, probabilistic, and heuristic-based methods are no longer sufficient, with the DT methodology, relevant services for the analysis of the system and the prediction of degradation and anomalous events can be
provided, which allows to move to the area of predictive maintenance [14].

Real-time state data is transmitted to the Digital Shadow to realize the synchronous linkage between the actual system and the corresponding DT as well as to store historical data. Data may include position, energy consumption, environment data, user operation, configuration data, execution information, material information, failures, etc.

The Descriptive Model is built on top of the real-time data and the obtained historical data. Through running relevant failure prediction algorithms, e.g., based on machine learning models, system failure prediction (Predictive Model) is possible. The output of the failure prediction is passed to a Prescriptive Model able to synthesize the maintenance strategy to be deployed on the physical product, e.g., by applying AI planning algorithms to consider also constraints from the product environment such as currently processed orders etc.

D. Utilization

Not only maintenance, but also the utilization of systems in a certain context is currently a topic for DTs. For instance, DT technologies emerged in domains such as agriculture/farming [7] to improve/optimize natural, non-engineered, systems. A main characteristic of these systems is that they cannot be directly controlled. The DT represents the system and its environment, monitors and indirectly controls and interacts with the system by modifying its environment which is equipped with automation components. An example of such a system is a greenhouse used to grow vegetables. The vegetables themselves, of course, cannot be controlled directly, but a DT can control automation components for influencing light, temperature, and humidity to optimize the growth of the vegetables [5]. Another example is a medical treatment system that can monitor different health aspects of a patient to improve/optimize treatments for different health conditions [4], [10].

Concerning the later application domain, several kinds of data are monitored and represented by the Digital Shadow, e.g., physiology data retrieved from body sensors, location data retrieved from motion sensors, and behavioral data extracted by image analysis from cameras [11].

Such digital shadows are then used to build the Descriptive Model, that can be analyzed and employed to identify certain risks and benefits the system is experiencing. For instance, the output of the analysis can be a Predictive Model for the detection of critical situations to be directly warned to the system. To counteract such critical situations may require reconfiguration actions or further remedy actions, derived from a Prescriptive Model, which can be automatically deployed on the automation components to positively influence the system. Please note that this application can be virtually replicated, for instance, to explore if a specific situation may occur and how it may be prevented by certain counter-measures.

IV. LESSONS LEARNED AND LOOKING AHEAD

The identification and description of the presented architectures of DT applications based on the conceptual modeling framework characterizes the current state-of-the-art in DTs, especially related to Industry 4.0. It provides a language to speak and discuss about DTs, especially, from a software engineering perspective. In addition, it allows the re-use of concepts across DTs, because many DTs will be based on hybrid architectures, i.e., a mix of the presented variants. The list of DT applications presented here is not exhaustive, but shows the usefulness of the presented framework and the described DT applications show the appropriateness of its foundation, the MODA framework.

Mature DTs will have certainly elements of self-adaptiveness in combination with machine learning, simulation, and data processing elements. Thus, DTs may be classified as MAPE-K [8] systems which require also new architectural styles to combine models and data as well as different computation mechanisms such as simulation, machine learning, planning reasoning, and data analytics. Moreover, when using the proposed framework in concrete cases with specific modeling techniques, and associated tools, specific integration issues need to be addressed, as discussed in [2] which opens up an important research line.

More (literature) research needs to be done to identify other architectural patterns or combinations of these patterns which may be documented in a pattern catalogue for DTs. Also, explicitly defining the interface to communicate with the data and the different models would support the development of generic services to be reused across DTs such as it is already provided for simulators realizing the Functional Mock-up Interface (FMI) standard. Finally, the conceptual elements have to be mapped to concrete technologies which would allow to deploy DTs on dedicated platforms with higher automation potential.
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